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Abstract
Artificial intelligence (AI) governance and auditing promise to bridge the gap between AI ethics principles and the responsi-
ble use of AI systems, but they require assessment mechanisms and metrics. Effective AI governance is not only about legal 
compliance; organizations can strive to go beyond legal requirements by proactively considering the risks inherent in their 
AI systems. In the past decade, investors have become increasingly active in advancing corporate social responsibility and 
sustainability practices. Including nonfinancial information related to environmental, social, and governance (ESG) issues 
in investment analyses has become mainstream practice among investors. However, the AI auditing literature is mostly silent 
on the role of investors. The current study addresses two research questions: (1) how companies’ responsible use of AI is 
included in ESG investment analyses and (2) what connections can be found between principles of responsible AI and ESG 
ranking criteria. We conducted a series of expert interviews and analyzed the data using thematic analysis. Awareness of AI 
issues, measuring AI impacts, and governing AI processes emerged as the three main themes in the analysis. The findings 
indicate that AI is still a relatively unknown topic for investors, and taking the responsible use of AI into account in ESG 
analyses is not an established practice. However, AI is recognized as a potentially material issue for various industries and 
companies, indicating that its incorporation into ESG evaluations may be justified. There is a need for standardized metrics 
for AI responsibility, while critical bottlenecks and asymmetrical knowledge relations must be tackled.
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1 Introduction

As the use of artificial intelligence (AI) spreads across 
industries and societies, it has become evident that AI-
based systems need to be effectively governed to avoid, 
or at least mitigate, potential risks and harms (Gasser and 
Almeida 2017; Butcher and Beridze 2019). AI governance 
requires not only ethical principles and guidelines but also 
and especially actionable tools and mechanisms (Brundage 
et al. 2020; Shneiderman 2020; Mäntymäki et al. 2022). 
Translation from abstract principles to practical tools for AI 
development and governance (Morley et al. 2020; Seppälä 
et al. 2021; Mäntymäki et al. 2022) is a critical challenge 
that hinders the widespread adoption and beneficial use of 
AI (Cowls et al. 2021).

To address this issue, AI auditing, also termed algorith-
mic auditing (Raji et al. 2020), has been proposed as a tool 
for operationalizing and assessing AI governance (Sandvig 
et al. 2014; Koshiyama et al. 2021). However, AI auditing 
practices are still emerging, and AI auditing suffers from 
critical shortcomings, such as loose definitions (ForHu-
manity 2021), limited scope (Cath 2018; Kroll 2018), dif-
ficulty quantifying externalities (Rahwan 2018), and lack of 
information needed to evaluate AI systems (Mökander and 
Floridi 2021). There are numerous sets of AI ethics prin-
ciples (Jobin et al. 2019; Schiff et al. 2020), and there is 
a near consensus on key principles, such as transparency, 
fairness, non-maleficence, responsibility, and privacy (Jobin 
et al. 2019; Dignum 2020). However, AI auditing is hindered 
by a lack of standardized metrics for ascertaining levels of 
fairness, transparency, and other desirable system character-
istics. This means that AI auditing is facing criticisms for 
its ambiguity, as well as the loose and casual use of the term 
“audit” by AI consultancies (ForHumanity 2021).
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Impending legislation, particularly the European Union’s 
Artificial Intelligence Act (AIA), is expected to bring clear 
rules to the AI auditing landscape. However, at the time of 
writing, the AIA is under development; its finalized form 
remains to be seen. More importantly, binding legislation 
provides only the minimum requirements and is likely to 
cover only particular high-risk AI systems. This leaves 
significant scope for AI governance beyond the minimally 
acceptable level.

Organizations that aspire to go beyond minimal legal 
compliance need to pay particular attention to corporate 
governance and corporate social responsibility (CSR), as 
well as stakeholder pressure coming from investors, among 
other groups. Over the past decade, the use of environmen-
tal, social, and governance (ESG) criteria among investors 
has risen sharply partly as an outgrowth of CSR and, more 
recently, corporate sustainability discussions (Boffo and 
Patalano 2020). The acronym ESG thus denotes environ-
mental, social, and governance criteria for evaluating firm 
performance and screening potential investments. Perhaps 
the best known among the ESG domains is environmental 
sustainability, whereby ESG criteria investigate, for exam-
ple, the climate change impacts of companies’ operations. 
Because AI governance also seeks to mitigate potentially 
widespread harm, the question of how AI impacts and AI 
governance could be included in ESG evaluations is war-
ranted. In current discussions on AI risks (e.g., Floridi et al. 
2018; Dignum 2020), the social and governance dimensions 
of ESG are the most prominent.

The current AI governance and auditing literature is 
mostly silent on the role of investors as stakeholders in the 
AI governance landscape (for exceptions, see Shneiderman 
2020; Brusseau 2021). Investors should be brought into the 
picture in AI governance scholarship because they have sig-
nificant financial power to influence companies’ operations 
and governance practices.

Against this backdrop, we conducted an exploratory study 
on the connections between ethics-based AI auditing and 
ESG criteria. Using semi-structured interviews, our study 
seeks to answer the following research questions:

1. How is the responsible use of AI taken into considera-
tion in ESG investment analysis?

2. What connections can be found between the existing 
principles of responsible AI and the ESG ranking crite-
ria?

This paper proceeds as follows. First, we introduce ethics-
based AI auditing and ESG investing in the background sec-
tion. Then, we present our material and methods, consisting 
of thematic analyses of interview material. Next, we present 
the key findings grouped under three themes. Finally, in the 
discussion and conclusion, we draw out the implications 

of our study by considering ESG analyses as tools for AI 
auditing, concluding with limitations and future research 
directions.

This study contributes to two bodies of knowledge. First, 
we contribute to the ethics-based AI auditing literature 
(Sandvig et al. 2014; Koshiyama et al. 2021; Mökander et al. 
2021) by exploring the role of ESG criteria in providing 
metrics for AI auditing and highlighting the role of investors 
as a source of stakeholder pressure. Second, we contribute to 
the ESG literature (van Duuren et al. 2016; Sætra 2021) by 
advancing the understanding of AI impacts and AI govern-
ance as potential domains in future ESG analyses.

2  Background

2.1  AI auditing and responsible AI principles

While AI promises efficiency gains and numerous organiza-
tional and societal benefits, the opaqueness of algorithmic 
systems and the risk of unintended consequences remain 
key challenges (Dignum 2020). AI auditing, also referred 
to as algorithmic auditing, has been proposed as a means 
of assessing and governing inscrutable algorithms (Sand-
vig et al. 2014; Raji et al. 2020; Koshiyama et al. 2021). 
AI auditing provides procedures to assess claims about 
algorithmic systems—for instance, with regard to fairness 
and lawfulness—and thus supports the overall goal of ena-
bling verifiability of claims about AI development and use 
(Brundage et al. 2020). Thus, AI auditing grants control and 
oversight over AI systems to strengthen their accountability. 
In addition to its benefits for AI user organizations, AI audit-
ing has been envisaged as an emerging industry (Koshiyama 
et al. 2021), which may spur significant economic activity.

In the broad spectrum of AI auditing, which encom-
passes, for example, technical audits (Brundage et al. 2020; 
Koshiyama et al. 2021), we focus on ethics-based auditing. 
Mökander et al. (2021, p. 4) define ethics-based AI auditing 
as a “structured process whereby an entity’s present or past 
behavior is assessed for consistency with relevant principles 
or norms.” Ethics-based auditing is meant to spark ethical 
deliberation among developers and managers and identify 
the values embedded in a system. As such, it does not seek 
to codify ethics nor provide legal auditing (Mökander et al. 
2021).

For ethics-based AI auditing, numerous frameworks 
and technical tools have been developed (Mökander et al. 
2021). However, the emerging AI auditing industry and 
practitioner community lack metrics and standards, as well 
as mechanisms to incentivize organizations to adopt robust 
AI auditing practices (Floridi et al. 2018). Starting points for 
metrics are provided by the numerous sets of responsible AI 
principles that have been published in recent years. At the 



331AI & SOCIETY (2024) 39:329–343 

1 3

time of writing, there are at least 173 AI ethics guidelines,1 
as well as several published meta-level overviews of ethical 
AI principles (Clarke 2019; Jobin et al. 2019; Schiff et al. 
2020; Hagendorff 2020). A comprehensive overview of AI 
ethics guidelines found global convergence on five ethical 
principles: transparency, justice and fairness, non-malefi-
cence, responsibility, and privacy (Jobin et al. 2019). This 
list closely mirrors other synthesizing lists, such as benefi-
cence, non-maleficence, autonomy, justice, and explicability 
(Floridi et al. 2018), as well as accountability, responsibility, 
and transparency (Dignum 2020).

The proliferation of abstract AI ethics principles has 
exacerbated the so-called “translation problem”—that is, 
how these high-level principles can be practically imple-
mented in AI development processes and organizations’ 
day-to-day operations (Morley et al. 2020). Binding legisla-
tion is a key mechanism for implementing ethics principles. 
In this domain, the proposed European Union (EU) AI Act 
(European Commission 2021) envisions a system of actors, 
such as national supervisory authorities and notified bod-
ies, involved in certifying the compliance of high-risk AI 
systems with the new regulation (Stix 2022).

While the legal compliance model brings strong incen-
tives for organizations through binding legislation, regula-
tory requirements cannot cover all aspects of responsibility 
for algorithmic systems. This is particularly true for the large 
set of systems that are not categorized as high-risk in the 
EU scheme and are thus not as comprehensively regulated.

Because regulation cannot cover everything, effective AI 
governance is not only about legal compliance; organiza-
tions should also strive to go beyond legal requirements in 
the development of fair, transparent, and accountable AI 
systems (Dignum 2019; Trocin et al. 2021). Binding leg-
islation leaves space for what Floridi (2018, p. 5) calls soft 
ethics—that is, considering “what ought and ought not to be 
done over and above the existing regulation.”

Within the field of corporate governance, these voluntary 
commitments have been discussed in terms of CSR (e.g., 
Maon et al. 2009) and corporate sustainability (e.g., Hahn 
et al. 2015; van der Waal and Thijssens 2020). This literature 
is rooted in stakeholder theory (Freeman 2010), which holds 
that companies should create value for various stakeholder 
groups, such as customers, employees, and communities, 
rather than solely maximizing shareholder profits. Stake-
holder theory argues that in addition to the changing require-
ments of a company’s internal stakeholders (e.g., owners and 
employees), the external changes by actors in the surround-
ing environment force companies to readjust their operations 
so that they can continue operating in the new unknown 

playing field (Freeman 2010). Especially since the publica-
tion of the UN Sustainable Development Goals in 2015, the 
CSR field has shifted to corporate sustainability actions and 
reporting (van der Waal and Thijssens 2020; Sætra 2021). In 
parallel, over the past decade, scholars and practitioners have 
paid increasing attention to so-called ESG analyses (Cort 
and Esty 2020), the topic of the next section, as a tool for 
incentivizing and promoting responsible corporate practices.

2.2  ESG investing

Concurrently with the growing societal emphasis on sustain-
ability, companies are increasingly expected to report on 
their sustainability-related performance (Sætra 2021). Inves-
tors have also turned to sustainability criteria and invest-
ment styles such as sustainable investing (GSIA 2018). ESG 
investing, the topic of this paper, can be distinguished from 
this broader sustainability movement by its stronger focus on 
risk mitigation to secure financial returns (Boffo and Pata-
lano 2020). As paying attention to ESG-related matters has 
started gaining popularity, especially in the past decade, a 
vast array of terminology has emerged (Cort and Esty 2020). 
This section introduces central aspects of ESG investing and 
then investigates why ESG issues are increasingly consid-
ered by different investor groups.

ESG investing complements current AI auditing 
approaches by focusing on company-level processes that cut 
across algorithmic systems. AI auditing, as it is currently 
understood, is often conducted at the level of algorithmic 
systems—that is, investigating each system as a separate 
entity and assessing its conformity with particular require-
ments (Sandvig et al. 2014). From the investor perspec-
tive, the appropriate unit of analysis is a company that may 
develop and use several algorithmic systems. Even though 
private companies are discussed here, the organizational 
analysis of AI use and development applies equally to public 
and third-sector organizations.

Depending on the source, ESG investing may be used as 
a common term for different investment styles that take ESG 
issues into account, or it can be considered as a distinct style 
(Hill 2020, pp. 13–14). There are numerous styles of inte-
grating nonfinancial information related to ESG dimensions 
into investment analyses and decision-making processes. To 
distinguish the set of different investment styles from the 
specific ESG investing approach, terms such as sustainable 
investing, used by the Global Sustainable Investment Alli-
ance (GSIA 2018), have been utilized. In this study, ESG 
investing’ is considered its own distinct investment style, 
whereby ESG issues are integrated into investment analysis 
to mitigate risk with the aim of securing financial returns 
(Boffo and Patalano 2020, p. 14).

ESG consists of three dimensions: environmental, social, 
and governance. The environmental dimension covers issues 

1 For an updated inventory of ethics guidelines, see https:// algor 
ithmw atch. org/ en/ ai- ethics- guide lines- global- inven tory/.

https://algorithmwatch.org/en/ai-ethics-guidelines-global-inventory/
https://algorithmwatch.org/en/ai-ethics-guidelines-global-inventory/
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related to the use of natural resources, the effect companies 
have on the environment on both the local and global scale, 
and how companies work on reducing their emissions from 
their own operations and throughout their supply chains. The 
social dimension is concerned with how a company treats 
its own workforce or how fair treatment of the workforce 
in supply chains is managed, as well as how its operations 
and products affect its other stakeholders, including custom-
ers. The governance dimension, in turn, is related to ena-
bling and enhancing the ethical conduct of business within 
a company and ensuring that good corporate governance is 
practiced in all aspects of its operations (Boffo and Patalano 
2020; Hill 2020). Some key issues related to each dimension 
are listed in Table 1 for illustrative purposes.

No single, standard method exists for taking ESG issues 
into account, and investors can leverage different strategies 
both before making an investment and with existing assets 
(van Duuren et al. 2016; Amel-Zadeh and Serafeim 2018; 
Cort and Esty 2020). Full ESG integration means the inclu-
sion of ESG issues in the investment analysis, along with 
traditional financial measures, either by evaluating compa-
nies in isolation or by comparing how different companies 
perform compared to each other regarding larger global or 
sector-specific issues (Amel-Zadeh and Serafeim 2018). As 
this strategy has been associated with higher implementation 
costs compared to traditional investing (Kempf and Osthoff 
2008; van Duuren et al. 2016), the use of less arduous strate-
gies is also common. For example, negative screening refers 
to simply excluding companies from investment portfolios 
either for ethical reasons or for aligning a portfolio with an 
investor’s personal values or preferences (PRI Association 
2019). Through active ownership, investors can also guide 
the investees’ engagement in ESG issues, both in mitigating 
ESG risks and guiding companies toward sustainable opera-
tions (PRI Association 2019).

In ESG investing, ESG issues are considered material—
that is, relevant to an asset’s future financial performance—
thus making their integration into the investment analysis 
necessary for capturing greater benefits from the investment 
(Cort and Esty 2020). Even though ethical reasons or values 
are not the main motivation for engaging in certain invest-
ments, they may be included in the investment decisions. For 
example, large institutional investors, such as pension funds 
or insurance companies, may face societal pressure to refrain 
from investing in so-called sin stocks and may thus exclude 
them from their portfolios (Hong and Kacperczyk 2009).

ESG investing resembles socially responsible investing 
(SRI) and impact investing. However, ESG investing dif-
fers from SRI because in ESG investing, ethical reasons 
and personal values are not the main drivers of the invest-
ment decisions (Sandberg et al. 2009). ESG investing also 
differs from impact investing, which aims to achieve a par-
ticular positive environmental or social return with the 
investment, such as financial inclusion, education, or the 
promotion of renewable energy (Hill 2020, p. 18).

Four key drivers of ESG issues have gained attention 
over roughly the past decade. First, research indicates that 
considering ESG issues may, in fact, benefit financial per-
formance. The findings of a meta-analysis of over 2,000 
empirical studies that measured the connection between 
ESG performance and corporate financial performance 
indicated that ESG integration might, in fact, be benefi-
cial for financial gains (Friede et al. 2015). The majority of 
the analyzed studies found a positive correlation between 
ESG and financial performance, as the companies that 
received higher ESG ratings produced comparable finan-
cial returns compared to the companies with lower ESG 
ratings. Second, the growing attention to issues such as 
climate change, standards of responsible business conduct, 
and diversity in the workplace and on boards will impact 
consumer choices and, thus, company performance (Boffo 
and Patalano 2020). For portfolio and asset managers, the 
views of their own customers may also drive them toward 
more sustainable investment choices (Amel-Zadeh and 
Serafeim 2018). The growing interest in ESG issues will 
likely increase as younger generations are more active in 
terms of incorporating their values into their investment 
decisions (Boffo and Patalano 2020, p. 17; Hill 2020, p. 
3). Third, both companies and financial institutions are 
seeking a more long-term view on their operations and 
risk and return evaluations so that sustainable financial 
returns can be achieved (Boffo and Patalano 2020). The 
long-term view is based on the notion that integrating ESG 
issues into investment analysis affects the long-term risk 
and financial performance of investment portfolios (MSCI 
2020, p. 2). Fourth, new ESG regulations, such as the pro-
posed EU Corporate Sustainability Reporting Directive, 
will set new requirements for company reporting on ESG 
issues (Santoro et al. 2021).

Table 1  ESG dimensions with 
example issues

Dimension Example issues

Environmental Climate change, waste, pollution, biodiversity
Social Human rights, modern slavery, child labor, product responsibility
Governance Corruption, board diversity, executive compensation, tax strategy
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2.3  Measuring and reporting ESG compliance

Including ESG information in investment analyses has 
evolved from being a practice of ethical investors to becom-
ing popular among mainstream investors as well (van 
Duuren et al. 2016). Companies are under increasing pres-
sure to provide reliable ESG data for their various stake-
holder groups (Cort and Esty 2020). As a result, the number 
of ESG data providers has increased in the past decade (van 
Duuren et al. 2016). Agencies that are often mentioned in 
the academic literature include MSCI, Sustainalytics, Refini-
tiv, Vigeo Eiris, RobecoSAM, and Bloomberg ESG (e.g., 
Escrig-Olmedo et al. 2019; Berg et al. 2020). MSCI and Sus-
tainalytics are also the most favored rating agencies among 
investors due to their wide coverage of companies (Wong 
and Petroy 2020, pp. 14, 33–35). While the rating agencies 
measure and compare how companies consider similar ESG 
issues in their business practices, their methods and results 
can vary greatly. The divergence within ESG ratings, due to 
differences in scope, measurement, and weighting, has been 
confirmed in multiple studies (e.g., Berg et al. 2020; Chat-
terji et al. 2016; Dorfleitner et al. 2015). Thus, a company 
may be evaluated as sustainable in a certain category by one 
agency while being deemed unsustainable by another.

In addition to each investor focusing on matters that he or 
she deems important, companies themselves can contribute 
to the confusion over what should be included in ESG evalu-
ations, as there are different views over which ESG issues 
are material to their performance. Even companies within 
the same industries have been found to report on different 
issues and use incompatible reporting styles, thereby mak-
ing it difficult for investors to compare companies within 
industries (Cardoni et al. 2019). These differences may lead 
to investors and other stakeholders questioning which ESG 
issues are truly financially material to them (Cort and Esty 
2020).

In response, many organizations, such as the Global 
Reporting Initiative (GRI) and the Sustainability Account-
ing Standards Board (SASB), have published guidelines 
on how companies should report their sustainability issues 
and risk-mitigation efforts. The use of such guidelines has 
become common among companies, as 84% of the 250 larg-
est companies in the world utilize some form of external 
framework in their reporting (KPMG International 2020). 
However, guidelines leave space for companies to consider 
which issues to report. Because reporting on governance 
issues is required in the US by the Securities and Exchange 
Commission, companies have been less transparent regard-
ing social and environmental issues than governance issues 
(Tamimi and Sebastianelli 2017).

Seeking to clarify which issues should be considered 
material, Rogers and Serafeim (2019) investigate how 
and why ESG issues turn material over time and how 

stakeholders affect this pathway to materiality. They further 
propose a framework consisting of five stages: status quo, 
catalyst, stakeholder response, company response, and regu-
latory response (Rogers and Serafeim 2019). According to 
the framework, companies may initially have a negative soci-
etal impact regarding an ESG issue that is still considered 
immaterial. At this point, this impact is not considered prob-
lematic, or the level of negative impact is not properly under-
stood (“status quo”). According to Rogers and Serafeim 
(2019), there are two catalysts that may initiate the process 
of an ESG issue turning material: companies gaining exces-
sive profits and causing negative impacts, leading to public 
awareness, or a change in societal norms against which the 
acceptability of companies’ operations is measured due to 
increased information (“catalyst”). In the next stage of the 
stakeholder response, the issue may become material to 
companies that have gained an excessive amount of nega-
tive publicity in the eyes of their stakeholders (“stakeholder 
response”). The whole industry may thus engage in attempts 
at self-regulation to limit the possibility of regulators taking 
further interest in the issue (“company response”). If the 
actions of companies are not seen as adequate, regulatory 
bodies may start enforcing new laws (“regulatory response”) 
to mitigate the negative impact, leading to the issue becom-
ing financially material to the whole industry (Rogers and 
Serafeim 2019).

2.4  ESG and AI

While separate literature streams on AI auditing and ESG 
investing have emerged over the past decade, we were able 
to find minimal research explicitly connecting the two topics 
discussed in this paper: ESG analyses and AI. It is impor-
tant to distinguish the problem area of ESG analyses and 
AI from discussions on using AI to make more robust ESG 
assessments (e.g., Selim 2020). While the latter is also an 
important area of research, it is not the focus of this paper. 
In contrast to using AI to conduct ESG analyses, we seek 
ways to use ESG methods to audit AI.

While searching academic databases, we found only a 
small number of relevant papers, and only from the year 
2021.2 This indicates that the connection between ESG and 
AI is an emerging area of study. Among the first academic 
contributions to this topic, Brusseau (2021) criticizes the 
use of the current ESG rating methods for evaluating the 
effects of AI, starting his paper with the subtitle “ESG does 
not work for AI.” He makes this statement on the basis that 
ESG issues have traditionally been related to larger tar-
gets, such as ensuring that all employees are treated fairly. 

2 We consulted two major academic databases: Scopus and Web of 
Science Core Collection.
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Instead, Brusseau (2021) argues that the main issue of AI is 
related to data ownership, or how companies use individu-
als’ data—for example, whether the use of AI leads to our 
greater benefit or limits our self-determination. Thus, AI-
intensive companies should be targeted with an evaluation 
that “begins with unique persons, not demographic segments 
or collectives” (Brusseau 2021, p. 2). Based on this setting, 
Brusseau proposes an alternate AI human impact model for 
evaluating AI companies. Instead of adapting the existing 
ESG frameworks to AI, this model utilizes a set of AI prin-
ciples to emphasize AI issues, and it assigns scores from 0 
to 2 to each principle based on how well a company takes 
the related issues into consideration. The list of principles 
is like many other lists of ethical AI principles (cf. Floridi 
et al. 2018; Jobin et al. 2019).

Sætra (2021), in turn, proposes a framework for evaluat-
ing the ESG-related impacts of AI using the United Nations 
Sustainable Development Goals (SDGs). In this framework, 
the negative and positive micro-, meso-, and macro-level 
impacts, as well as the ripple effects between the different 
impacts, are considered for each SDG, promoting a holistic 
perspective (Sætra 2021). However, this approach considers 
only impacts—specifically, sustainability-related impacts—
while AI governance is generally considered to also include 
the governance of organizational processes (Schneider et al. 
2020; Eitel-Porter 2021).

In addition, Du and Xie (2021) touch on ESG investing 
and AI indirectly. Within the domain of consumer products, 
they develop a framework for considering ethical challenges 
and CSR issues at the product, consumer, and society lev-
els (Du and Xie 2021). However, their framework does not 
include auditing, the investor perspective, nor ESG analyses. 
Moreover, the framework focuses on AI-enabled consumer 
products, although the domain of AI also encompasses prod-
ucts and processes within and between organizations that 
do not necessarily interact directly with consumers. Table 2 
draws together the key foci from the literature on ESG and 
AI.

Given the early stage of the academic research on ESG 
and AI, key questions remain largely unanswered. For exam-
ple, are the current ESG rating frameworks of rating agen-
cies suitable for evaluating the effects of AI? How can inves-
tors take the responsible use of AI into consideration in their 
investment analyses? Thus, there is a need for explorative 

research on how best to combine these two rising topics. We 
present our explorative research process in the next section.

3  Materials and methods

This study set out to investigate how investors currently 
understand questions related to the responsible use of AI 
and the potential connections between ESG analyses and 
responsible AI principles. To this end, semi-structured 
interviews were conducted with a purposefully sampled 
(Palinkas et al. 2015) set of Finnish senior-level experts in 
ESG investing, responsible AI, or both areas. Furthermore, 
as this area is still emerging in the academic literature, an 
exploratory study to unravel how professionals perceive the 
related questions was considered suitable. Five interviews 
were conducted via Microsoft Teams, and the interviews 
were recorded and transcribed into text. Information about 
the informants is summarized in Table 3.

The interview protocol can be found in Appendix 1. In 
addition to open thematic questions, the semi-structured 
interviews also included more specific questions related to 
the principles of responsible AI to ensure that they would be 
covered in the interviews even if they are not currently con-
sidered by investors. In addition to these questions, follow-
up questions were presented to gain further understanding 
of the interviewees’ statements.

Thematic analysis was used to analyze the interview 
data. Braun and Clarke (2006) see thematic analysis as a 
foundational method for qualitative analysis. Owing to its 
flexibility, it can suit a range of different methodological 

Table 2  Literature on ESG and AI

Source Focus

Brusseau (2021) Inappropriateness of collective ESG evaluation in the context of risks to individuals, hence 
the need for an individual-based model

Sætra (2021) Sustainability-related impacts at the micro, meso, and macro levels
Du and Xie (2021) Framework for ethical challenges and CSR issues at the product, company, and society levels

Table 3  The informants’ profiles

Participant Job title/focus Organization focus Interview 
length (min)

P1 CEO AI products 52
P2 CEO AI products 47
P3 Responsible invest-

ment
Banking 52

P4 Responsible invest-
ment

Pension insurance 48

P5 Responsible invest-
ment

Asset management 34



335AI & SOCIETY (2024) 39:329–343 

1 3

positions and provide a specified frame for qualitative 
analysis and for reporting results, thus enhancing the pos-
sibility of evaluating the research findings later. The pur-
pose of thematic analysis is to identify patterns or themes 
within the data, organize them, and report them (Braun 
and Clarke 2006).

The thematic analysis proceeded through the stages 
of familiarization with the data, forming initial codes by 
reading through the material several times, searching for 
broader themes among the codes, and checking and further 
defining the themes (Braun and Clarke 2006). The appear-
ance of a theme numerous times in multiple places is not 
a requirement in thematic analysis (Braun and Clarke 
2006). This is a clear distinction from other commonly 
used qualitative methods, such as content analysis, which 
relies more clearly on finding themes or categories with 
a high number of occurrences (Vaismoradi et al. 2013). 
Simply considering the number of occurrences has been 
criticized for possibly taking the data out of context, as 
the same type of codes may appear in the data for different 
reasons, such as informants being more comfortable with 
certain topics (Twycross and Shields 2008; Vaismoradi 
et al. 2013). As this study touches on the two relatively 
young fields of ESG and ethics-based AI auditing, consid-
ering the context of comments is necessary; this supports 
the adoption of thematic analysis instead of, for exam-
ple, content analysis.

4  Findings

4.1  Overview of findings

The analysis of the interview data resulted in three major 
themes: (1) awareness of AI issues, (2) measuring AI 
impacts, and (3) governing AI processes. Awareness of AI 
issues contains views related to how investors currently 
understand AI-related issues. Measuring AI impacts con-
tains findings related to how the impact of AI is currently 
considered, as well as the kinds of elements that would need 
to be taken into account when analyzing the impact of AI 
that a company uses in its operations. Governing AI pro-
cesses contains views on how AI-related processes should 
be governed and the possibility of using AI ethics principles 
as the evaluation criteria. A thematic map of the findings is 
presented in Fig. 1.

The themes are logically connected to one another, as 
shown in Fig. 1, because measuring AI impacts and gov-
erning AI processes require awareness and identification 
of relevant issues. A summary of the findings is provided 
in Table 4, as well as example interview excerpts, and the 
themes are further discussed in the following subsections.

4.2  Awareness of AI issues

Awareness of AI issues was the first main theme that 
emerged from the interview material. In general, awareness 
of AI-related issues is still comparatively low among inves-
tors. All interviewees found that the responsible use of AI 
and the ethics of AI are still not everyday topics in the work 
of investors, and the risks of AI were not considered topics 
that would be commonly included in ESG evaluations.

The interviewees highlighted the necessity of contextual 
understanding: Different companies use AI in various ways; 
thus, they need to consider different ethical issues to ensure 
that they are conducting business responsibly. One inter-
viewee stated that for media companies, the risks might be 
related to user privacy issues or to exposing their custom-
ers to filter bubbles through recommendation systems; these 
issues would likely not be relevant to industrial companies’ 
core operations. Consequently, not all issues related to ethi-
cal AI would need to be considered with regard to all com-
panies; rather, the material issues—that is, the issues with 
financial, societal, and/or business continuity relevance—
should be recognized for each one. Material issues were rec-
ognized as a starting point for evaluating how responsible 
companies are regarding their AI use: “I would start with the 
material issues” (P3).

Because there is considerable variance in the type of ESG 
issues that companies face, companies’ responsibilities with 
regard to recognizing their own material issues were also 
agreed on during the interviews. For example, P2 stated that 
companies should be able to provide information regard-
ing their AI use in a similar manner to other topics that are 
included in their sustainability reports. Instead of investors 
or rating agencies having a detailed list of potential issues 
related to, for example, human rights risks caused by the use 
of AI, the interviewee considered recognizing these granular 

Fig. 1  Thematic map of the findings
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issues as the responsibility of companies who use AI. Simi-
lar statements could be gathered from other interviewees as 
well, although the role of ESG rating agencies in bringing 
AI-related issues to ESG evaluations was also raised. While 
it was generally agreed that companies should be responsi-
ble for reporting on their specific AI-related issues, com-
panies may be unable to recognize all the areas in which 
their AI system could have an influence: “A company might 
not even be able to realize what kinds of threats and other 
things might be related to these functions. And from the 
investment point of view, they might, of course, affect the 
level of company risk, because the company may suddenly 
face ridiculously high charges, penalties, and so on” (P5).

Because AI at its current scale of deployment is still a 
relatively young technology, the informants considered that 
there might not be enough information to recognize poten-
tial issues beforehand. Therefore, at least some issues may 
become material only reactively through controversies as 

they become apparent and as “these kinds of special cases 
are scrutinized on a more detailed level with some com-
panies” (P2). Due to AI being a highly scalable and wide-
spread technology, controversies in one part of the world 
may quickly cause an issue to become material elsewhere 
as well (P5). As enough controversies accumulate, “these 
things will probably come up as a topic that should be 
included in the ratings” (P2). Questions regarding what type 
of AI the investment asset has in use and how the particular 
company uses AI mainly emerge if a certain type of AI has 
caused issues and this has become public: “I think people 
pay attention to it when an issue comes out in public when 
something has not gone according to plan” (P3).

The global scale of AI deployment may also lead to vari-
ous issues being considered material in different parts of the 
world. The informants stated that a company that operates in 
multiple countries and continents needs to take local norms 
from each location into consideration. For example, the 

Table 4  Themes and subthemes

Themes and subthemes Example interview excerpts

Awareness of AI issues
 Identification of material issues “I would start with the material issues—which effects of using AI are the most material 

ones?—and I’d first pay attention to those. […] And then, when we would know what the 
most material effects are, then we could start thinking about how those should be evaluated, 
how we could compare the effects between different companies or industries, or what the 
best practice solutions are for a given industry.” (P3)

 Awareness as a result of controversies “I think people pay attention to it when an issue comes out in public. When something has 
not gone according to plan, you wonder, If things went like that in that company, I wonder 
how it is in my investment. How have they considered this? And I think that is because we 
do not have established practices or understanding about what this whole thing is actually 
about.” (P3)

Measuring AI impacts
 Lack of guidelines and knowledge “The topic is so new that, at least to my knowledge, there is no standard for investors.” (P3)
 Suitability of ESG dimensions for measuring to 

measure AI impacts
“If we could just adapt the criteria in these pillars––similarly to how they are adapted easily 

to other areas of business––and I actually found a lot of suitable indicators that could be 
transferred for discussions related to the responsible use of AI.” (P2)

 Impact tracing “In a way, there is scope one and scope two, meaning that when the company itself is in the 
industry, it’s an easier case [to evaluate] and the information is more open, but when [the 
potential issue] is in the supply chain, it turns into a question of how the supply chain is 
managed instead.” (P4)

Governing AI processes
 AI ethics principles in ESG analyses “If a company has a set of […] accepted principles, everyone believes that they are followed 

until proven otherwise. […] And, of course, if there are no principles related to the topic, it 
is already a good indication that perhaps not everything is taken into account.” (P5)

 Operationalizing principles “It is probably a bad situation if we end up just putting a checkmark on a list for having a set 
of published principles, but with no one being interested in whether they are operational-
ized. That is probably the worst possible outcome.” (P2)

 Balanced governance “If we go overboard with establishing these matters, then there could be pressure from the 
market that this is ‘too ethical.” (P1)

 General rules and sector-specific interpretations “But then again inevitable sector-specific or market-specific interpretations and pressures due 
to financial reasons will likely form because this is where money simply talks. And there 
will be more responsible companies, and I believe they will eventually be the winners, but 
they must be able to lean on the moral principles and on the interpretations of the rules and 
solutions that have been agreed on.” (P1)
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question of whether AI should be allowed to replace human 
workers, thus risking increased unemployment, was brought 
up by different interviewees, one of whom reminded us that 
some cultures would be heavily opposed to the possibility 
of increased unemployment.

4.3  Measuring AI impacts

Issues related to measuring the impact of AI in ESG analy-
ses constituted the second main theme that emerged dur-
ing the interviews. Based on the interviews, this topic is 
still relatively unknown in the investors’ work. This indi-
cates that few investors would include it in their analyses 
unprompted—for example, without a prior AI-related issue, 
which would have been communicated to stakeholders and 
thus seen as a potential threat to the investment.

The environmental and social dimensions of ESG were 
mentioned as being affected by the use of AI. The environ-
mental dimension was the primary focus of impact consid-
erations in the first interview only. P1 described the need for 
efficient computing power to enable increasingly powerful 
AI, which in turn leads to higher requirements for electric-
ity to power such systems. This was thus deemed a poten-
tial disadvantage for the environmental dimension. While 
the environmental pillar received less attention during the 
other interviews overall, the possibility of using AI to com-
bat issues in this dimension, such as climate change, was 
also mentioned.

Regarding the social dimension, while both the positive 
and negative effects of AI were discussed during the inter-
views, the possible risks received significantly more atten-
tion. Various groups of people, such as employees, were 
mentioned as possible targets of these risks; for example, the 
increased use of automation could lead to layoffs. It could 
also make consumers unwilling sources of high-quality 
training data for AI systems, as there is an increasing need 
for such data. In addition, consumers could become victims 
of misbehaving AI. Bystanders were also recognized as 
possible victims in scenarios in which an AI system would 
make decisions that could affect their lives, with the risk 
that autonomous vehicles could pose for pedestrians also 
being presented as an example. P4 reminded us of the rela-
tively weak bargaining power of consumers, which leads to 
the need to protect them: “Companies are able to negotiate 
such terms with each other to ensure that their own safety, 
cyber security, or anything else would not be jeopardized, 
but consumers are not in a similar position to negotiate, and 
more regulation, principles, and policies are thus needed for 
these situations” (P4).

The consensus among the informants was that the impact 
of AI is not commonly included in ESG evaluations. How-
ever, all the interviewees could identify potential risks 
that AI could pose to the ESG dimensions. Moreover, the 

interviewees identified the need to take related issues into 
account, but the lack of guidelines and knowledge of AI in 
general was considered an obstacle to reliable evaluations of 
the use of AI. As one informant put it, “Well, the matter is 
that the topic is so new that, at least to my knowledge, there 
is no standard for investors, or a ‘look at these things and 
you can rest assured that your investment is a responsible 
user of AI’ sort of guidance available” (P3).

With respect to the suitability of current ESG rating 
mechanisms for evaluating the impacts of AI, the inform-
ants expressed divergent views. Some stated that in their 
view, the current ratings either are or would be suitable for 
AI products as well and that the rating agencies can develop 
their ratings to take the impact of AI into account in the 
future. One interviewee found “a lot of suitable indicators 
which could be transferred for discussions related to the 
responsible use of AI,” giving whistleblowing practices as 
an example (P2). However, the difficulty of developing rat-
ings was also recognized: “It is likely difficult to take [the 
responsible use of AI] comprehensively into account as a 
whole” (P5).

In contrast, other interviewees saw the current evaluation 
methods as a poor fit for evaluating AI or stated that they 
did not have sufficient information related to either AI or the 
current ESG ratings to properly comment on the matter. This 
was ascribed to the topic being only in its early stages and 
investment professionals not taking it into account properly: 
“I have to say that I cannot think of any [rating frameworks 
suitable for evaluating AI], but it may be that there are some 
and I just do not understand them. And this is caused by my 
not having a sufficient level of knowledge related to this 
topic” (P3).

However, the perceived novelty of AI topics may be 
partly illusory. P3 also stated that in the past, when ESG was 
not yet a mainstream topic among investors, some portfolio 
managers would claim that they did not consider ESG mean-
ingful. Nevertheless, topics in the ESG governance dimen-
sion were already de facto included in their own analyses. 
Drawing on this example, P3 stated that there could be ele-
ments in the current ratings that would be suitable for evalu-
ating AI as well. Another interviewee shared similar views 
related to this matter: “[The ratings fit AI] Pretty poorly. I 
would say that it does not really come through yet; […] it is 
probably caused by the fact that even the overall understand-
ing [of the topic] needs to be increased as well” (P4).

The question of whether existing indicators could be 
applied to the evaluation of the impact of AI or whether it 
should be its own theme, similar to climate change or pro-
tecting biodiversity in many ESG ratings, was also raised by 
the informants. P4 mentioned that the role that AI will play 
in the future would influence whether a new theme is needed 
for AI. If we expect AI to develop in a direction wherein it 
could cause severe damage to societies, a designated theme 
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would be justified, but based on current knowledge, the 
informant (P4) deemed it unnecessary to dedicate a sepa-
rate topic to AI. One interviewee also reminded us that some 
have suggested technology or digitality as an added dimen-
sion in ESG evaluations: “There are two schools of thought 
regarding this, with some thinking that AI responsibility 
should be included in a digital responsibility or a similar 
new pillar designated to these matters” (P2). However, fol-
lowing the previous statements, this was not considered nec-
essary either; rather, adapting the current frameworks was 
seen as a better option.

To complicate matters, AI-related impacts may be as yet 
unforeseen because technologies are advancing at a rapid 
pace: “All current consideration is related to our current way 
of working and to our current worldview […], but I also 
feel like it may have different kinds of impact that we are 
not able to evaluate or think about at this stage” (P3). The 
difficulty of foreseeing potential impacts is particularly the 
case in supply chains whereby companies purchase AI prod-
ucts from others, thus expanding the evaluation scope: “In 
a way, there is scope one and scope two, meaning that when 
the company itself is in the industry, it’s an easier case [to 
evaluate] and the information is more open, but when [the 
potential issue] is in the supply chain, it turns into a question 
of how the supply chain is managed instead” (P4).

4.4  Governing AI processes

Governing AI processes was the third main theme in the 
interview material. Considering the governance dimension 
of ESG, AI ethics principles provide a starting point, but 
their translation into feasible governance requirements needs 
work. According to the interviewees, AI ethics principles are 
still a somewhat unfamiliar concept within the investment 
world. Thus, how and why AI should be used in an ethically 
sound manner was also deemed a topic that is not yet well 
understood. As a result, a company lacking its own set of 
principles was not considered a major factor in ESG analy-
ses or investment decisions. Still, one interviewed expert on 
the investor side stated that the principles can be included 
in investment analyses if the company is in the AI busi-
ness and has created a set of principles. Indicating that AI-
related issues are understood and that possible risk control 
or mitigation efforts were performed was seen as a positive 
sign among the interviewees: “When [a set of principles] 
is written and published, someone has to monitor it” (P5). 
Additionally, the principles of responsible AI were seen as 
a possible way of communicating that material issues were 
recognized and considered.

However, another interviewee stated that companies 
should be able to explain how they intend to operationalize 
the principles. Verifying that a company has a set of princi-
ples available would merely be a starting point for assessing 

the company. As this interviewee put it, “Communicating 
about the principles is the first step, and it indicates that the 
issue has been recognized,” and then the scrutiny should turn 
to “how they are able to communicate about the mechanisms 
with which the principles are carried out” (P2).

Overall, the AI ethics principles were considered viable 
data points for AI-related ESG evaluation. P1 did, however, 
remind us that following the principles too strictly could lead 
to dissatisfaction toward companies: “I think they [princi-
ples of responsible AI] are a very good fit [for ESG evalua-
tions], but we need to retain some reason and balance since 
the [global] market pressure is quite high after all. If we go 
overboard with establishing these matters, then there could 
be pressure from the market that this is ‘too ethical’” (P1). 
Conversely, the possibility of using the principles of respon-
sible AI as “ethical greenwashing” (ethics washing) was also 
raised; companies could claim to be responsible in their AI 
operations and exaggerate the benefits while keeping inves-
tors’ attention away from potential issues. This was seen as a 
possible risk, especially in the current stage, when investors’ 
knowledge related to the matter is still generally low, thereby 
making the identification of these types of cases difficult. 
However, this was also considered a learning opportunity for 
the investors: “We should strive to continuously learn new 
things and strive to be better at understanding the data and 
finding the material topics. And in order to find the material 
topics, you must also see some of the bad versions” (P3).

As for the individual principles, P2, an expert in respon-
sible AI, stated that as some principles have been found to 
be central in many of the released guidelines, those could 
be considered generally accepted universal principles for a 
variety of industries, with transparency and accountability 
being mentioned here as examples. Risks related to biased 
results or threats to user privacy were considered central 
to AI, according to the interviewees. The fact that privacy 
and cyber security for some AI products could already be 
considered central topics, primarily because they are already 
a part of many prominent ESG rating frameworks, was also 
discussed. Overall, however, the consensus was that there 
is still a long way to go before AI responsibility will be 
properly considered on a wider scale: “Privacy protection 
is taken into account [in ESG ratings], but in reality, it [the 
responsible use of AI] really is not a mainstream topic yet. 
There is still a lot of work to be done for it to become clearer 
or something that would always be taken into account in the 
evaluations or even considered per se on any level” (P2).

P1 argued that there should be common principles that 
act as general guidelines for all companies within industries, 
providing them with fair rules and limiting irresponsible 
actors from reaping excess benefits by disregarding ethical 
considerations. However, the interviewee also believed that 
there would inevitably be sector-specific or market-specific 
interpretations of the same principles:
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“But then again, inevitable sector-specific or market-
specific interpretations and pressures due to financial 
reasons will likely form because this is where money 
simply talks. And there will be more responsible 
companies, and I believe they will eventually be the 
winners, but they must be able to lean on the moral 
principles and on the interpretations of the rules and 
solutions that have been agreed on” (P1).

In contrast, according to the informant, “There will be 
those who simply operate on the borderlands of these rules,” 
providing cheap products and marketing irresponsibly (P1).

5  Discussion and conclusion

5.1  Key themes for ESG dimensions

The interview material highlights the fact that robust AI 
auditing criteria for investors’ ESG analyses are still more 
of an emerging issue than a current reality. Nevertheless, the 
rigorous assessment of AI developer and user organizations 
was seen as rising in importance. As a starting point for con-
sidering AI use in ESG analyses, researchers and practition-
ers would also benefit from identifying which types of AI 
issues are relevant to each ESG dimension. Table 5 positions 
the relevant themes and subthemes from the thematic analy-
sis (see Fig. 1 and Table 4) under the three ESG dimensions.

The environmental and social dimensions of ESG are 
linked to awareness of AI issues and, following from this, 
the capacity and procedures used to measure AI impacts 
in the environmental and social domains. Thus, for these 
dimensions, companies and investors need guidance on how 

to identify material issues and the metrics for measuring 
these issues. Guidelines similar to the ones provided by 
independent international organizations, such as the GRI and 
the SASB, could fill this gap. The governance dimension, 
in turn, relates to how AI development and use processes 
are governed in organizations. Robust governance operates 
“upstream,” at the process level, to mitigate the potential 
risks for the environmental and social dimensions. AI eth-
ics principles that are suitably operationalized, as well as 
balanced and sector-specific approaches, provide guidance 
for achieving effective AI governance, but operationaliza-
tion remains challenging. Therefore, as is the case for the 
environmental and social dimensions, standardized guide-
lines could also be beneficial for the governance dimension. 
However, the operationalization of AI governance and the 
translation from high-level principles to practicable govern-
ance mechanisms requires further research.

In the following section, we highlight further implications 
of our study, followed by limitations and future research 
directions.

5.2  Implications: ESG analyses as tools 
for ethics‑based AI auditing

This paper began with the question of using ESG analyses 
as tools for ethics-based AI auditing in partial answer to the 
translation problem—that is, progressing from abstract AI 
ethics principles to workable auditing of AI systems and 
their organizational use. Due to the explorative nature of the 
research, we primarily raise questions rather than providing 
ready answers. We highlight three key points from our study 
considering this central question.

Table 5  Themes from the 
thematic analysis divided into 
ESG dimensions

Dimension Relevant themes and subthemes

Environmental Awareness of AI issues
– Identification of material issues
– Awareness as a result of controversies
Measuring AI impacts
–  Lack of guidelines and knowledge
–  Suitability of ESG dimensions for measuring AI impacts
–  Impact tracing

Social Awareness of AI issues
–  Identification of material issues
–  Awareness as a result of controversies
Measuring AI impacts
–  Lack of guidelines and knowledge
–  Suitability of ESG dimensions for measuring AI impacts
–  Impact tracing

Governance Governing AI processes
–  AI ethics principles in ESG analyses
–  Operationalization of principles
–  Balanced governance
–  General rules and sector-specific interpretations
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First, there is simultaneously a need for standardized met-
rics for AI responsibility and contextual variations according 
to industry and culture. Because the ESG literature identifies 
divergence in ESG ratings (Dorfleitner et al. 2015; Chatterji 
et al. 2016; Berg et al. 2020), it is likely that AI-related ESG 
ratings will also differ eventually. The crucial issue, then, 
is when this divergence is simply a question of differently 
weighted aspects, which are made transparent, and when the 
divergence becomes problematic. While legislation provides 
the common minimum baseline, is there still space for cross-
sectoral ESG issues, or are ESG issues above the regulatory 
baseline predominantly sector-specific? Moreover, there is 
a need for further understanding on the feasibility and value 
of quantitative metrics on the ESG dimensions compared 
to qualitative descriptions of how AI-related guidelines are 
adhered to. What are the relative merits of guidelines and 
quantitative metrics in the case of AI? While the environ-
mental and social ESG pillars are likely to be amenable to 
standardized metrics, the operationalization of the govern-
ance pillar requires further research.

As a second implication, turning attention to the critical 
bottlenecks of AI-related ESG evaluations helps to find path-
ways toward ESG analyses as practical tools for ethics-based 
AI auditing. Our explorative analysis reveals four critical 
bottlenecks:

1.  Reactive awareness of AI ethics issues. Issues may 
become visible and material to stakeholders only 
through controversies, and by then, significant harm may 
have occurred to individuals and groups (cf. Raji et al. 
2020). This reactive approach comes with high risks, 
as algorithmic systems are used in increasingly critical 
application areas, such as health care, and failures may 
cause widespread and irreversible damage.

2.  Lack of usable metrics at the level of organizations. 
While there are metrics for characteristics of algorithmic 
systems, such as fairness (cf. Benjamins et al. 2019), the 
derivation of organizational metrics for responsible AI 
performance is still at an early stage. As noted above, 
the comparative merits of metrics and guidelines require 
further research.

3.  Lack of tools for tracing impacts of AI systems across 
supply chains. Are established forms of supply chain 
management suitable for AI supply chains, or are new 
approaches needed? How are measurable impacts con-
structed as proxies for real-world harms (Metcalf et al. 
2021)?

4.  Lack of guidance on trade-offs and tensions in AI gov-
ernance. Navigating the inevitable trade-offs and ten-
sions of AI governance (Whittlestone et al. 2019) while 
exceeding the minimum level of legal compliance 
requires balancing efforts from organizations. Thus, 
organizations need guidance not only in individual met-

rics but also in managing trade-offs between metrics, 
such as privacy and transparency, wherein it is infeasible 
or impossible to achieve high levels simultaneously.

The third implication is the need to consider asymmetri-
cal relations of knowledge and influence among ESG evalu-
ators and evaluated companies. The core actors in the ESG 
actor network include investors; investment targets; rating 
agencies; and, considering the network broadly, regulators. 
Investment targets—that is, AI developer and user organi-
zations—are more knowledgeable about AI than investors. 
This raises the question of the required level of AI com-
petence for investors to rigorously assess investment tar-
gets, as well as the extent to which this competence can 
be outsourced to ESG rating agencies. Is it possible that 
special AI-focused rating agencies will emerge in the future? 
Regarding regulation, the regulatory landscape is currently 
changing, at least in Europe. A future EU AI agency may be 
in the making (Stix forthcoming), and both an AI Act and 
a Corporate Sustainability Reporting Directive have been 
proposed (Santoro et al. 2021). Even though the focus here 
is on ESG evaluations that go beyond legal compliance, the 
regulators’ role as the “second-order oversight mechanism” 
that defines and assesses acceptable practices in AI auditing 
should not be underestimated.

5.3  Limitations and future research directions

This paper is based on an exploratory interview study with 
senior-level Finnish professionals. Therefore, at best, it can 
provide initial theoretical abstractions (Lee and Baskerville 
2003) rather than making attempts at generalizations. The 
findings present key considerations that may be elaborated 
upon and critically scrutinized in future research.

Considering future research, the key problem is achieving 
an overview of the state of play in the field of ESG and AI 
auditing—that is, complementing our explorative analysis 
with more extensive cross-sectional research and in-depth 
case studies. Mapping this field serves both theoretical and 
practical goals. On the theoretical side, research is needed on 
AI governance and auditing as aspects of corporate govern-
ance (cf. Schneider et al. 2020), as well as on their links to 
the CSR literature (Maon et al. 2009) and the algorithmic 
impact assessment literature (Metcalf et al. 2021; Selbst 
2021). On the practical side, an overarching finding of the 
current study was that basic awareness and knowledge of 
AI-related issues is needed among sustainable investment 
professionals. The provision of this knowledge through 
research thus enables investors and asset managers to assess 
investment targets more effectively, thereby promoting the 
responsible development and use of AI more broadly.

Moreover, the emerging landscape of AI auditing and 
ESG actors provides a rich object of study. For example, 
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Shneiderman (2020) envisions that financial audit firms 
could develop review strategies for corporate AI projects 
to guide investors. The networked configuration of actors 
could be studied, for example, to investigate tendencies of 
centralization or decentralization in professional AI audit-
ing, thus complementing emerging studies on responsible 
AI ecosystems (Minkkinen et al. 2021; Stahl 2021).

One crucial question for future research and practice is 
how AI governance can be structurally integrated into sets 
of ESG criteria. At least three possible options exist. First, 
AI governance can be integrated into the social and/or 
governance pillars of ESG criteria. Second, AI governance 
aspects can form an independent pillar that is used when 
evaluating organizations that develop or use AI systems. 
Third, AI governance can be incorporated into a pillar that 
deals with technology governance more generally. These 
three options may coexist in different variations, particu-
larly in the near future when AI governance aspects are 
still finding their place in ESG evaluations. In addition, AI 
impacts may find a different home compared to processual 
AI governance questions.

New practical tools for operationalizing AI ethics are 
urgently needed. While the importance of AI ethics is 
broadly accepted, the methods, guidelines, and metrics for 
ascertaining effective AI governance are in early develop-
ment. In this situation, investors possess a powerful lever: 
ESG evaluations that assess whether companies perform 
adequately according to environmental, social, and gov-
ernance criteria. However, investors and ESG are not the 
silver bullet that ensures responsible AI. As an analogy, 
investors are paying increasing attention to environmental 
problems such as climate change, but this has occurred 
relatively late, and these issues are far from solved. Exces-
sive faith in the power of investors alone may thus be prob-
lematic. Despite these reservations, AI governance and 
auditing scholarship and practice should increasingly turn 
to investors and ESG criteria—as parts of a broader AI 
governance system—to promote actionable AI auditing 
and, ultimately, the socially responsible development and 
use of AI.

Appendix 1: Interview protocol

1. Can you tell us a bit about your background regarding 
matters related to ESG?

2. Can you tell us a bit about your background regarding 
matters related to AI or, more specifically, the responsi-
ble use of AI?

3. What kind of material ESG risks or opportunities do you 
associate with AI? To which of the three ESG pillars do 
you associate these risks or opportunities?

4. In your opinion, how well do the current ESG evaluation 
methodologies and scoring methods suit the evaluation 
of the (responsible) use of AI?

5. How is companies’ responsible use of AI considered 
when conducting ESG analyses?

a. Is there a difference between companies whose busi-
ness revolves around AI (e.g., manufacturers of AI 
products) and companies who merely utilize it in 
their operations (e.g., those that purchase AI prod-
ucts to enhance their operations)?

b. If the responsible use of AI is considered in ESG 
analyses, is it done only when companies report on 
the utilization of AI in some way, or do investors/
analysts look into whether companies utilize AI or 
not?

c. Do the principles of responsible AI have a role in 
ESG analyses? If yes, how are they utilized? For 
example, do investors check whether a company has 
its own set of principles, and do companies need 
to provide evidence of the operationalization of the 
principles?

6. Would you say that some of the principles of responsible 
AI are more important than others from the investors’ 
viewpoint? If yes, which one(s) and why?

a. Is there, or should there be, greater emphasis on 
compliance with some principles? For example, 
should some principles be prioritized if there is a 
conflict between them?

7. How would you say the responsible use of AI or the 
principles of responsible AI will be visible in ESG anal-
yses in the future?

8. Should certain principles of responsible AI be universal 
for all AI applications, or should applications used in 
different industries have different sets of principles?
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