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Abstract
This paper will examine the social and ethical impacts of using artificial intelligence (AI) in the agricultural sector. It will 
identify what are some of the most prevalent challenges and impacts identified in the literature, how this correlates with 
those discussed in the domain of AI ethics, and are being implemented into AI ethics guidelines. This will be achieved by 
examining published articles and conference proceedings that focus on societal or ethical impacts of AI in the agri-food 
sector, through a thematic analysis of the literature. The thematic analysis will be divided based on the classifications out-
lined through 11 overarching principles, from an established lexicon (transparency, justice and fairness, non-maleficence, 
responsibility, privacy, beneficence, freedom and autonomy, trust, dignity, sustainability, and solidarity). While research on 
AI agriculture is still relatively new, this paper aims to map the debate and illustrate what the literature says in the context 
of social and ethical impacts. It aim is to analyse these impacts, based on these 11 principles. This research will contrast 
which impacts are not being discussed in agricultural AI and which issues are not being discussed in AI ethics guidelines, 
but which are discussed in relation to agricultural AI. The aim of this is to identify gaps within the agricultural literature, 
and gaps in AI ethics guidelines, that may need to be addressed.

Keywords AI ethics · Artificial intelligence · Digital farming · Agricultural robots

1 Introduction

Artificial intelligence (AI) is a term that is frequently being 
used, often with a degree of confusion about what it means. 
In popular culture, we are met with visions of Skynet, ter-
minator-style scenarios of when AI goes wrong, or utopian 
futures where AI takes away all of the dirty, dangerous, and 
dull jobs that we are faced with. These are the most extreme 
versions of the tale, with many film-makers, authors, and 
scientists, providing insights of the in-between, and more 
likely, nuanced versions of AI—those that provide benefits 
but also raise a number of concerns, challenges, and issues 
that we must address head-on. Questions about the future of 
AI are certainly not limited. In fact, an entire field (AI eth-
ics) has emerged to tackle these issues.

While there are many social and ethical issues that 
will be relevant for all applications of AI, there are also 
many unique and varied impacts and concerns for different 
domains, types of AI being used, and applications of AI. 
For example, the use of AI to detect cancerous tumours will 
have many health-related impacts, responsibility-allocation 
issues, and decision-making concerns, and will be somewhat 
different from the impacts faced in areas, such as logistics 
or marketing, for example. Therefore, the work being con-
ducted in AI ethics is significant, but it is also important to 
evaluate the nuances and challenges that are unique to dif-
ferent domains and sectors.

This paper will examine one of those domains, namely 
agriculture, to identify what are some of the most prevalent 
challenges and impacts identified in the literature, how this 
correlates with those discussed in the domain of AI eth-
ics, and are being implemented into AI ethics guidelines. 
Agricultural AI refers to both AI software, which often 
provides information, recommendations, and data; and 
also, AI robots. The former type of AI involves retrieving 
an abundance of data from the farm, local climate, data 
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from machinery, and so forth, and integration AI methods 
(machine learning, deep learning, and reinforcement learn-
ing) to forecast and prescribe recommendations for the 
farmer about when to seed, harvest, and sell their crops; the 
health and behaviour patterns of their livestock; and image 
recognition to detect plant disease (to list only a few exam-
ples). Whereas, AI robots work (relatively) autonomously 
on the farm to harvest fruit and vegetables (such as peppers 
in the SWEEPER project), garden, scrape manure (LELY 
Robot), weeding robots (the Weed Wacker robot), drones to 
spray weeds and pesticides (ecorobotix), and robots that hoe 
and harvest (NAIO technologies’ robots), and to measure 
crop health (agribotix) (examples taken from (Ryan et al. 
2021).1

This paper will examine published articles and confer-
ence proceedings that focus on societal or ethical impacts 
of AI in the agri-food sector, through a thematic analysis of 
the literature. The thematic analysis will be divided based 
on the classifications outlined in Jobin et al. (2019). They 
provide 11 overarching principles, which they found in their 
analysis of 84 AI ethics guidelines. While research on AI 
agriculture is still relatively new, this paper aims to map the 
debate and illustrate what the literature says in the context of 
social and ethical impacts. It aims to analyse these impacts, 
based on the principles outlined in Jobin et al. (2019). This 
research will contrast which impacts are not being discussed 
in agricultural AI and which issues are not being discussed 
in AI ethics guidelines, but which are discussed in relation 
to agricultural AI. The aim of this is to identify gaps within 
the agricultural literature, and gaps in AI ethics guidelines, 
that may need to be addressed.

2  Artificial intelligence, ethics, 
and agriculture

Artificial intelligence (AI) is often a contested term in the 
literature, but it is typically associated with the many tech-
niques employed within it (e.g., deep learning, reinforcement 
learning, or machine-learning). Many things get bundled 
into the category of AI as it is has become a very profitable 
industry. A recent study showed that over 40% of “AI start-
ups” are not in fact even using AI (Vincent 2019). Compa-
nies want to jump on the bandwagon and there is a lot of 
conflation of AI with other technologies that are not neces-
sarily AI. Therefore, outlining, defining, and distinguishing 
AI, is an important first step for analysing its impact in the 
agricultural sector.

AI first emerged in the 1950s through a group of com-
puter scientists working in the field, developing very primi-
tive (compared to modern standards) neural networks. Their 
early work in the field spawned what is nowadays called 
AI. The term was first coined at a conference at Dartmouth 
College in 1956, by John McCarthy (MIT). AI is typically 
understood to be a system, or systems, that can display intel-
ligent behaviour through the analysis of their environment 
and take actions, with relative autonomy, to achieve specific 
goals (European Commission 2018). AI can perform many 
complex tasks that were previously done by humans, ‘such 
as image recognition (vision), speech recognition (hearing), 
and natural language generation (speaking). AI is artificial 
mimicry of tasks and functions that would otherwise require 
human intelligence’ (Ryan 2020).

AI can typically take on the form of software/program-
ming or embodied in physical structures (such as humanoid 
robots, drones, self-driving vehicles, or medical devices). 
However, not all robots have AI. There are many non-AI 
robots that may be hand-controlled by a human or have a 
very limited range of autonomous skills. These are often 
referred to as industrial robots within the robotics commu-
nity, as opposed to advanced robots, which use AI. The use 
of AI robots within popular culture often gives the impres-
sion that AI has reached a level where it can feel, understand, 
and rationalise in the same way as human beings can, or 
at least, that this is something that will happen soon. This 
is one reason that the analysis of robot rights, superintel-
ligence, and AI singularity, have become so popularised 
within the literature. However, many of these topics are still 
very speculative and some claim that they veer away from 
more pressing, urgent, matters related to AI (Birhane and 
van Dijk 2020). For example, human rights infringements 
caused by AI use, harmful biases based on discriminatory 
data, analysis, and interpretation; predictive policing algo-
rithms to over-police historically disadvantaged areas; and 
the use of AI in warfare, which further dehumanises combat-
ants and bystanders.

General AI refers to AI that has the ability to perform 
a wide range of tasks that would have normally been done 
by human beings. While narrow AI focuses on specific and 
limited tasks, general AI has the capacity to perform a wide 
diversity of these tasks and has human-level (or beyond) 
intelligence. General AI does not (yet) exist, so it is still very 
speculative, and will not be discussed in this paper (Rus-
sell 2021). The main focus is to identify ethical and social 
issues pertaining to narrow AI found in the agricultural sec-
tor. However, first, it is important to give a bit of background 
about the types of social and ethical impacts being discussed 
in the AI literature and how these may relate to the agricul-
tural sector.

1 Some of these projects can be found at the following links: http:// 
www. sweep er- robot. eu/; http:// trimb ot2020. webho sting. rug. nl/; 
https:// www. lely. com/ solut ions/ housi ng- and- caring/ disco very- colle 
ctor/.

http://www.sweeper-robot.eu/
http://www.sweeper-robot.eu/
http://trimbot2020.webhosting.rug.nl/
https://www.lely.com/solutions/housing-and-caring/discovery-collector/
https://www.lely.com/solutions/housing-and-caring/discovery-collector/
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2.1  Artificial intelligence applications in agriculture

As discussed in the previous section, sometimes it may be 
easier to split AI into two types of applications: AI software 
and AI robots. AI software is required for the functioning 
of AI robots, but AI robots are not (necessarily) required for 
the functioning of AI software. The purpose of this division 
is to clearly demonstrate the two most significant types of 
AI applications within the agricultural sector.2

The use of (non-AI) robots in agriculture has been 
around for quite some time, with robot milking being used 
for almost two decades now. However, the use of agricul-
tural AI robots is still relatively new. Agricultural robots are 
being used in a wide variety of ways: crop scouting, pest and 
weed control, harvesting, spraying, pruning, milking, phe-
notyping, and sorting (Shamshiri et al. 2018). These types 
of robots must be able to adapt to their environment and 
navigate their way through farmland. Most AI robots are still 
in the early stages of development, with many taking shape 
in testing facilities, research projects, and research centres. 
There are very few that have reached a commercial scale, 
and most cannot compete with the speed of their human 
counterparts to fulfil their activities (e.g., weeding and har-
vesting robots) (Shamshiri et al. 2018).

AI is also being deployed in other types of robots, such 
as drones and self-driving tractors. Drones are being used to 
spray fields with water, pesticides, herbicides, and so forth. 
They are also being used to take aerial photographs and 
images of the farm and its surrounds. Drones are providing 
insights and mapping of the farm, which would not have 
been otherwise possible. Whereas self-driving tractors hold 
great potential for farmers to be able to do other activities. 
However, self-driving tractors are still in very early stages 
of development and have not been deployed in a commercial 
setting, yet. Similarly, to other self-driving vehicles, there 
are a lot of safety and security factors that must be consid-
ered before they can be integrated.

In addition, AI is also being used in apps, recommenda-
tion systems, and software. Image recognition is allowing 

farmers to determine the health, or illness, of a particular 
plant or crop and to provide recommendations about what 
they should do (Ryan 2019). Some AI maps the life-stages 
and growth of plants, how this will change throughout its 
cycle, and what actions should be taken by the farmer (Ryan 
2019). AI is replacing many of the tasks typically designated 
to the agronomists and is also allowing farmers to streamline 
their documentation and administrative burdens. Companies, 
such as BASF, Monsanto, Bayer, Pioneer, and John Deere, 
are using the data retrieved from farms to provide tailored 
insights and recommendations to farmers, with the assis-
tance of AI technologies. However, this is not new and is 
typically referred to as ‘precision agriculture’, which is ‘a 
management strategy that gathers, processes and analyzes 
temporal, spatial and individual data and combines it with 
other information to support management decisions accord-
ing to estimated variability for improved resource use effi-
ciency, productivity, quality, profitability and sustainability 
of agricultural production’ (taken from the Precision Agri-
culture journal: https:// www. sprin ger. com/ journ al/ 11119). 
However, what is new about agricultural AI are the tools 
and types of innovation being used to achieve these goals. 
Overall, AI is providing insights into what a farmer should 
do, when, how, and to what extent, on their farm. Thus, it is 
important to bear in mind these different applications of AI 
in agriculture for the purpose of this paper.

3  Methodology

The purpose of this paper is to evaluate current ethical and 
social challenges of AI in the agricultural sector. Ethical and 
social discussions stem back over 2000 years, with a long 
heritage of analysing what it means to live a good life, how 
to live a good life, and why we should even care about it to 
begin with. In its broadest interpretation, it means distin-
guishing between right and wrong, and determining ways 
one should behave in particular circumstances and contexts. 
It has materialised in many different frameworks, such as 
identifying what a virtuous person would do in a particular 
situation (virtue ethics), following distinctive ethical rules 
of what is right and wrong (deontology), or acting based on 
what will result in the best outcome for the most amount of 
people (utilitarianism).

This paper will not adopt any single ethical framework to 
guide this research, instead focusing on what are the most 
prevalent and significant issues, values, and morals, being 
discussed in the AI agricultural literature. It will examine 
the current landscape of ethical and social impacts of AI 
and will offer insights into the most commonly discussed 
principles in the debate, while analysing how they may 
be different from other industries. It will do this using the 
11 thematic principles outlined in Jobin et al. (2019) (see 

2 Of course, AI software benefits from the use of hardware on the 
farm, through the uses of sensors and monitors, which retrieve data to 
train AI; however, typically, these sensors are devoid of AI. While AI 
robots may be integrated with, and use, sensors; they are much more 
integrated within the overall functioning of the robot, as opposed to 
the much more distant and detached sensors used for improving 
AI software. Of course, this distinction is somewhat arbitrary, and 
one could also make the claim that non-AI sensors that are used to 
improve AI software should be considered part of the AI system as a 
whole; that the distance or level of detachment should not matter. This 
paper will take the former approach, but does not rule out the latter 
option. Regardless, this will not impact the position of the paper or the 
analysis of discussions of agricultural AI found in the literature.

https://www.springer.com/journal/11119
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Table 1).3 Choosing any specific lexicon will have an ele-
ment of arbitrariness attached, but this lexicon was chosen 
because it represents the most comprehensive mapping of 
AI ethics guidelines at present, and thus, works as a way to 
represent most of the principles that are important around 
the topic of AI. ‘Eleven overarching ethical values and prin-
ciples have emerged from our content analysis. These are, 
by frequency of the number of sources in which they were 
featured: transparency, justice and fairness, non-maleficence, 
responsibility, privacy, beneficence, freedom and autonomy, 
trust, dignity, sustainability, and solidarity’ (Jobin et al. 
2019, p. 391) (see Table 1).

It must be noted here that the 11 principles outlined in 
Jobin et al. (2019), are simply used to structure the top-
ics and principles that arise within the systematic literature 
analysis. The analysis of ethical themes outlined in Jobin 
et al. (2019) will be identified, but the literature analysis will 
not be confined to these themes, as will become evident in 
the discussion section of this paper, where additional ethical 
topics are discovered in the literature (that do not necessar-
ily fit within the 11 categories of Jobin et al. 2019). While 
the Jobin paper provides an excellent framework to identify 
and map ethical principles within a literature analysis, it 

was limited in the fact that some of the themes emerging 
within the agricultural AI ethics literature did not accurately 
fit within these categorisations.

For the purpose of this paper, we conducted a system-
atic literature review of available English-language texts 
covering the broad topic of ethical and social impacts of 
agricultural AI. Systematic literature reviews aim to provide 
insights and added information about the current state of 
research in a particular area and to map correlations, simi-
larities, and divergences within the literature. It is also used 
to identify potential gaps in that literature, which require fur-
ther research. To identify the ethical and social dimensions 
of agricultural AI, a systematic review of the literature was 
conducted to identify papers, books, chapters, and confer-
ence proceedings.

The methodology employed to find relevant literature 
was through Scopus and Google Scholar searches. First, the 
following search query was used in Scopus: “TITLE-ABS-
KEY (ethics OR society OR moral OR norm OR ethical 
AND agriculture OR farm OR farms OR farming OR agri-
cultural AND ai OR artificial AND intelligence OR robot 
OR robots OR robotic)”. This query retrieved 269 results. 
The screening step involved analysis of the titles, abstracts, 
and scanning the texts for relevance for the focus of our 
research. However, out of this list of 269 articles, 261 arti-
cles were excluded because they met the exclusion criteria 
that was created for the purpose of this research. The types 
of research that were excluded were:

• Research that does not give specific attention to ethical 
impacts of AI

• Research that only focuses on non-AI robotic technology

Table 1  Principles and constituent ethical issues or guidance of 84 ethics guidelines, as outlined by Jobin et al. (2019), and visualised by Ryan 
and Stahl (2020)

Principle Constituent ethical issues or guidance

Transparency Transparency Explainability Explicability Understandability
Interpretability Communication Disclosure Showing

Justice and fairness Justice Fairness Consistency Inclusion
Equality Equity Non-bias Non-discrimination
Diversity Plurality Accessibility Reversibility
Remedy Redress Challenge Access and distribution

Non-maleficence Non-maleficence Security Safety
Protection non-subversion Precaution Prevention Integrity

Responsibility Responsibility Accountability Liability Acting with integrity
Privacy Privacy Personal or private information
Beneficence Benefits social good Beneficence common good Well-being Peace
Freedom and autonomy Freedom Autonomy Consent Choice
Trust Self-determination trustworthiness Liberty Empowerment
Sustainability dignity Sustainability dignity Environment (nature) Energy Resources (energy)
Solidarity Solidarity Social security Cohesion

3 While we are aware that some of the topics outlined by Jobin, 
Ienca, and Vayena 2019, and which will be used in this paper, could 
be argued as not being explicitly social or ethical topics, we believe 
that this is one of the best breakdowns of themes being discussed in 
relation to social and ethical impacts of AI. In any such comprising 
of lists, one may be overly critical, but we are aware that there will 
always be an element of arbitrariness and tendentiousness with such a 
compiling or classification (Sparrow and Howard, 2020).
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• Research that only focuses on ethical aspects of AI, but 
not related to agriculture

• Research that only focuses on non-AI agricultural tech-
nology

• Research that only focuses on technical challenges related 
to agricultural AI

For example, articles, such as (Vik et  al. 2019) and 
(Driessen and Heutinck 2015), focused on impacts of using 
non-AI milking robots, which would deem it unsuitable for 
the purpose of this paper. While articles such as (Bronson 
2019) do not specifically focus on AI, but more broadly the 
impacts of digitalisation in farming and does not give spe-
cific reference to AI. Many of the articles that were screened 
out were in disciplines far removed from the agricultural 
sector, such as nursing, mathematics, and psychology. These 
were removed during the title and abstract screening, rather 
than conducted separately, because of their clear lack of rel-
evance for the literature analysis.

To supplement these articles, a Google Scholar search was 
conducted, with the same search criteria outlined earlier, but 
using Google Scholar’s search system, to find additional arti-
cles that were not uncovered in the Scopus search. Another 
13 articles were discovered using this process, bringing the 
overall number to 21 articles. The ROSES protocol was used 
to conduct this literature search review (see Fig. 1).

Not all of the articles had an even spread of social and 
ethical topics covered within them. Some of the papers had 
far more references to social and ethical themes than others. 
This is because of the diversity of articles and the range of 
disciplines analysed. For example, some of the papers were 
in social science journals, but there were also some in engi-
neering and computer science journals (Aggarwal and Singh 
2021; Albiero 2019; Krishnan and Swarna 2020; Marinoudi 
et al. 2019; Shamshiri et al. 2018). Not surprisingly, the arti-
cles by social scientists and ethicists had the greatest empha-
sis on social and ethical themes, which can be illustrated in 
Table 2 (Gardezi and Stock 2021; Rose et al. 2021; Ryan 
2020, 2019; Sparrow and Howard 2020; Stock and Gardezi 
2021). This is understandable as much of the focus of these 
papers is directed towards ethical and social issues, while 
the papers found in the engineering and computer science 
journals were more directed towards technical challenges, 
with ethical issues often having importance, but to a lesser 
degree. This difference can be seen in Table 2.

Table 2 also represents how many times the 11 ethical 
principles (as outlined by Jobin et al. 2019) were found or 
discussed within each of these papers. Another striking 
insight from Fig. 1 is the newness of the field. Out of the 21 
articles analysed, one was from 2018, six from 2019, six from 
2020, and eight from 2021. This emphasises the novelty of 

the field and the importance of this research to classify and 
map the social and ethical impacts of agricultural AI.

The 21 articles were analysed using a thematic analysis 
methodology (Aronson 1995; Braun and Clarke 2006). The 
contents of the articles were classified and analysed by the 
most significant ethical themes, principles, and values, dis-
cussed within AI ethics guidelines (Jobin et al. 2019; Ryan 
and Stahl 2020). The Jobin et al. (2019) article provided a 
rigorous examination of 84 AI ethics guidelines and found 
overlapping themes within theme, which consisted of 11 
overarching principles, and 61 constituent topics which fall 
under the rubric of the principles (see Table 1 earlier).

The ethical principles found within the 21 articles were 
categorised using the free trial version of MAXQDA 2020 
data analytics software to provide an initial quantitative 
overview of the principles within the 21 papers. This was 
done by both lexical searches for the phrases within the 11 
categories and 61 constituent topics, and contextual analysis 
of the texts to identify if these issues were implicitly dis-
cussed. The same 11 overarching principles and subsequent 
61 ethical themes (outlined in Jobin et al. 2019) were used 
for the lexical search queries and coding (Table 3).

4  Results

The classification outlined by Jobin et al. (2019) was used to 
code our research because it is the most comprehensive map-
ping of social and ethical themes within the AI ethics debate. 
The aim of this paper is to begin by mapping the most dis-
cussed principles in the agricultural literature, and second, 
the content of these papers in relation to these respective 
thematic areas. While Jobin et al. (2019) is the most com-
prehensive outline of ethical and social issues within the AI 
debate, it is also important to identify if the current ethics 
guidelines have a corresponding importance for the agri-
cultural sector or if there are different requirements within 
this sector.

This is important because it helps us to identify if the val-
ues that are discussed in AI ethics guidelines are representa-
tive of what the agricultural AI literature finds important. 
This paper also aims to illustrate gaps that are not being 
discussed in the agricultural AI debate, but are elsewhere 
(namely, the 84 AI ethics guidelines analysed by Jobin et al. 
2019). This comparison can be seen in Fig. 2 below, with 
the number of times the 11 ethical principles appeared in 
the 21 articles (centre column), compared to the Jobin et al. 
(2019) paper, which lists the number of times those ethical 
principles emerge within the 84 AI ethics guidelines that 
they evaluated (right column).

An interesting insight is that both the literature review 
and the AI ethics guidelines place less emphasis on prin-
ciples, such as dignity and solidarity. This may be because 
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Fig. 1  ROSES Flow Diagram for Systematic Reviews (Haddaway NR, Macura B, Whaley P, and Pullin AS. 2017. ROSES flow diagram for sys-
tematic reviews. Version 1.0. https:// doi. org/ 10. 6084/ m9. figsh are. 58973 89)

https://doi.org/10.6084/m9.figshare.5897389
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they are not so relevant for all applications and uses of AI 
(such as agriculture), so receive less attention as other prin-
ciples, such as beneficence and non-maleficence, which 
receive a similar amount of attention in both the agricultural 
AI literature and the AI ethics guidelines. There are many 
other principles that are fairly congruent between the two, 
such as privacy and responsibility.

What is perhaps more interesting is the striking differ-
ences at both extremes of the two Figures. Sustainability is 
the most discussed principle within agricultural AI, but is 
one of the least significant principles found within the AI 
ethics guidelines. This is very significant and may suggest 
a need to give a greater emphasis on sustainability within 
AI debates. In addition, trust has been well-documented as 
being an important principle within the agricultural sec-
tor, specifically, in relation to data-sharing and deploying 
emerging technologies on the farm (Carolan 2006; Gardezi 
and Stock 2021; Jayashankar et al. 2018; van der Burg et al. 
2020; Wiseman and Sanderson 2018). The value of trust 
is very important, and the adoption of AI within the sec-
tor brings further meaning of how trust will be created and 
reinforced. Whereas, it received less importance within AI 
ethics guidelines (Jobin et al. 2019). However, this is chang-
ing since the 2019 High-level Expert Groups’ ‘Ethics Guide-
lines for Trustworthy Artificial Intelligence’ (HLEG 2019). 
Since then, there have been numerous articles and reports 
emphasising the importance of trust within AI (AI HLEG 
2020; Floridi 2019; Lewis and Moorkens 2020; Malta Digi-
tal Innovation Authority 2019; Zicari 2021).

One glaring omission from the agricultural AI literature is 
the importance of transparency. While it is barely mentioned 
in the agricultural AI documents, it is seen as the most sig-
nificant principle within AI ethics guidelines. There are no 
self-evident reasons for the lack of analysis of transparency 
of AI in agriculture, so this appears to be a significant gap, 
rather than an omission because of its lack of importance. 
This points to the need for more research to be conducted on 
transparency during the development, deployment, and use 
of AI, in the agricultural sector.

The following subsections will outline the specific con-
tent found within the 21 papers analysed, using the thematic 
division of the 11 overarching principles discussed earlier. It 
will be shown that there is a strong degree of overlap within 
the literature on certain issues and themes, but they varied 
in how they were discussed (e.g., some were descriptive of 

Table 2  Articles (listed by author, title, date) with the number of 
times the list of principles outlined in Jobin et al. 2019 appear in the 
text

Article reference Times the 11 
principles were 
referenced

(Aggarwal and Singh 2021) 12
(Albiero 2019) 2
(Bogomolov et al. 2021) 59
(Camaréna 2020) 137
(Carolan 2020) 20
(Gardezi and Stock 2021) 219
(Klerkx et al. 2019) 93
(Krishnan and Swarna 2020) 26
(Marinoudi et al. 2019) 19
(Pylianidis et al. 2021) 92
(Rodzalan et al. 2020) 48
(Rose and Chilvers 2018) 43
(Rose et al. 2021) 46
(R Shamshiri et al. 2018) 37
(Ruiz-Real et al. 2020) 21
(Ryan 2020) 58
(Ryan 2019) 122
(Sparrow and Howard 2020) 88
(Stock and Gardezi 2021) 77
(Vasconez et al. 2019) 83
(Wang et al. 2021) 108

Table 3  The 11 overarching 
principles identified in our 
research (left) beside the 
number of times those searches 
appeared in the 84 AI ethics 
guidelines that Jobin et al. 2019 
analysed (right)

Ethical Principles No. of times found in the 21 
papers analysed for this paper

No. of times found in the 84 AI ethics 
guidelines analysed by Jobin et al. 
2019

Sustainability 595 14
Non-maleficence 228 60
Trust 209 28
Beneficence 122 41
Freedom and Autonomy 68 34
Privacy 66 47
Justice and Fairness 53 68
Responsibility 47 60
Transparency 19 73
Solidarity 2 6
Dignity 1 13
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issues, while others were more orientated towards recom-
mendations). The following 11 subsections (based on Jobin 
et al. 2019) will highlight the social and ethical content 
being discussed in the agricultural AI literature.

4.1  Sustainability

One of the themes that kept arising within the literature 
was sustainability (Albiero 2019; Bogomolov et al. 2021; 
Krishnan and Swarna 2020; Ruiz-Real et al. 2020; Vasconez 
et al. 2019). Sustainability is a very important concern for 
farmers and the agricultural sector, and deploying AI must 
be able to not only meet current sustainability achievements, 
but surpass them (Ryan 2019). Robots, sensors, and drones, 
hold the potential to leak fluid, toxic chemicals, and emit 
fumes, on the farm, as well as the highly burdensome eco-
logical impact required to produce these machines in the 
first place (Ryan 2019). For example, AI may cause ‘surface 
water run-off, encroachment on habitats, or general pollution 
to the surrounding area’ (Ryan 2019, p.12).

There is a concern that the increased technologization 
of agriculture will lead to plants, crops, and livestock being 
modified to better accommodate these technologies (instead 
of the other way around). Because of the nature of AI robots 
(they often find it difficult to reach certain plants and crops, 
or damage them when using their robotic arms to retrieve 
them), there have been discussions that plants should be 
genetically modified to better accommodate the robot (Spar-
row and Howard 2020). In addition to this, the use of AI 
may also lead to less sustainable practices and outcomes 
as a whole: ‘It is, for instance, possible that application of 
pesticides might actually increase as the costs of applying 
them are lowered or that more powerful—and perhaps dan-
gerous—pesticides might be used once human beings were 
no longer involved in their application. If human workers 
are replaced by heavier robots this might compound exist-
ing problems arising from soil compaction due to the use of 
heavy machinery in farming’ (Carolan 2020, p. 821).

4.2  Non‑maleficence

Health and safety of those on the farm should be ensured 
when deploying and using agricultural AI (Vasconez et al. 
2019). Some cite that the use of AI may help reduce expo-
sure to toxic chemicals and pesticides, protecting protect 
farmers from harmful health effects on the farm (Rodza-
lan et al. 2020). In addition, AI may reduce accidents and 
physical harms to the farmer. As most accidents during 
human–machine interaction are caused by human error 
(Vasconez et al. 2019), a greater level of machine automa-
tion may reduce this. This is a point that has been expressed 
as an advantage of using more autonomous machinery 

namely that it will lead to less accidents and safer farms 
(Ryan 2019).

The risk of using AI within the agricultural sector is 
sometimes quite high as it is dealing with livestock, wild 
animals, and living ecosystems (Pylianidis et al. 2021). 
Ensuring that no harm is done during the deployment of AI 
is a significant challenge that must be addressed within the 
field. Some farmers have reported that they believe the use 
of AI robots and drones may lead to more harmful and risk-
ier farming, particularly towards the natural world, because 
there is less fear of harms towards humans (Gardezi and 
Stock 2021). An additional safety concern that was high-
lighted by Carolan (2020) is farms that ‘are highly reliant on 
automation and robotics will become correspondingly more 
vulnerable to hacking, sabotage, and corporate espionage’ 
(Carolan 2020, p. 826).

4.3  Trust

Data derived from AI may improve transparency and pro-
mote trust, but it is also difficult for humans to trust AI 
because it lacks emotive states (Rose et al. 2021). However, 
building trust within the agricultural sector is quite challeng-
ing (Pylianidis et al. 2021). Trust is difficult to ensure when 
autonomous machines are deployed on the farm, collecting 
data that is sent back to the agribusiness, which is largely 
unknown to the farmer (Stock and Gardezi 2021). Despite 
the low level of references to trust among this particular 
collection of papers, trust is a widely discussed topic within 
digital agriculture, more generally (Brewer et al. 2021; Jakku 
et al. 2019; Jayashankar et al. 2018; van der Burg et al. 2020; 
Wiseman and Sanderson 2018). This indicates that trust is 
probably an important issue for agricultural AI, as well, but 
just not enough research has been done on the topic yet.

4.4  Beneficence

Some papers criticised ‘Big Tech’ (Camaréna 2020) or the 
power of agribusinesses (Ryan 2020), stating that farmers 
should be given greater inclusion within the decision-mak-
ing process. Essentially, ‘the co-designed scenarios of the 
future need to be reclaimed by the commons and informed 
by expertise in the different fields, including the engineering 
and AI experts who can jointly define the goals for the use 
of AI in such a vital field (food systems). As we have seen, 
critical to future sustainable food systems is the need for 
co-creating solutions, including stakeholders across all the 
disciplines as well as government and communities’ (Cama-
réna 2020, p. 12).

There is a pressure on farmers to integrate AI for the com-
mon good. Farmers who adopt innovative technologies are 
viewed as having foresight, doing their part for society, and 
acting in a morally praiseworthy manner (Gardezi and Stock 
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2021). Those who do not are viewed as acting carelessly, 
selfishly, and defined as ‘laggards’. Farmers are boxed into 
certain groups, those who are forward-looking and progres-
sive, or those who want to remain in the past. Farmers are 
put in a difficult position, as they must modernise or be left 
behind—both socially and economically.

4.5  Freedom and autonomy

Because of the legalistic and technical jargon used by agri-
businesses and tech providers, farmers may not understand 
the legal agreements that they are entering into when using 
AI (Ryan 2019). This has led to a number of issues in recent 
years, with some large agribusinesses gaining greater control 
over farms. Some companies prohibit farmers from repairing 
or ‘tampering’ the AI hardware, which they purchase and 
use on their farm, stripping farmers of the freedom to inter-
act with their own tractors, tools, and hardware (Ryan 2019). 
This has a very restrictive effect on the farmer, making them 
feel like a worker (for the agribusiness) on their own farm.

In addition, farmers have internalised the algorithmic 
authority of AI decision-making (Gardezi and Stock 2021). 
Their control and freedoms over their farms are given over 
to the AI system, which tells them the ‘correct’ or ‘best’ 
way to farm, because data-driven recommendations appear 
to come from a scientifically proven source. This may be in 
opposition to their own views of how to run their farm. They 
feel pressured into accepting these decisions, as a result of 
investing so much money into these technologies or from the 
agribusinesses who supply them (Ryan 2020).

4.6  Privacy

There is a concern about what types of data are retrieved by 
AI and how these data will be disseminated and used (Ryan 
2019). The data retrieved, generated, and stored, from agri-
cultural AI, raise concerns around data ownership and pri-
vacy (Wang et al. 2021). Often, farmers must trade-off their 
privacy for the benefits and promises of AI on their farm; 
with 78% of farmers agreeing that they are concerned about 
their data being shared and sold on by corporations (Stock 
and Gardezi 2021). The concern of privacy infringements, 
from AI, is a significant concern within the sector.

4.7  Justice and fairness

There is a possibility that AI will create digital divides 
between farms, countries, and the industry as a whole (Ryan 
2020, 2019). If AI is only deployed on rich, large, monocul-
tural farms, this seriously limits the uptake of AI by smaller 
farms, poorer farmers, and the Global South. Carolan (2020) 
noted that because of the historically low numbers of women 

in STEM and farming, the increased integration of tech-
nologizing the farm, may further exacerbate the number 
of women in agriculture. The challenge is to ensure that 
everyone will benefit from AI in a fair and inclusive way 
(Aggarwal and Singh 2021).

Another concern is that AI will bring economic benefits 
to agribusinesses and tech companies, but not the farmer 
themselves (Ryan 2020). In addition to this, there is a 
worry that economic benefits of AI would permit social, 
ethical, and environmental harms. Thus, farmers, advi-
sors, and society, ‘should be able to question and contest 
whether benefits to productivity should supersede social, 
ethical, or environmental concerns, and be able to convince 
innovators and policy-makers to change the directions of 
innovations for sustainable agriculture’ (Rose and Chilvers 
2018, p. 5).

4.8  Responsibility

Agribusinesses may use AI unscrupulously on farms, with 
little repercussions (Ryan 2020). They may use the data 
retrieved from agricultural AI to upsell products to the 
farmer, tie their use of AI to their seed and machinery sup-
plies, or use these data to buy up their land for very low 
prices (Ryan 2020). Ryan (2020) gives the example of how 
Pioneer and Monsanto require their AI customers to be prior 
customers of their seeds. Carolan (2020) discusses how John 
Deere makes farmers sign a licensing agreement that they 
will not sue the company if there is damage to their crops, 
land, profit, machines, or business (Carolan 2020). If one is 
dependent on these companies’ seeds or tractors, and their 
agreements become entangled with AI use, then it becomes 
much more difficult to severe ties with these organisations 
if one no longer wants their AI (Ryan 2020).

Furthermore, the onus of responsibility often shifts onto 
the farmer to provide the adequate environment and circum-
stances for the AI to work. There is pressure that the AI will 
fulfil its function if they are given an appropriate working 
environment and are implemented correctly (Stock and Gar-
dezi 2021). The onus of responsibility is on the farmer to 
ensure that the AI/robot can work freely and that all obsta-
cles (informational and physical) are removed from its path 
(Stock and Gardezi 2021).

4.9  Transparency

There is a concern about the interpretability and under-
standability of the data being retrieved from AI systems 
and if these recommendations are accurate (Ryan 2019). 
The consequences of inaccurate recommendations may 
lead to harms to the farmer, livestock ill-health, unsustain-
able practices, and welfare harms on the farm (Ryan 2019). 
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Thus, there needs to be a greater level of education, training, 
and understandability of AI, within the agricultural sector 
to understand how these technologies work and what their 
limitations are (Pylianidis et al. 2021).

4.10  Solidarity

Solidarity was only mentioned twice in the documents.4  The 
lack of solidarity references in the literature is because AI in 
agriculture is relatively new and the topic of solidarity is not 
a theme widely discussed in AI ethics literature. For exam-
ple, with the 84 AI ethics guidelines evaluated by Jobin et al. 
2019, only six referenced solidarity. This is not to propose 
that it is not a potentially significant area of research, simply 
that it did not arise within the articles reviewed.

4.11  Dignity

Dignity was only mentioned once in an indirect and pass-
ing way.5 Similarly, to solidarity, dignity is often not widely 
discussed in the AI ethics literature, but more so in spe-
cific applications and domains of AI use, such as healthcare 
(Beyan et al. 2015; Milton 2021; Zardiashvili and Fosch-
Villaronga 2020). In the context of agriculture, it was not 
surprising that dignity was not widely discussed. The types 
of AI being used in the agricultural sector do not have the 
same kind of dignity-infringing potential as healthcare, as 
they are not dealing with vulnerable patients and life-threat-
ening diseases. The contexts are different and the harms to 
dignity are thus divergent. However, this is not to say that 
dignity is not an important topic for the agricultural sector, 
but it is more important in the context of labour and the 
meaning of work on the farm, which will be discussed in 
the next section.

5  Discussion

While the 11 principles outlined by Jobin et  al. (2019) 
provide a helpful template to frame the social and ethical 
challenges within agricultural AI, it became apparent that 
they could not cover everything discussed within the lit-
erature. Jobin et al. (2019) based these 11 principles on the 
84 AI ethics guidelines they analysed, so the gaps that we 

identified not only hold potential for providing additional 
insights into the social and ethical dimensions of agricultural 
AI, but also provide insights and gaps within these guide-
lines. For example, there is a striking divergence between the 
two on the impact of AI on other species and sustainability, 
themes which have only recently started to receive more 
attention in the academic literature on AI ethics (Donhauser 
et al. 2020; van Wynsberghe 2021; van Wynsberghe and 
Donhauser 2018).

Specifically, a very important topic that arose within this 
research, which was not really covered within the 84 AI eth-
ics guidelines, was the topic of animal welfare (Ryan 2019). 
The anthropocentric positioning of the AI ethics guidelines 
is not very surprising, but perhaps, this is an area where 
further reflection can ensure a more ecologically sustainable 
approach is adopted. The agricultural AI literature discussed 
how AI robots may disturb, stress, and even harm, both farm 
animals and wildlife in the surrounding areas, and should 
be a factor to consider when developing these technolo-
gies (Ryan 2019). If this is not acknowledged, there is the 
potential that AI may be used as just another tool to further 
exacerbate human domination over nature (Carolan 2020).

The 11 AI ethics guidelines’ principles, outlined by 
Jobin et al. (2019), do not contain any specific reference to 
employment, which seems like a strange omission, espe-
cially because one of the ethics guidelines analysed even had 
it in their title Work in the Age of Artificial Intelligence: Four 
Perspectives on the Economy, Employment, Skills and Eth-
ics (Ministry of Economic Affairs and Employment, 2018). 
Despite this, employment and the future of work is a very 
important topic that is regularly discussed within AI eth-
ics debate (Anderson et al. 2018; Bekken 2019; Belk 2020; 
Bossman 2016; CNIL 2017; Frey and Osborne 2017).

Employment came up numerous times in relation to agri-
cultural AI, with some articles having that as their main 
theme (see ‘Robotics and labour in agriculture. A con-
text consideration’, Marinoudi et al. 2019). In this article, 
Marinoudi et al. (2019) propose that the economic benefit 
of AI on the farm is the main driving force for implementing 
it. In Ryan (2019), interviewees from a large multinational 
agribusiness said that AI technology will not replace human 
agronomists any time soon (Ryan 2019). They reported that 
their AI is meant to be complementary to the agronomist and 
that many farmers want to stick to human contact for their 
recommendations (Ryan 2019).

Additionally, the high labour costs, the aging demo-
graphic of farmers, and future labour shortages, were all 
incentives for farmers to make the switch to using AI and 
automation on the farm (Carolan 2020; Klerkx et al. 2019; 
Rodzalan et al. 2020; Rose et al. 2021; Stock and Gardezi 
2021). For many farmers, AI brings the opportunity for 
increasing welfare as they remove many of the dirty, dan-
gerous, and dull jobs on the farm; they free up individuals’ 

4 One reference was in the reference section of Klerkx et  al. 2019, 
and the second was a reference to Bourdieu in the Carolan 2020 arti-
cle, which was somewhat irrelevant for this paper (see Carolan 2020, 
p. 188).
5 ‘While power is required for democratic systems to function, it can 
also be abused, leading to curtailments and infringements upon indi-
viduals’ liberties, autonomy, dignity, and fundamental human rights’ 
(Ryan 2020, p. 56).
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time to concentrate on other pursuits or allow individuals to 
take up alternative employment to further support the house-
hold’s income (Carolan 2020; Klerkx et al. 2019; Rodzalan 
et al. 2020; Rose et al. 2021; Stock and Gardezi 2021).

Some interviewees in Carolan (2020) believed that the AI 
industry may try to encourage border controls, reduce immi-
gration, and increase the difficulty to obtain workers’ visas, 
because of the economic advantage that this would entail—
namely, being able to sell more AI to farmers; replacing 
the human migrant labourer (Carolan 2020). Overall, this 
may result in ‘[h]igher levels of unemployment in rural areas 
generated by robots, a decline in the level expertise or expe-
rience required to perform the jobs that do remain, and any 
increase in workplace surveillance will mean a correspond-
ing increase in the power of employers to dictate the wages 
and conditions of those who are able to find work in the 
agricultural sector’ (Carolan 2020, p. 824).

This future may also result in fewer opportunities for 
farmers. The skillset required to use these robots may also 
be limited to educated and skilled individuals, and if farms 
can be controlled remotely or even run autonomously, then 
it may impact the profession of farming altogether (Carolan 
2020). However, there is also a strong degree of compatibil-
ity and complementarity with the introduction of AI in the 
agricultural sector; particularly, with non-routine cognitive 
tasks, such as disease detection (Marinoudi et al. 2019). Har-
vesting fruit and vegetables is also another example where 
collaboration has been shown, with humans harvesting what 
is missed by the AI robot (Shamshiri et al. 2018).

A concern within the literature, which was not really cov-
ered under the 11 sections, was around control and ownership 
of the data retrieved, stored, and used, by the AI system. One 
of the issues centred around a concern about data ownership 
and who has access and use of the data retrieved about the 
farmer by the AI (Ryan 2019). The concern is that farmers will 
no longer have control over their farms and that the agribusi-
nesses would use the data about the farmer to sell products 
back to them, will benefit from their data while the farmer does 
not, and even the possibility that these data will be used against 
them by regulators and their competition (Ryan 2020, 2019).

6  Conclusion

This paper examined 21 published research articles that 
focused on the societal and ethical impacts of using AI in the 
agricultural sector, using a thematic analysis of the literature. 
The thematic analysis was derived from the work done by 
Jobin et al. (2019), whereby, they classified 11 overarching 
ethical principles that they established were the main areas 
of focus within the 84 AI ethics guidelines. The objectives 

of this paper were to first identify what were the most, and 
least, discussed ethical principles and values within the 
debate around AI use in agriculture; second, to evaluate the 
content of the literature, through the 11 principles; and third, 
to contrast the principles found in the literature not in the AI 
ethics guidelines (Jobin et al. 2019).

Not surprisingly, sustainability was the most discussed 
topic in the agricultural debate around AI, with non-malef-
icence, trust, and beneficence, all taking a very important 
emphasis within the debate, as these are often discussed in 
agricultural literature. Sustainability is such a significant 
theme in the agricultural sector, and debates around the use 
of AI are no exception. Perhaps, the AI ethics field as a 
whole can learn from this, as it was shown that there is a 
much lower level of discussion on topics of the environment, 
sustainability, and the natural world, within the AI ethics 
guidelines observed.

The least discussed principles within the agricultural AI 
literature were transparency, dignity, and solidarity. It was 
noted that solidarity and dignity were also not often dis-
cussed within AI ethics guidelines, as they are not always 
fundamentally significant for all applications and domains 
of AI, thus, received less attention as say privacy or jus-
tice. This is not to say that they are not important areas 
that require further evaluation and study, but perhaps, they 
may be a little less relevant for the agricultural sector as the 
health sector, for example.

What was concerning was the very low level of analysis 
of transparency within the agricultural AI literature, as this 
is seen as the most often principle discussed within the AI 
ethics guidelines. Transparency is a fundamental principle 
for the use and integration of AI, and often goes hand in 
hand with building trustworthy relationships. Thus, it was 
surprising to see such a minimal treatment of the topic 
within the agricultural AI field, particularly because trust 
is seen as such a significant principle to uphold. Further 
research should be conducted to map, analyse, and discuss 
how transparency can, and should, develop within agricul-
tural AI research and development.

In addition, there were a number of topics discussed 
within the agricultural AI literature that was not explicitly 
covered within the 11 overarching ethical principles, for 
example, employment, the impact of AI on the non-human 
world, and data ownership/control. While the latter is not 
unique to AI, it is a growing concern in relation to any digi-
tal technology that retrieves, stores, and uses, data. Farmers 
are concerned about who has access to their data, who owns 
it, portability, and control over how it is used. There is cer-
tainly great room for the agricultural AI literature to benefit 
from the growing body of work underway on agricultural 
data-sharing (Bronson and Knezevic 2016; Carolan 2017; 
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ECPA 2018; Farm Data Code of Practice Authority 2014; 
Fleming et al. 2018; Sonka 2016; Sonka and Cheng 2015; 
van der Burg et al. 2020; Wiseman et al. 2019).

Issues around employment and AI are important, and 
there is the concern that AI may make many people’s pro-
fessions redundant in the future. In agriculture, this is very 
concerning for many. However, the importance of employ-
ment was not fully captured within the AI ethics guidelines, 
as there was no explicit reference to it within the overarching 
principles or the subsequent coding. This may be more to 
do with the fact that issues of unemployment and job loss 
are not explicitly ethical or social issues, but are a myriad of 
economic, legal, and societal issues, as well. However, the 
impact of AI on employment certainly raises explicit social 
and ethical issues around justice, fairness, power, and equal-
ity, and should be given adequate treatment in agricultural 
AI and AI ethics.

Overall, this paper identified the newness and innovative-
ness of research being conducted on the social and ethical 
impacts of AI use in the agricultural sector (all of the arti-
cles were published within the past three years). This paper 
mapped what this selection of papers focused on, areas that 
have received more or less attention than others, and gaps 
where further research should be conducted. The aim of this 
paper is to provide a roadmap of how agricultural AI litera-
ture has developed, contrasting it with the scope of AI ethics 
guidelines, and areas worthy of future research.
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