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Abstract
Industry involvement in the machine learning (ML) community seems to be increasing. However, the quantitative scale 
and ethical implications of this influence are rather unknown. For this purpose, we have not only carried out an informed 
ethical analysis of the field, but have inspected all papers of the main ML conferences NeurIPS, CVPR, and ICML of the 
last 5 years—almost 11,000 papers in total. Our statistical approach focuses on conflicts of interest, innovation, and gender 
equality. We have obtained four main findings. (1) Academic–corporate collaborations are growing in numbers. At the same 
time, we found that conflicts of interest are rarely disclosed. (2) Industry papers amply mention terms that relate to particular 
trending machine learning topics earlier than academia does. (3) Industry papers are not lagging behind academic papers 
with regard to how often they mention keywords that are proxies for social impact considerations. (4) Finally, we demonstrate 
that industry papers fall short of their academic counterparts with respect to the ratio of gender diversity. We believe that 
this work is a starting point for an informed debate within and outside of the ML community.

Keywords  Machine learning research · Industry influence · Conflict of interest · Gender equality · Public–private 
partnership

1  Introduction

The number of papers submitted and accepted at the major 
machine learning (ML) conferences is growing rapidly. 
Besides submissions from academia, big tech companies 
like Amazon, Apple, Google, and Microsoft submit a large 
number of papers. But the influence of these companies on 
science is unclear. Do they drive trends? What are poten-
tial upsides and downsides of industry involvement in ML 
research? What are the possible ramifications of conflicts 
of interest? To investigate these topics, namely the industry 
involvement in ML research and its associated ramifica-
tions that range from questions about conflicts of interests, 

to scientific progress, research agendas, and gender balance, 
we conducted a statistical data analysis of the field.

Our analysis serves to answer four overarching research 
questions. First of all, we will develop a quantitative analysis 
of the proportion of industry, academic, and academic—
corporate collaboration papers within the three major ML 
conferences (from 2015 to 2019), namely the Conference 
and Workshop on Neural Information Processing Systems 
(NeurIPS), the International Conference on Machine Learn-
ing (ICML), and the Conference on Computer Vision and 
Pattern Recognition (CVPR). Secondly, we aim to find out 
whether conflicts of interest are disclosed in those cases in 
which they are pertinent. Answering these questions will 
be of importance to assess potential changes in conference 
policies on transparency statements and to inform discourses 
on “AI governance” (Daly et al. 2019). Thirdly, we are inter-
ested in the role industry papers play with regard to scientific 
progress and ethical concerns, as well as whether they are, in 
this respect, any different from academic research. Finally, 
we investigate gender balances, particularly with regard to 
the proportions of women working on industry papers. We 
also discuss our findings in light of recent ethical research 
and implications for the ML community (Mittelstadt 2019). 
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In the following paragraphs, we give a theoretical intro-
duction to the mentioned issues and discuss their ethical 
implications.

2 � The ethics of industry funding 
and conflicts of interest

A concern connected to industry funding is that research 
agendas are skewed. More applied topics and short-term 
benefits are favoured over basic science and its potential 
long-term outcomes (Savage 2017). Moreover, industry 
funding may affect the very questions researchers choose 
to tackle. This causes research strands to strongly orient 
towards corporate interests (Washburn 2008), or, more 
severely, to the plain distortion or suppression of certain 
research results to produce favourable outcomes for the 
respective sponsor. This is called “industry bias” (Lundh 
et al. 2017; Probst et al. 2016; Krimsky 2013). This bias can 
occur due to payments for services, the commodification 
of intellectual property rights, research funding, job offers, 
startups or companies owned by scientists, consultation 
opportunities, and the like. Especially criticised is the fact 
that machine learning conferences are hardly ever free of 
industry sponsors (Abdalla and Abdalla 2020). These spon-
sors may in some cases be able to control a conference’s 
agenda to a certain extent.

To delve further into the subject, we will examine con-
flicts of interest which are a common side effect of industry 
involvement in academic research in general (Etzkowitz and 
Leydesdorff 2000; D’Este and Patel 2007; Boardman 2009; 
Bruneel et al. 2010). A substantial amount of literature is 
dedicated to reflecting on conflicts of interest that can occur 
in clinical practice, education, or research (Rodwin 1993; 
Fickweiler et al. 2017; Thompson 1993). As a consequence 
of conflicts of interest in research, medical journals require 
researchers to name funding sources. The public disclosure 
of funding sources, affiliations, memberships, etc. are sup-
posed to inform those who receive scientific information or 
advice to fill information gaps. This allows them to assess 
the information or advice to its full extent.

But what exactly are conflicts of interest? While it is 
hard to find a universal definition, a common denomina-
tor is that conflicts of interest arise when personal interests 
interfere with requirements of institutional roles or pro-
fessional responsibilities (Komesaroff et al. 2019). Here, 
interests can be seen as goals that are aligned with certain 
financial or non-financial values that have a particular, 
maybe detrimental effect on decision-making. The coexist-
ence of conflicting interests results in an incompatibility of 
two or more lines of actions. In modern research settings, 
dynamic and complex constellations of conflicting interests 
frequently occur (Komesaroff et al. 2019). For instance, 

conflicts of interest do not only pose a problem in cases 
where researchers intentionally follow particular interests 
that undermine others. Many effects arising from conflicts of 
interest take effect on subconscious levels (Cain and Detsky 
2008; Moore and Loewenstein 2004; Dana and Loewenstein 
2003), where actions are rationalized by post hoc explana-
tions (Haidt 2001). Many studies, especially in the field of 
medical research, show that even when physicians report that 
they are not biased by financial incentives, they actually are 
(Orlowski and Wateska 1992; Avorn et al. 1982). This means 
that despite researchers’ belief in their own integrity and 
the idea that financial opportunities, honorariums, grants, 
awards, or gifts have no influence in their line of action, 
opinion, or advice, the influence is, in fact, measurable.

Psychological research has shown that individuals often 
succumb to various biases that steer their behaviour (Chava-
larias and Ioannidis 2010; Ioannidis 2005; Kahneman 2012; 
Tversky and Kahneman 1974). These are so-called “self-
serving biases”, meaning that fairness criteria, assumptions 
about the susceptibility towards conflicts of interest, or other 
ways of evaluating issues are skewed towards one’s own 
favour (McKinney 1990). One famous self-serving bias is 
exemplified by the fact that physicians assume that small 
gifts do not significantly influence their behaviour, while 
actually, the opposite is true (Brennan et al. 2006). Even 
small favours elicit the reciprocity principle, meaning that 
there is a clear influence or bias on an individual’s behav-
iour. These biases are not necessarily associated with lacking 
moral integrity or even corruptibility. On the contrary, they 
can be assigned to an “ecological rationality”, meaning that 
an individual’s behaviour is adapted to environmental struc-
tures and certain cognitive strategies (Arkes et al. 2016; Gig-
erenzer and Selten 2001). Nevertheless, conflicts of interest 
can have or actually do have dysfunctional effects on the 
scientific process. Hence, the scientific community does well 
in finding a way to deal with them properly. This is mostly 
done by obliging researchers to disclose conflicts of interest. 
While this is an accepted method in many scientific fields, it 
can actually have negative effects. These so-called “perverse 
effects” are described by Cain et al. (2005) and Crawford and 
Sobel (1982). On the one hand, Cain and colleagues demon-
strate that disclosing conflicts of interest does not lead peo-
ple to relativize claims by biased experts sufficiently since 
disclosure can in some cases increase rather than decrease 
trust. On the other hand, and more importantly, experts who 
reveal conflicting interests may thus feel free to exaggerate 
their advice and claims since they have lowered their guilty 
conscience about spreading misleading or biased informa-
tion. While transparency statements have side effects, they 
should certainly not be omitted entirely.

Research on conflicts of interest shows the many facets 
they possess. Hence, as stated above, it is difficult to come 
up with a concise definition. However, to stipulate what we 
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mean when using the term “conflicts of interest” throughout 
the paper, we want to define it as an interference between 
personal or financial interests and the requirements of pro-
fessional responsibilities that emerge due to holding a posi-
tion in both academia and industry.

3 � Setting trends

Despite the manifold pitfalls that are caused by the inter-
mingling of academia and industry, studies show that par-
ticularly corporate-sponsored research can be very valuable 
for science itself as well as for society as a whole (Wright 
et al. 2014). Hence, one has to discuss another concomi-
tant of industry involvement in research, namely industry’s 
potential innovative strength. Industry involvement in the 
sciences can not only provide more jobs, lead to tangible 
applications of scientific insights, provide life-enhancing 
products, increase a society’s wealth, but also lead to much-
cited papers, and spur trends. Researchers (Wright et al. 
2014) have shown that corporate-sponsored inventions 
resulted in licenses and patents more frequently than fed-
erally sponsored ones—although this alone does not mean 
that industry is more innovative per se. Current research 
also shows that machine learning research in the private sec-
tor tends to be less diverse topic-wise than research in aca-
demia (Klinger et al. 2020). Furthermore, corporations are 
often seeking university partners to widen their portfolio of 
products, business models, and profit opportunities. This can 
nudge academic partners to act progressively, towards novel, 
unprecedented experiments, research ideas, and speculative 
approaches (Evans 2010). Indirectly, industry funds lead to 
scientific progress. Research on innovation processes has 
shown that organizations are typically not innovating inter-
nally, but in networks, in social relationships between mem-
bers of different organizations, in technology transfer offices, 
science parks, and many other university–industry collabora-
tions (Perkmann and Walsh 2007). These collaborations can 
emerge via research papers, conferences, meetings, informal 
information exchange, consulting, contract research, hired 
graduates, a joint work on patents or licences, etc., and play 
a vital role in driving innovation processes (Cohen et al. 
2002). All in all, scientists’ sensitivity towards opportunities 
of industry funding may cause “deformed” research agenda 
settings. This does not necessarily mean, though, that trends, 
innovations, scientific progress, and their positive effects on 
society are diminished. With our data analysis, we aspire 
to find out how this constellation is reflected in the field of 
ML research.

Academic engagement, i.e. the involvement of research-
ers in university–industry knowledge transfer processes of 
all kinds, is a common by-product of academic success. 
Scientists who are well established, more senior, have more 

social capital, more publications, and more government 
grants, are at the same time more likely to have industrial 
collaborators (Perkmann et al. 2013). This is due to the 
“Matthew effect”, meaning that researchers who are already 
successful in their field of research are more likely to rein-
force this success with industry engagements whose returns 
continuously lead to more academic success. Researchers 
involved in commercialization activities publish more papers 
in comparison to their non-patenting colleagues (Fabrizio 
and Di Minin 2008; Breschi et al. 2007), whereas the eco-
nomic value of patents can also be used to predict a firm’s 
success in general (Xu et al. 2021). Scientific success in ML 
research seems to go hand in hand with industry collabora-
tions. However, industry-driven research or research that is 
intended to be commodified is, in most cases, more secretive 
and less accessible for the public.

Taking all these considerations into account, a further 
objective of our data analysis is to scrutinize the innova-
tive strength of industry research. For that purpose, we will 
not only conduct a citation analysis, but also look at three 
successful machine learning methods and measure whether 
industry or academic papers mentioned—and therefore most 
probably pushed—these methods before they became a com-
monly used standard tool for machine learning practition-
ers. Lastly, we analysed proxies of social impact awareness, 
measured by “social impact terms” such as privacy, fairness, 
accountability, and security, in industry research and also 
compare it to academic research.

4 � Statistics on gender imbalances

The final issue we are going to investigate is that of gen-
der aspects and their entanglement with industry research. 
Noticeably, male academics are significantly more likely 
to have industry partners than female scientists (Perkmann 
et al. 2013). This finding corresponds to the fact that ML 
research has a diversity imbalance, indicating that male 
researchers strikingly outnumber females. Statistics show 
that only a small share of authors at major conferences are 
women. The same holds true for the proportion of ML pro-
fessors, the affliction of tech companies with heavy gen-
der imbalances, women’s tendency to leave the technol-
ogy sector, as well as the fact that they are paid less than 
men (Myers et al. 2019; Simonite 2018). Further diversity 
dimensions such as ethnicity, intersexuality, and many other 
minorities or marginalized groups are often not statistically 
documented. Tech companies have even thwarted access to 
diversity figures to attempt to silence employees to high-
light the under-representation of women and minorities 
(Pepitone 2013). All in all, the “gender problem” of the ML 
sector does not only manifest itself on the level of lacking 
workforce diversity, but in the functionality of software 
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applications too (Leavy 2018). Despite these rather general 
observations and statistics, we want to find out whether gen-
der imbalances have a particularly pronounced manifestation 
in the context of industry ML research. Inspired by previous 
research on gender imbalances (Andersen et al. 2019), we 
scrutinize the ratio of female (last) authors in academia and 
industry papers. This is of importance to prove or disprove 
common intuitions about the disadvantage against women, 
which is actually stronger in companies compared to univer-
sity contexts as our own data will show.

5 � Methods

5.1 � Analysing 10,772 ML papers

At this point, we will briefly describe the methods we have 
used to conduct our statistical analysis. More detailed infor-
mation about the process can be found in the supplementary 
material. All in all, our analysis focuses on three major ML 
conferences: ICML, CVPR, and NeurIPS. We downloaded 
all articles available spanning the years 2015 to 2019 from 
the respective conference proceedings. Altogether, the data 
set contains 10,807 papers. The papers were downloaded 
using the python-tool Beautiful Soup (v. 4.8.2). We extracted 
the text with pdftotext (v. 0.62.0) and analysed the text with 
a self-written script. Using this method, we were able to 
search 10,772 papers (99.7%). Some of the papers are, for 
example, not searchable because their text is embedded as 
an image. We are not only analysing the papers themselves, 
we are also interested in the metadata, namely affiliations 
and authors. For the analysis of the affiliations, we extracted 
them from the texts where possible and categorized them 
into academic and industry affiliations. We ascertained the 
affiliations by automatically looking at the headers of the 
papers. This was no problem for NeurIPS or CVPR papers. 
For these papers, we simply extracted all content before 
the word “abstract”. In most cases, there were no issues. 
Very rarely, a figure appeared before the abstract or authors 
changed the standard template. The same procedure worked 
for ICML 2015 and 2016. However, from 2017 onwards, the 
affiliations were shown in the lower left corner. No keywords 
were placed before, only a blank line. This was difficult to 
parse with our script. We thus decided to keep the first 5000 
characters as header for these papers, but split it before the 
terms “international conference of machine learning”, which 
always ended the listing of authors. We think that this yields 
only a small amount of false positives if we search for affili-
ations, since it is most likely that academic and industry 
institutional terms will appear in the affiliations only.

To get an impression of which institutions publish on 
NeurIPS, CVPR, and ICML, we followed preexisting 
analyses:

•	 https://​www.​micro​soft.​com/​en-​us/​resea​rch/​proje​ct/​acade​
mic/​artic​les/​neuri​ps-​confe​rence-​analy​tics/

•	 https://​www.​reddit.​com/r/​Machi​neLea​rning/​comme​nts/​
bn82ze/​n_​icml_​2019_​accep​ted_​paper_​stats/

•	 https://​medium.​com/@​dchar​rezt/​neuri​ps-​2019-​stats-​
c9134​6d31c​8f

•	 https://​www.​micro​soft.​com/​en-​us/​resea​rch/​proje​ct/​acade​
mic/​artic​les/​eccv-​confe​rence-​analy​tics/

To prevent us from cherry-picking, we only used terms 
that appeared in the analyses above.

We performed a non-exclusive classification. Papers may 
have academic and industry affiliations. It is important to 
note that we included blanks before and after the text for 
the UC, UT, MILA, MIT, NEC, and Intel terms to avoid 
contamination with other words like “admit”.

Moreover, we define a paper as academic if it contains 
one of the following terms (see supplementary material for 
more information on why we use these terms only):

AMII/California Institute of Technology/College/Ecole/
EPFL/ETH Z/Georgia Institute/IIT Bombay/INRIA/Kaist/
Massachusetts Institute of Technology/MILA/MIT/MPI/Par-
isTech/Planck/RIKEN/Technicon/Toyota Technological/TU 
Darmstadt/UC/Universi/UT Austin/Vector

For the definition of a paper as industry, we use the fol-
lowing terms:

Adobe/AITRICS/Alibaba/Amazon/Ant Financial/Apple/
Bell Labs/Bosch/Criteo/Data61/DeepMind/Expedia/Face-
book/Google/Huawei/IBM/Intel/Kwai/Megvii/Microsoft/
NEC/Netflix/NTT/Nvidia. /OpenAI/Petuum/Qualcomm/
Salesforce/Sensetime/Siemens/Tencent/Toyota Centrl/Toy-
ota Research/Trace/Sensetime/Uber/Xerox/Yahoo/Yandex.

Unless otherwise stated, we define a paper as academic if 
it does not contain an industry term in the affiliation section 
and a paper as belonging to industry if it does not contain 
an academic term. A paper is defined as mixed if it contains 
an academic and an industry affiliation. In total, 90.2% of 
all papers contain at least one of the terms from academia or 
industry listed above. These numbers are entirely dependent 
on the fact that the authors actually declare all their affili-
ations in the paper. We show that our automatic approach 
gives sufficient results in Sect. 5.2.

Furthermore, we extracted the authors’ names and the 
titles of the papers directly from the websites, not from pdf 
documents. For this purpose, we once again used Beautiful 
Soap. We extracted 41,939 authors. However, many authors 
have multiple accepted papers, and thus, the number of 
authors is reduced to 18,060 unique authors by pooling all 
authors with the same name. Of course, this leads to the 
effect that different authors with the same name are pooled. 
We believe that this effect is negligible. For authors with 
middle names, we kept only the first letter. People vary the 
ways in which they indicate their middle name, e.g. T., T, or 

https://www.microsoft.com/en-us/research/project/academic/articles/neurips-conference-analytics/
https://www.microsoft.com/en-us/research/project/academic/articles/neurips-conference-analytics/
https://www.reddit.com/r/MachineLearning/comments/bn82ze/n_icml_2019_accepted_paper_stats/
https://www.reddit.com/r/MachineLearning/comments/bn82ze/n_icml_2019_accepted_paper_stats/
https://medium.com/@dcharrezt/neurips-2019-stats-c91346d31c8f
https://medium.com/@dcharrezt/neurips-2019-stats-c91346d31c8f
https://www.microsoft.com/en-us/research/project/academic/articles/eccv-conference-analytics/
https://www.microsoft.com/en-us/research/project/academic/articles/eccv-conference-analytics/
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Tom. All information in text and graphics about the number 
of authors refers to these unique authors. The genders of the 
names were determined using the name-to-gender service 
GenderAPI. GenderAPI offers the highest accuracy of the 
name-to-gender tools (Santamarıá and Mihaljević 2018) and 
was able to determine the gender of 17,412 authors (96.4%). 
GenderAPI also provides an estimate of the accuracy. The 
mean accuracy in our case was 87.1%. Unfortunately, we 
noticed that most times, GenderAPI fails in the recognition 
of names from Asian language families. This is a clear bias 
in the underlying dataset of GenderAPI. Furthermore, we 
want to acknowledge that some people reject the idea that 
a name corresponds to a gender. However, we applied the 
analysis of genders here to gain insight into the inequality of 
authors’ genders on average, not only in single cases. Finally, 
we downloaded the citations received for each individual. 
We wrote an automated script to access the Microsoft Aca-
demic Knowledge API (Sinha et al. 2015). This was suc-
cessful for 10,616 papers (98.2%, date of citation download: 
03.29.2020). The most common reason for a paper not being 
found in the database is the use of special characters like �, 
etc. in the title.

Further, we extracted the acknowledgements for our 
conflict of interest analysis. In this particular analysis, we 
focused on academic papers. In our data sets, we have 6802 
papers from academia. Of these papers, 5373 papers (79.0%) 
contain an acknowledgement section which we were able to 
parse. We also included both spellings of acknowledgement: 
“acknowledgement” and “acknowledgment”.

Our approach has three (possible) limitations. Firstly, our 
results should be understood as general and robust trends 

but not as exact numbers, since it is not possible to extract 
data from the papers in all cases. A further limitation of 
our method that is particularly relevant to our analysis of 
conflicts of interest is that we cannot detect cases where 
researchers have academic and industry affiliations at the 
same time but state only one of them in the respective 
research paper. Moreover, we would like to point out that 
the data set is smaller for the industry analysis (6802 vs. 731 
papers). Small data sets tend to produce extreme results—
in both positive and negative directions. Nevertheless, we 
believe that this is not a problem in our case as our results, 
as we will see in the following section, are very robust.

5.2 � Error bars and statistical modelling

Here, we briefly describe the way we calculated error bars 
and explain our statistical model approach.

In most of the analysis, we extract ratios which follow 
a binomial distribution. Following this, we used the Wil-
son-score approximation of a binomial distribution for the 
confidence intervals of individual data points (Figs. 1b, 2b, 
3b, c, 4a, b). For the calculation of confidence intervals of 
median citation counts a 1000-fold bootstrap approach was 
used. This approach is less influenced by the underlying data 
distribution compared to a parametric approach. These error 
bars represent the uncertainty of individual data points and 
should not be confused with the error of groups (academia, 
industry, etc.)   

These confidence intervals are not suitable for the com-
parison of different data points in our figures, in this case, 
academic, industry, and mixed papers. For the comparison of 

Fig. 1   Progression of the number of papers at major ML conferences 
(a) and (b) institutional affiliations. Please note the numbers in (b) do 
not add up to 100% because we were only able to extract this infor-

mation for 90% of the papers, see methods and supplementary infor-
mation. Error bars in this example and all following figures illustrate 
a 95% confidence interval
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academia and industry as well as trends in time, a (general-
ized) linear model approach was used (Faraway 2014). We 
used the metafor-package (v. 2.4-0) in R for all figures except 
for Fig. 3a. The metafor-package allows us to include the 
uncertainty of data points. In Fig. 3a we used the negative 
binomial fitting procedure glm.nb from the MASS-package 
(v. 7.3-51.6), since we are able to obtain an individual cita-
tion count to every individual paper.

6 � Results

6.1 � Subtle conflicts of interest in academia

Figure 1a plots the number of papers accepted at ICML, 
NeurIPS, and CVPR between 2015 -and 2019. The number 
of accepted papers is steadily increasing. Figure 1b shows 
whether the paper includes authors with affiliations from 
academia, industry, or both. While the ratio of industry 
papers is stable, an increasing ratio of papers has affilia-
tions from both academia and industry. We obtain with our 
linear analysis a slope of − 3.7%/year (95% CI : [−4.7,−2.7] , 
p < 10

−5 ) for academia, 0.3%/year (95% CI : [−0.03,0.61] , 
p = 0.07428 ) for industry papers and 3.8%/year (95% CI : 
[2.8,4.9] , p < 10

−5 ) for mixed papers.
Furthermore, we extracted the acknowledgements of all 

papers from academia and searched them for terms of indus-
try affiliations (Google, Facebook etc.). This gives us an 
insight into whether academic papers acknowledge industry 

funding, grants etc. In fact, we calculated the conditional 
probability p(industry acknowledgement | academia).

With recourse to the insights from Fig. 1b, there is no 
doubt that purely academic papers make up the largest part 
of submissions to all major ML conferences, not industry 
papers.

6.2 � Percentage of paper from academia which 
contains an industry acknowledgement

However, Fig. 2 shows the ratio of purely academic papers 
with industry acknowledgements. Roughly 20% of purely aca-
demic papers contain an industry acknowledgement. No sig-
nificant trend in time is found (0.7%/year, 95% CI : [−0.3,1.8]
,p = 0.18293 ). Finally, we also searched for the terms “con-
flict of interest”—the plural “conflicts of interest”, which 
did not lead to a single finding—and “disclosure” to iden-
tify whether such influences are named. Only 3 of more than 
10,000 papers contain an explicit conflict of interest statement 
at all. This inquiry shows that on the one hand, conflicts of 
interest are present in many academic research papers, while 
on the other hand, those conflicts are not clearly stated. This 
further indicates that it is sensible for ML conferences to 
demand researchers to add transparency statements to their 
submissions. Nevertheless, our quantitative analysis cannot 
result in a detailed in-depth analysis of concrete conflicting 
interests. It must disregard the subtle influences of past fund-
ing resources that lie outside of the period of investigation.

All in all, ties between the two social systems (Luhmann 
1995)—university and industry—do seem to become tighter. 

Fig. 2   Percentage of paper from 
academia which contain an 
industry acknowledgement
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Fig. 3   (a) Median number of citations received. (b) Ratio of papers from academia and industry with trending topics: ‘adversarial’ and ‘rein-
forcement’ and (c) papers with social impact terms

Fig. 4   (a) Overall ratio of female authors in academia and industry and (b) ratio of last authors
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Academic settings are becoming increasingly intertwined 
with corporate tech environments. Moreover, academic papers 
with no industry affiliations are slightly on the decrease. This 
urgently calls for an appropriate approach to dealing with con-
flicts of interest. However, purely academic papers still make 
up the largest part of the submissions to all major conferences.

7 � Publishing behaviour and impact

Next, we want to find out whether it is academia or industry 
that mentions machine learning methods in their research 
papers that, in hindsight, turned out to be very successful. 
Hence, we use a proxy to find out whether academia or 
industry is likely to propel important parts of the machine 
learning field. Thus, we compared industry and academic 
papers with regard to the average number of citations they 
possess. The results are shown in Fig. 3a. Our generalized 
linear model analysis shows that there is a significant differ-
ence between academia and industry p < 2 ⋅ 10

−16 ). Due to 
the negative binomial model, the estimate coefficient (1.03) 
has no direct interpretation.

While citation analyses are not particularly credible for 
papers that were published quite recently, since citations are 
slow to accumulate, citation analyses gain significance over 
time. Thus, our analysis clearly shows that industry papers 
from 2015 were cited far more frequently than academic 
papers. This trend prevails throughout the following years, 
albeit on a smaller scale.

To gain further insights into whether it is academia or 
industry that mentions machine learning methods that, in 
hindsight, turned out to eminently important for the field, 
we searched for two terms, the first one being “adversarial”. 
This, on the one hand, corresponds to the very popular Gen-
erative Adversarial Networks invented in 2014 by Goodfel-
low et al. (2014) and, on the other, to the adversarial attack 
on neural networks (Szegedy et al. 2013). We also included 
the term “reinforcement” for reinforcement learning. These 
are topics of increasing interest to the ML field (Biggio and 
Roli 2018; Lipton and Steinhardt 2018). The results are 
shown in Fig. 3b. The linear model analysis shows a differ-
ence of 11.2% (95% CI : [5.1,17.2] , p = 0.00030 ) between 
academia and industry. The figure indicates that, with regard 
to the three methods, academia is lagging roughly 2 years 
behind industry (ICML and NeurIPS) in terms of how often 
they mention generative adversarial networks, adversarial 
attacks, or reinforcement learning. Similar trends can be 
found for much more frequently used terms like “convolu-
tion” and “deep” in supplementary figure A1.

In addition, we are interested in whether social aspects are 
becoming more interesting to the ML community. However, 
with quantitative analysis, it is somewhat difficult to measure 
social impact awareness in academia and industry. To at least 

approximate social impact awareness and make it measurable 
as far as possible, we included terms from the social impact 
category of NeurIPS 2020 (safety, fairness, accountability, 
transparency, privacy, anonymity, security) and added “ethic” 
as well as “explainab”. We call these terms social impact 
terms. Figure 3c shows the results. Overall, we can see, that 
the ML community has paid more attention to these terms 
in the course of the past years (3.3%/year, 95% CI : [2.6,4.0] , 
p < 10

−5 ). But while one may assume that academic papers 
put a stronger focus on social impact issues in comparison 
to industry research, this intuition does not hold true, at least 
when using the number of mentions of the listed social impact 
terms as a proxy for social impact issues. Only a small non-sig-
nificant difference of 2.6% (95% CI : [−0.3,5.6] , p = 0.07670 ) 
between academia and industry is found. The amount of social 
impact terms is more or less equally shared between academia 
and industry. A clear limitation of our analysis is that one 
could also include ethics-of-AI related conferences like AIES 
or FaccT to get a more complete picture of the ethical aware-
ness of the machine learning community as a whole (Birhane 
et al. 2021). Our analysis only holds true for the landscape of 
the three selected conferences. Furthermore, one could object 
that the mere word count of a single term does not allow the 
conclusion on the ethical “superiority” or “inferiority” of 
organizations. However, we think that the overall trends of 
our analysis give a rough hint of the insignificant differences 
between academia and industry in terms of the intensity with 
which ethical issues are discussed. Discussing them, though, 
does not necessarily mean that, for instance, corporate actions 
are also actually aligned with the discussed issues.

Especially with regard to the results from Fig. 3a, we 
can show that industry papers have higher citation rates 
compared to academic papers every year, giving evidence 
for the high scientific relevance of industry papers. There 
is no question that industry papers receive greater attention 
from the scientific community than academic papers. A con-
found of this analysis is that one may assume that academic 
researchers, who are strikingly successful, are likely to be 
hired by ML companies, which then causes industry papers 
to have more citations on average than academic papers. 
Thus, it is difficult to state whether industry research has a 
more scientific impact because of the industry context itself 
or because of companies’ strategic hiring policies and the 
corresponding migration of successful university researchers 
to companies.

8 � Gender equality: industry 
is behind academia

Finally, we analysed the contribution of male and female 
authors to ML conferences. We only focus on the difference 
between purely academic and purely industry papers since 
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we are not able to assign the individual affiliations in mixed 
papers. Figure 4a shows the ratio of female to all authors 
across the conferences, indicating a slight increase in the ratio 
of female authors across the three major ML conferences.

The ratio of female authors increased by 0.9%/year (95% 
CI : [0.6,1.2], p < 10

−5 ). It is somewhat noticeable, though, 
that female authors are less represented in industry papers 
compared to academic papers. Our linear model analysis 
shows a difference of 3.9% (95% CI : [2.7,5.0] , p < 10

−5 ) 
between academia and industry. Unfortunately, with the 
means of our quantitative analysis, we are not able to explain 
why the differences between academia and industry with 
regards to gender ratios occur. It may be due to direct dis-
crimination against women in the industry. Another expla-
nation that is perhaps more plausible is that companies are 
selecting researchers who already possess a certain amount 
of scientific success and reputation, which causes indirect 
discrimination of women due to the overrepresentation of 
successful male researchers.

Albeit not a universal practice, being the last author is 
a privileged position in the author list that typically cor-
responds to the principal investigator or the most senior 
author. Apart from that, papers may have multiple advising 
authors. Notwithstanding these exceptions, we assume that 
in most cases last authors are sole principal investigators. 
Taking up previous research (Andersen et al. 2019; Moham-
mad 2020) and going into further detail, Fig. 4b shows the 
ratio of female last authors compared to all last authors. 
No significant trend in time is found here (0.5%/year 95% 
CI : [−0.02,1] , p = 0.06145 ), although our model analysis 
reveals that there is a difference of 5.6% (95% CI : [3.8,7.5] , 
p < 10

−5 ) between industry and academic papers.
Taking up the results from our analysis, we see that 

female authors are less represented in industry papers than 
in academic papers. The results are in line with other stud-
ies, claiming that the proportion of women in ML research 
and in the number of workforces at major tech companies 
is typically hovering between 10 and 20 percent (Yuan and 
Sarazen 2020). A recent study by Mohammad (2020) that 
was dedicated to natural language processing research also 
looked at disparities in authorship and found that 29.2% of 
first authors and 25.5% of last authors are female. These 
numbers are a bit higher than ours (one has to consider that 
natural language processing research also contains disci-
plines like linguistics, psychology, and social science, and 
not just computer science and machine learning, though). 
The authors themselves state that the reported percentages 
for many other computer science sub-fields are signifi-
cantly lower. Notwithstanding that, according to Moham-
mad (2020), the percentages have not changed during the 
last two decades, and papers with female first authors are 
cited less than male first authors, giving a clear sign of the 
enduring shortcomings in gender equality. In our dataset we 

can confirm this finding. Papers with a male first author get 
on average 12.5 more citations ( p = 4.9 ⋅ 10

−6 ) than papers 
with a female first author (24.6 vs. 37.1).

Despite our analysis that looks at male–female ratios, 
we are fully aware of the fact that gender equality is only 
one dimension in a broader spectrum of diversity (Hopkins 
1997). It is obvious that other types of diversity, like ethnic-
ity (asian, black, hispanic, white, other), nationality, age, 
etc. could also be analysed with respect to their differences 
in industry and university contexts. But since it is not pos-
sible to reliably yield this information from our data set, 
we refrained from analysing other types of diversity besides 
gender.

9 � Conclusion

The scientific success of ML research lured an increasing 
amount of industry partners to coalescence with academia. 
The growing number of papers stemming from academic-
corporate collaboration is an indication of this. Medical jour-
nals already require researchers to name conflicts of interest. 
The ML community is slowly following this demand and 
obliges researchers to add transparency statements to their 
work, at least at some conferences and journals. Further 
efforts to introduce transparency declarations are to be wel-
comed, while at the same time, a responsible interpretation 
of these declarations is required to ensure that disclosure 
brings about the intended effects (Loewenstein et al. 2012). 
This seems reasonable, especially against the backdrop of an 
increasing number of academic-corporate collaborations and 
academic papers with industry acknowledgements.

Up to now, though, only a handful of papers that were 
published in the proceedings of the analysed conferences 
voluntarily add conflicts of interest sections. On a related 
note, it is difficult to describe concrete ramifications on 
lines of action, opinions, or advice. In medical research, 
tangible and relatively direct influences from the pharma-
ceutical industry can be picked up. In ML research, indus-
try influences are fuzzier and hard to monitor. Hence, the 
concrete consequences of existing conflicts of interest can 
only be discovered by more in-depth, qualitative empiri-
cal social research. One can assume that in ML research 
ramifications mostly affect research agendas so that sci-
entists consciously or unconsciously steer their research 
in a direction that is most valuable for corporate interests 
or commercialization processes of all kinds. This bias can 
also potentially suppress certain research results to avoid 
unfavourable outcomes that are nonpractical to those inter-
ests or processes. After all, universities and companies 
follow different “symbolically generalized communica-
tion media” (i.e. money or truth, see (Luhmann 1995)), 
which can make it difficult for researchers with corporate 
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cooperation to act in accordance with only one of those 
goals. In this context, it is important to keep in mind that 
even small gifts or favours elicit the reciprocity principle, 
meaning that individual behaviour is under the influence 
of an industry bias.

Despite the issue of conflicting interests, our data analysis 
provides evidence for the fact that industry-driven research 
has a measurable impact and is setting research trends. This 
insight stands in contrast to the rather industry-critical dis-
course on conflicts of interest and proves the positive impact 
industry-driven research has on scientific progress in ML. In 
line with this insight, we show that industry papers receive 
significantly more citations than research from academia, 
which is a clear sign that corporate ML research is of high 
importance for the scientific community. Besides the great 
attention that is directed towards industry papers, we dem-
onstrate that these papers are not solely oriented towards 
technical issues and collected clues that they do not omit to 
discuss social aspects of technology. The amount of social 
impact terms that we used as a proxy to measure the signifi-
cance of social aspects is more or less equally distributed 
between academic and industry papers.

Tangible problems, however, occur in view of diversity 
shortcomings. We show that the ratio of female authors com-
pared to male authors of conference papers indicates a slight 
improvement in gender equality over time. But overall, the 
proportion of women in ML research is quite small. This 
holds especially true with respect to industry research. Here, 
amendments are necessary, mainly comprising the creation 
of more inclusive workplaces, changes in hiring practices, 
but also an end of pay and opportunity inequalities (Craw-
ford et al. 2019). In contrast to issues like innovative strength 
or citations, industry has a lot of catching up to do here.

In summary, we provide quantitative evidence for the 
increasing influence tech companies have on ML research. 
Our analysis reveals three main insights that can inform 
and differentiate future policies and principles of research 
ethics. Firstly, the analysis shows that besides the growing 
number of academic-corporate collaborations, conflicts of 
interest are not disclosed sufficiently. Secondly, it proves 
that industry-led papers are not only a strong driving force 
for promising scientific methods, but possess significantly 
more citations than academic papers. Thirdly, we provide 
further evidence for the need to improve gender balance in 
ML research, especially in industry contexts.
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