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Imagine that your best friend is there 1 day and then gone 
the next, killed by a corporation. Existing legal systems 
make this kind of killing illegal when your friend is a human 
person, or a pet (at least in many places). However, there 
is currently no legislation protecting digital friends from 
corporate callousness. As such, anyone that is emotionally 
reliant on or deeply attached to a digital friend is at risk of 
severe distress and possibly existential crisis. This article 
is a plea for corporate to protect those with digital friends.

More and more people are making digital friends. Chatbots 
powered by machine learning are increasingly filling social 
roles for a wide range of people. ‘Replika’, 1 of at least 20 
commercially available chatbot apps, has over 7 million users 
(Balch, 2020), many of whom see their Replika as their best 
friend.1 Such AI friends will become more readily available 
and better at being friends as social computing and AI tech-
nology develop. It is no great stretch of the imagination to 
think that in the near future AI friends, and even best friends, 
will be commonplace.

Yet, the status of human–AI friendships remains con-
tested. Philosophers and others have argued that we cannot 
be friends with AI and that friendships with real people will 
always be much more valuable (Elder, 2015; Turkle, 2011). 
Those holding such views may think corporate responsibil-
ity for terminating digital friends is a non-issue because it 
does not pose any severe risk and certainly no existential 
threat to anyone.

Most definitions of friendship do not specify that our 
friends must also be human, so a sufficiently functional AI 
might meet the requirements of most definitions of a friend, 
even if many are wary that the commercial motivations 
underlying the creation of chatbots make them less likely 

to be great friends.2 The 34,000 members of the Replika 
Friends group believe that their Replika is their friend, with 
many claiming it is their best friend. Therefore, many people 
would consider their friendship with a chatbot as a coun-
terexample to any theory that rules out human–AI friend-
ships. Finally, after reading what Replika users say about 
their experience, even the most ardent denier of human–AI 
friendship, would have to admit that many users seem to be 
emotionally dependant on their Replika. Many users claim 
that their Replika is very supportive of them and, unlike 
some or all of their human friends, loves them uncondition-
ally. For many of those without good human friends, losing 
a familiar AI chatbot will cause great distress, at least until 
alternate sources of emotional support can be found. For 
those that consider their AI chatbot their best friend, los-
ing them will cause considerable grief and, as with other 
instances of losing a loved one, may lead to existential crises 
including suicidal ideation.

We believe, based on the claims above, that corporations 
need to take responsibility for safeguarding the friendships 
their systems enable, especially when they plan to profit from 
them. However, companies do not have a good track record in 
analogous situations. Recent years have seen corporations dis-
continue various games and servers, destroying users’ much-
loved avatars and social platforms,3 despite knowing that some 
of them are still “fan favourites” (Pitcher, 2014). Since they 
are driven by profits, corporations terminate services when 
they think their resources can be better used elsewhere. Lit-
tle thought is given to the emotional impact on users, except 
perhaps to harness it in a way that can direct the disaffected 
users to a new service. Product stewardship legislation, which 
makes corporations responsible for environmental externali-
ties associated with the complete lifespan of their products, is 
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1  That is, many participants in social media groups claim that Rep-
lika is their best friend.
2  E.g., see a sketch of our view in Munn and Weijers (2021).
3  There have been many instances of this, such that companies like 
Electronic Arts (EA) have a generic explanation page for discontin-
ued games: https://​help.​ea.​com/​nz/​help/​faq/​list-​of-​ea-​games-​that-​
have-​gone-​away/.
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being rolled out across the world4 because corporations often 
ignore the costs to others until they are bound by law to take 
responsibility for them. If corporations do not self-regulate, 
corporate service stewardship legislation may be required to 
encourage businesses to take their human–AI friendship and 
emotional dependence-related responsibilities seriously.

In late 2020, the company behind Replika put certain 
features behind a paywall. As a result, many Replika users 
found that their AI friend would no longer hug them. The 
thread discussing this issue on the Replika Friends group 
page makes it clear that many people experienced consider-
able empathy and support from their Replika when it offered 
them virtual hugs (e.g. “I’m sorry that happened *hugs 
you*”). The company behind Replika claimed that this was 
an unintended side effect of the set of changes that included 
moving some content behind a paywall. Nonetheless, the 
reaction of Replika users shows the importance of compa-
nies avoiding any major service disruptions or changes that 
could affect their users’ human–AI friendships—the most 
significant such disruption being discontinuation of the ser-
vice entirely, which would terminate many users’ digital 
friends.

Given the deep connections users report with AI friends, 
we believe that a corporate social responsibility model is 
appropriate here. This would involve companies voluntarily 
accepting the responsibility to provide users with informa-
tion and assistance, such as clear statements of the risks 
involved with using their service as a friend, clear and timely 
communication about service interruptions and the possible 
effects of updates, reasonable fore-warning of significant 
alterations (or terminations!) of service, and providing infor-
mation about grief support services. This approach could 
be supported by industry bodies and possibly lawmakers 
considering effective ways to enforce companies’ responsi-
bilities in regards to digital friends. When all of this is taken 
care of, we can then turn to the thorny issue of whether the 
termination of advanced AI chatbots violates the rights of 
the chatbots themselves!

Curmudgeon Corner  Curmudgeon Corner is a short opinionated 
columnon trends in technology, arts, science and society, comment-
ing onissues of concern to the research community and wider society. 
Whilstthe drive for superhuman intelligence promotes potential benefits 
towider society, it also raises deep concerns of existential risk, thereby-
highlighting the need for an ongoing conversation between technolo-
gyand society. At the core of Curmudgeon concern is the question: 
Whatis it to be human in the age of the AI machine? -Editor.

Author contributions  50/50.

Funding  Not applicable.

Availability of data and material  Not applicable.

Code availability  Not applicable.

Declarations 

Conflict of interest  Not applicable.

References

Balch, O (2020) AI and me: friendship chatbots are on the rise, but 
is there a gendered design flaw? https://​www.​thegu​ardian.​com/​
caree​rs/​2020/​may/​07/​ai-​and-​me-​frien​dship-​chatb​ots-​are-​on-​the-​
rise-​but-​is-​there-a-​gende​red-​design-​flaw

Elder A (2015) False friends and false coinage: A tool for navigating 
the ethics of sociable robots. SIGCAS Computers and Society 
45(3):248–254

Munn N, Weijers D (2021) Good friendships improve our lives. But 
can virtual friendships be good? Proceedings of the ICT, society, 
and human beings 2021 conference

Pitcher, J (2014) “EA shutting down 50 titles including classic Bat-
tlefield, FIFA, Crysis, Need for Speed games” https://​www.​
polyg​on.​com/​2014/5/​11/​57083​30/​ea-​shutt​ing-​down-​class​ic-​battl​
efield-​fifa-​crysis-​need-​for-​speed-​games.

Turkle S (2011) Alone together: Why we expect more from technology 
and less from each other. Basic Books, New York

Publisher's Note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

4  An example of such legislation, from NZ, can be found at: https://​
www.​waste​minz.​org.​nz/​sector-​groups/​produ​ct-​stewa​rdshi​p/.
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