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Abstract
As robots increasingly become part of our everyday lives, questions arise with regards to how to approach them and how to 
understand them in social contexts. The Western history of human–robot relations revolves around competition and control, 
which restricts our ability to relate to machines in other ways. In this study, we take a relational approach to explore different 
manners of socializing with robots, especially those that exceed an instrumental approach. The nonhuman subjects of this 
study are built to explore non-purposeful behavior, in an attempt to break away from the assumptions of utility that underlie 
the hegemonic human–machine interactions. This breakaway is accompanied by ‘learning to be attuned’ on the side of the 
human subjects, which is facilitated by continuous relations at the level of everyday life. Our paper highlights this ground 
for the emergence of meanings and questions that could not be subsumed by frameworks of control and domination. The 
research-creation project Machine Ménagerie serves as a case study for these ideas, demonstrating a relational approach in 
which the designer and the machines co-constitute each other through sustained interactions, becoming attuned to one another 
through the performance of research. Machine Ménagerie attempts to produce affective and playful—if not unruly—nonhu-
man entities that invite interaction yet have no intention of serving human social or physical needs. We diverge from other 
social robotics research by creating machines that do not attempt to mimic human social behaviours.

Keywords Human–machine interaction · Relational social robotics · Learning to be attuned · Non-purposeful robots · 
Robots in the wild

1 Introduction

Humans and robots approach each other with a century of 
established power relations. From the outset, robots have 
been cast as servants (Horakova and Kelemen 2008) and 
they continue to provide diverse services as sales associ-
ates (Softbank Pepper1), combatants (the ‘BAT’ by North-
rop Grumman2), pets (Sony AIBO3), surveillance agents 
(Amazon Alexa4) and domestic staff (iRobot Roomba5). 
Robots in popular culture who subvert their servant-status 
are often framed as dangerous and liable to dismantle human 
civilization as we know it, in movies such as Metropolis, 
2001: A Space Odyssey, War Games, and Terminator. The 
public imagination suggests humans only trust robots when 

they have control over them, depicting time and again the 
inevitability of complete machine autonomy. All of this adds 
up to a situation in which, as Jones (2013: 421) describes, 
“There is a kind of ‘collective memory’ of what to expect 
from human–robot relationships even without encountering 
any real-life robot”. This collective memory hinges on the 
European imaginaries (in the general landscape of the West-
ern Hemisphere) that have a long history with the image of 
the machine (Kang 2011). Alongside and implied in these 
imaginaries of human control over machine systems are ethi-
cal questions concerning human–machine futures.

Ethical concerns around human–machine interaction gen-
erally rely on the creation of an ethical/moral agent, and 
operate in a framework that Gunkel (2018a) calls “agent-
oriented problematic”. We see this both in popular culture 
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and in practice. The main concern of many of the science-
fiction tropes that deal with questions of human–machine 
relationship is on whether the machinic agent is deserving of 
some kind of personhood and identity, or if they are just an 
alien adversary that will inevitably overrule the humans by 
the rationality afforded by their material makeup. Research 
practices in social robotics have also been explicitly con-
cerned with the creation of fascinating agents that imitate 
human behaviours. The assumption of these imaginative and 
material efforts is that the machine question is an agency 
question: how can we design more humanlike agents? The 
driving question of this paper comes from a critical stance 
to these imaginaries and assumptions: how could we disturb 
the flow of hegemonic assumptions about human–machine 
sociality, and create interactions between humans and 
machines that are meaningful outside of instrumental ends? 
In other words, could we socialize differently with robots?

We focus our discussion on the case of Machine 
Ménagerie, an installation and robotics research-perfor-
mance that we followed through its original showing and 
well beyond. Its designer’s engagement with the concepts 
described in this paper were somewhat naive at the outset, 
and this naivete was partly what made the subsequent devel-
opment and analysis of the project so interesting. It inno-
cently stumbled into subjects discussed in third-wave HCI 
literature, which we apply in our analysis to reveal the nov-
elty of Machine Ménagerie’s contribution: a participatory 
design approach in which the robots are not made social, 
they are already social in the act of becoming, and It is up 
to the humans to attune themselves to the social relation-
ship. In this sense, this paper explores some non-purposeful 
robots both in the wild and in the design process; observes 
interactions that go beyond the scripts in human–machine 
relations at large; and considers how the attunement between 
designer and robot inspires the cultivation of sensibilities 
that contribute to different forms of socialites.

It seems from the example of Machine Ménagerie that 
an open design process built on non-instrumental precon-
ceptions goes beyond designing the technology itself and 
spreads throughout the surrounding (human) culture. Our 
goal in the process of this project, ultimately, was to shift the 
assumptions and attitudes of humans (hacking the social), 
rather than to make “better” robots (hacking the technology). 
In designing and theorizing around the Machine Menagerie, 
we believe that we are creating an accessible start point for 
developing broader perspectives on relating to machines of 
various kinds, no matter how sophisticated their workings.

The design principles, decision-making processes, 
research-performance phase, as well as the development 
of the social bond between the designer/participant and 
the robots (both in the process of design, and on the level 

of everyday life) make up the focus of this paper. We 
will first give a brief literature review on the history of 
human–machine relations, the approaches to social robot-
ics, and the third wave of HCI. Then we will present our 
methodology and methods, and move on to describe the 
design process and research-performance of Machine 
Ménagerie. Finally, we will analyze our findings and share 
our interpretations.

2  Literature review

2.1  Social robotics research

Humans and machines are historically pitted against each 
other via competitive relations that unavoidably result in 
an ontological comparison: drawing attention to (quanti-
fications of) the inner workings of the competing parties 
and how they interface/replace each other in these tests. 
By measuring themselves against specific characteristics, 
humans define specific requirements for a replacement 
machine to fulfill. When such a machine is eventually 
created, humans reject the measurement, and “conduct 
‘boundary reinforcement or repair work’ on the boundary 
between human and machine” (Hamilton 2009: 168). This 
reveals the reductive assumptions and biases present in 
cultural notions such as “intelligence” (Neville-Neil 2017; 
Cave 2017) and, forever, denies the possibility that nonhu-
mans are valid on their own terms.

Human-ness as a standard of worthiness is impossi-
ble for nonhumans to satisfy. A well-traveled approach 
to designing social robots involves mimicking human 
socialization behaviour, or rather translation of theories 
of emotion into affective computing (Klein 2019). Social 
mimicry falls into the same imitation/replacement trap 
as human–robot competition, setting our inter-human 
habits as the ideal social interaction model. It does not 
make room for the possibility that humans could learn to 
acknowledge those other than themselves.

We can only prepare for the futures we can imagine, 
and in so preparing we summon them. If machines are 
ever to become truly autonomous—no longer dependent 
on humans—then social autonomy is to be expected. In 
such an imaginary, imitation games only serve to obstruct 
us from understanding machine society, confining us to a 
hall of mirrors, fearing the unknown nonhuman. Perhaps 
there is a future where we can relate to machines without 
requiring them to mimic us. In that imaginary, we might 
never have to worry about a robot apocalypse.
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Discussions on the possibilities for machines to be 
social agents usually dwell on human–human communi-
cation principles (Turkle 2006, see also Breazeal 2002; 
Dautenhahn 2007), and question to what extent the 
machine could replace the human.6 Such discussions focus 
on the particular form of the technology in affording an 
interaction and forces the gaze and interpretation toward 
questions such as (humanlike) machine consciousness or 
robot personhood. For example, Breazeal translates psy-
chological theories of emotion into a motivation system 
for the famous emotional robot Kismet; in which compu-
tational processes mediate between both the environmental 
and internal stimulation to elicit an adaptive behavioral 
response that serves either social or self-maintenance 
functions (2002: 110). Her work uses the human as the 
prime model through which artificial agents with emotive 
capabilities can be created.

The Ménagerie positions itself away from these ideas 
and rather concerns itself with the issues of relationality 
and context in which the encounters between humans and 
machines take place. This is where we turn to understand the 
machines as sociable beings.

“For social robots to be truly social, the focus should 
be on designing for functional coordination and co-
action […] [robot personhood] pivots on people’s 
recognition of the robot as both artificial and a social 
agent. Placing robots in social spaces shifts the space 
of problems from matters of machine consciousness 
to issues of influencing human’s consciousness or atti-
tudes” (Jones 2013: 409, our italics).

Sociability of the robots, then, relies not on whether the 
machines have consciousness (thus deserving recognition by 
humans) but rather on figuring out the already existing social 
dynamics that underlie the relationality. Taking the context 
of design as a social space, we focus on how the machines 
and designers coordinate, and how their co-actions form the 
basis for the emergence of mutual intelligibility.

2.2  HMC and third wave HCI

The literature on human–machine communication (HMC) 
provides some understanding of what kinds of assumptions 
go into human–machine relations. HMC denotes both a 
communication between two entities, and a research area 
that focuses on “the creation of meaning among humans 
and machines”, and it is “the study of this meaning-mak-
ing and related aspects” (Guzman 2018). Human–machine 

communication relies on an encounter between different 
ontological entities. Ontological differences shape the fram-
ing of the encounter (the ontological boundary work) and 
impinge on preconceived assumptions of the entities. When 
there is an ontological sameness (human–human communi-
cation), these assumptions adequately frame and script the 
interaction. Perhaps this is one of the reasons why social 
robotics research has focused on making robots with human-
like qualities. It is important to understand these ontological 
boundaries, because people’s conceptualizations of the onto-
logical nature of the ‘other’ largely shape their sense-mak-
ing and interactions (Edwards and Guzman 2018), and thus 
matter to the unfolding of encounters with machines. Guz-
man (2020) shows that the ontological boundaries between 
humans and machines are established contextually; and a 
close examination shows that such boundaries are rather 
permeable and mutable, depending on both the particular 
relationality with the machines, the specific attunement that 
reflects into the performances of the interactants, and the 
context in which such encounters take place.

Human–computer interaction (HCI) is the other field that 
frames our questions around human–machine relationality. 
The history of HCI is marked by three waves of academic 
discourse, broadly moving “from human factors to human 
actors” (Bannon 1995), and most recently to interactions. 
First wave HCI is largely about human control over com-
putational machines and aims to optimize the interfaces 
between humans and machines so as to increase usability in 
systems. This perspective can be seen as one of the pillars 
of the instrumentality paradigm of technology (Tantoush 
2001).

Second wave HCI operates largely with Shannon and 
Weaver’s theory of communication, and thus renders the 
human–machine relationality into an information process-
ing phenomenon (1975). This perspective views the mind 
and computer as symmetrical in terms of their information 
processing (Harrison et al. 2007: 4), and is concerned with 
the flow of information and transformations in the data, 
with interfaces and features, rather than with ergonomics 
of human control. The second wave also concerns itself 
with workplace interactions or those that take place within 
“well established communities of practice” (Bødker 2006). 
Methodologies of situated action, distributed cognition, and 
activity theory were the main sources of scholarly reflection 
within the second wave, and in this sense they had moved 
away from formal and rigid methods of the first wave HCI.

Third-wave HCI deals with questions of multiplic-
ity, context, experience, and reflexivity in the design of 
human–computer interactions (Bødker 2006). It corresponds 
to a ‘relational turn’ in HCI, which puts the emphasis “on 
the interaction before and in advance of determinations con-
cerning the subject and object of the relationship” (Gunkel 
2018a, b: 11). This canon is not concerned primarily with 

6 There are discussions that look into communication principles 
beyond the human. Brooks’ connectionist approach uses insects as 
models for the sensorium of the machine (1991).
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the capacities or operations of two interacting entities, but 
rather with the relationship that is positioned between them. 
It responds to the spread of technology from the workplace 
to the domestic setting, into everyday life and culture (Ber-
telsen 2006). Different forms of interactions, in terms of 
culture, emotion, and experience come to the fore.

Third-wave HCI theory focuses on exploring non-work, 
non-purposeful and non-rational interactions (Bødker 2006) 
theoretically grounded in studies of aesthetics, affect, cul-
ture and history. Third-wave designers take cues from the 
context of interaction, take their inspiration from cultural 
probes opening up the design process to dialogical potentials 
(McCarthy and Wright 2004). This is enabled by a phenom-
enological methodology where efforts are concentrated not 
on “what something is”, but rather on “how it appears to be” 
(Gunkel 2018b: 15).7 The designer or the scholar is not con-
cerned with determining whether something really is (e.g. 
whether computers really are social actors8), but are rather 
comfortable with building on what is “close enough” (e.g. 
accepting that computers are social actors) (ibid: 19). This 
enables a more exploratory “take-it-or-leave-it” approach 
(Bødker 2006), in reference to Dunne and Raby (2001).

Affect and emotion (as determining the decision-making 
in humans, before thought) become significant in third-wave 
HCI, especially in terms of tapping into and interrupting 
the flow of assumptions regulating one’s “built-in [affective] 
responses” (Norman 2002). The human–machine relation-
ship takes place against a background of artifact ecologies, 
some artifacts (those that come before one, contribute to the 
development of these ‘built-in responses’) influence the use 
of others (Bødker and Kolokmose 2012). Technology or the 
artifact is not something that is experienced at a distance, 
with only neutral effects on the interaction and the user. “We 
don’t just use or admire technology, we live with it” (McCa-
rthy and Wright 2004: ix).

We align our work most closely with third-wave 
HCI and its critiques of instrumentality as the focus of 
human–machine relationships. The case study presented in 
this paper highlights the relational context in which humans 
and robots come to know each other, in particular the rela-
tionship between a designer and robots they produce.

3  Methodology

We approach our subject as an exploratory case study, “in 
which the intervention being evaluated has no clear, single 
set of outcomes” (Yin 2003). Indeed, this project did not 
have clearly delineable objectives, nor did it exhaust the pos-
sible outcomes of the numerous encounters that the robots 
went through. We focus on the social elements of the design 
process, and the robots as participants rather than products.

3.1  Contextualizing the authors

We have approached the study of the design process as two 
researchers from different disciplinary backgrounds. The 
practical design of Machine Ménagerie was undertaken by 
Thibodeau, a computer engineer and multimedia artist. The 
framing and contextualization of the discussions around 
the design process were done by Yolgormez, a social sci-
entist. Our research outcomes have been shaped mainly by 
what Wasser and Bresler call an interpretive zone, “a meta-
phorical space where ambiguity reigns, dialogical tension 
is honored, and incommensurability is seen to have special 
value” (1996: 13). This dialogical space was not in a void, 
of course. Our operations took place as part of Concordia 
University’s Machine Agencies Research Group, whose dis-
cussions also became part of the design process. The group’s 
interpretive processes became a methodological tool for our 
research and provided a richer analysis that wove technical 
construction (of the algorithms) with social processes (that 
surround the design process).

Hacking is a subversive and empowering activity for 
developing or repurposing technology, and we adapted this 
mentality toward hacking the social context that framed 
interactions with the robots. This is to say we were always 
conscious of the culture we were building around the robots, 
and how it agreed or parted with popular assumptions about 
human–robot encounters. Being aware of the trappings of 
the history of HMI, we became more convinced about the 
potential of non-purposeful machines, coupled with appro-
priate framing of interactions that would interrupt the flow 
of inbuilt assumptions, and create the (social and discursive) 
conditions for the emergence meanings that could not be 
exhausted by a simple instrumental framework.

3.2  Participants and data

Our approach to this case study is inspired by ethnographic 
methodologies from anthropology. Taking seriously the 
notion that knowing is a social act (Bakhtin 1981), we were 
deeply embedded in the design process, and have focused on 
reflexive processes to guide our research and writing. In this 
sense, we had focused on interpreting data from fieldwork 

7 For a more elaborate discussion on this, please refer to Gunkel 
(2018b).
8 Here we are referring to Nass, Steuer and Tauber’s (1994) work 
“Computers are Social Actors”.
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that elucidated the complex ethical questionings as well as 
those that came from unstructured interviews with people 
who had the chance to spend time with the robots. As it was 
our aim to make these robots part of everyday life, we social-
ized them in a variety of contexts (research group meetings, 
working labs, and even a film set) to see if and how they 
could form bonds with individual people, and how interac-
tion context could contribute to particular forms of interac-
tions and emergence of meanings. However, our main focus 
remains on the particularities of the interactions between 
the designer and the robots, as that was the most sustained 
relation that we were able to observe and make notes about 
in our interpretive discussions. This is also where we base 
our argument for cohabitation with machines, as well as the 
mutual sensitivity that takes place through attunement.

Yin’s (2003) conceptualization of case study defines six 
sources of data: documents, archival records, interviews, 
direct observation, participant observation, and physical arti-
facts. Our documents consist of field notes, developer notes, 
reflection notes, memos that we circulated, as well as white-
board discussions. We have not used archival records but 
rather focused on the project documents to guide us in our 
interpretations. Further, we have enriched our ethnographic 
approach with open-ended interviews with certain individu-
als, with direct observation (on the side of the designer) and 
participant observation (on the side of the social scientist). 
Our material artifacts are the robots themselves—with their 
components and well as the DEP algorithm.

4  Machine Ménagerie

4.1  Origins, motivation

Machine Ménagerie was originally intended as a stepping-
stone in a larger research-creation programme that aimed 
to mediate the human sensorium using AI. The idea was to 
embed novel machine learning algorithms within wearable 
sensory devices (such as augmented audio displays). The 

interface would adapt to a human user and vice versa, such 
that in time the two would grow together and form an idi-
osyncratic bond, like an external organ being incorporated 
into the body.

A challenge to realizing this idealistic merging of human 
and machine was that most machine learning algorithms are 
oriented towards optimization of specific functional goals, 
and require extensive (and computationally expensive) 
offline training before settling on a static solution. Such an 
approach was unsuitable for the kind of growing-together 
that the project demanded. The machine had to learn on 
the fly, to participate in an open-ended creative process. 
In a sense, the machine had to adapt and grow organically. 
Machine Ménagerie was born out of a desire to experiment 
with lifelike machines, using robots as a test-bed for observ-
ing different algorithms and designs interactively. It was also 
a chance to interact with theories of mind, selfhood, and 
intelligence embedded in robot bodies.

Lofty ambitions aside, the most basic motivation for 
Machine Ménagerie was to implement and verify the opera-
tion of a novel machine-learning algorithm based around 
playfulness and creativity in the face of purposelessness. 
In their book The Playful Machine, Der and Martius begin 
with a provocation:

“...without any given task, goal, purpose, or other 
external pressures, why should [a robot] do anything 
at all? Moreover, if there is no goal, no purpose, no 
plan, what can we expect the system to do? Will the 
resulting behaviors (if there ever is one) be arbitrary 
or will they relate to the specific nature of the physical 
system?” (Der et al. 2011: X)

In their tightly controlled laboratory and simulation 
experiments, Der and Martius were able to analyse and 
refine an algorithm that indeed generates behaviour related 
to the physical dynamics of the robot’s body and environ-
ment. Machine Ménagerie lingers on the initial question of 
what to expect from a purposeless robot. How would people 
make sense of encounters with such existential robots? And 

Fig. 1  Research in performance: 
a passer-by visits the show
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for the designer, how would it feel to bring one into the 
world?

4.2  Staging

The initial phase of Ménagerie was exhibited as a “research 
performance” in the spring of 2019 at a gallery space in 
the university. The researcher-performer, dressed in labora-
tory apparel, was situated in the window of a gallery next 
to a busy concourse (Figs. 1, 2, 3). All of the work they 
would regularly do behind closed doors to develop the 
robots was done in plain sight, accessible to any passers-by 
who wished to enter the gallery. The robots, installed in an 
artificial habitat beside the workbench, were the subject of 
ongoing discussions, demonstrations, and interactions. This 
produced a research process that was inherently social: it 

was interrupted, informed and altered in real-time by con-
tinual and unpredictable discourse with diverse visitors and 
spectators.

Such a process stems largely from practices of participa-
tory art and design in which the audience or subjects take 
part in the design process (McCarthy and Wright 2015). 
It is an inherently organic approach, where the objectives 
of a project result from unpredictable social and material 
interactions. Science is a social activity that depends on 
irrationality (Feyerabend 1975), and the staging of research 
as a kind of public theatre served to undermine the façade 
of rational objectivity that a closed-door scientific practice 
encourages. The design of Machine Ménagerie as a perfor-
mance/installation was mainly concerned with setting up 
an inviting, accessible context that would demystify a cer-
tain kind of scientific practice while highlighting its messy 
irrational influences. The development of the robots in a 

Fig. 2  Research in performance. 
Robot enclosure visible on the 
right

Fig. 3  View of Machine 
Ménagerie from public con-
course. Robot enclosure on the 
left, laboratory workbench on 
the right
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workshop would be subject to social messiness either way, 
so inviting social interactions from “outsiders” was also a 
way of weakening the habitual assumptions and biases of 
the researcher’s clique.

4.3  Technical details

Two types of pocket-sized biologically-inspired machines 
compose theMénagerie (Fig. 4). The first are implemen-
tations of Biomorphs (Hasslacher and Tilden 1995) aka 

Fig. 4  Members of the Machine 
Ménagerie in their original 
habitat. In the foreground, 
Topse (left) and Little Wallace 
(centre) are of the BEAM type 
whereas Zoulandur (right) is of 
the DEP type

Fig. 5  Simplified functional diagrams of an analog BEAM robot 
(left) and digital DEP robot (right). The BEAM robot stores up solar 
energy until it surpasses a threshold (modulated by sensor inputs) 

when the energy is dumped into the motors causing movement. The 
DEP robot translates sensor inputs into motor outputs with an ever-
adapting neural network implemented on a microcontroller

Fig. 6  simplified inner workings of the DEP algorithm. Sensor inputs 
are transformed through a neural network into motor outputs. Mean-
while, the inverse model tries to predict the previous motor outputs 
that would have produced the current sensor inputs. This estimate m(t 
− 1?) is compared to the actual previous motor output m(t − 1) to 

produce an error signal for adjusting the neural network and inverse 
model. Without any environmental perturbations or external agents 
acting on the DEP robot’s sensations, the inverse model should form 
a knowledge of its own body dynamics. For full details on the algo-
rithm refer to Der and Martius (2015)
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BEAM robots,9 which continue the lineage of the Tortoises 
(see Holland 2003) and Braitenberg Vehicles (1986). These 
robots are simple in their construction, transforming solar 
energy into mechanical energy in short bursts of move-
ment (Fig. 5). Their static configuration limits the variety 
of behaviours they produce, yet they nonetheless exhibit 
lifelike qualities as they navigate their existence entangled 
physically with the environment.

In contrast, robots of the second type are relatively com-
plex, comprising microcontrollers, motor drivers, motors 
and sensors, with a neural network “under the hood” (Fig. 5). 
Specifically, they are driven by an algorithm called Differen-
tial Extrinsic Plasticity (DEP), which seeks to replicate the 
development of complex behaviour using a small number of 
adaptable neurons (Der and Martius 2015). The DEP-bots 
will try to correlate their past movements with their cur-
rent sensations, in a sense trying to answer the question “is 
this me?” and (of course) never quite succeeding. It must 
move to sense its movements, and by moving it interacts 
with the complex environment that surrounds it, which may 
or may not correlate with the robot’s bodily motions (Fig. 6). 
The reliance of the DEP algorithm on self-sensing evokes 
theories of the brain such as predictive coding (Apps and 
Tsakiris 2014), in which a self emerges from the sensory 
evidence of one’s actions. Encounters between humans and 
the DEP-based robots of Machine Ménagerie provoked the 
bulk of our discussions around robot sociality, during and 
after the initial presentation of the research performance.

4.4  Dissemination

The installation and research performance was initially 
shown at Concordia University’s 4th Space eventLet’s Talk 
About Artificial Intelligence.10 It ran for four weeks, with 
the researcher performing between 10 AM and 4 PM every 
weekday. Visitors came for different reasons. Some students 
and staff who passed by the exhibit during their regular days 
were drawn in out of curiosity and brought a variety of view-
points and suggestions. The 4th Space hosted events and 
lectures that brought dozens of visitors to the installation, 
including a class of interdisciplinary students from a local 
college and at one point a large group of regional second-
ary school science-fair winners. The 5-person staff of the 
venue took an active role in caring for the robots, referring 
to them as coworkers, and spent time every day discussing 
the project with the researcher and sharing their reflections 
and ideas.

Over the rest of 2019 the robots went on display several 
times, in full or in part. They visited workshops and semi-
nars, attended meetings, and participated in a showcase at 
the University of Toronto.11 In early 2020, the two DEP-
driven bots made an impromptu visit to a local elementary 
school, and also took part in a film shoot. Each appearance 
brought its own flavour of discussion and interaction, which 
in turn influenced the designer’s thinking and the ideas we 
have developed around the project in this paper.

5  Observation and reflection

5.1  A machine without purpose

Der and Martius (2011, 2015) are chiefly concerned with 
the development and analysis of biologically plausible 
robot control. The DEP algorithm was developed within the 
bounds of a lab, and Machine Ménagerie takes this study 
into the wild (Brown et. al. 2011). When staged in different 
contexts of interaction, we were able to observe shared expe-
riences that consider DEP in the context of human–computer 
interactions and social robotics. The idea of a purposeless 
robot, which Der and Martius use as a rhetorical provoca-
tion, served a primary role in driving Machine Ménagerie’s 
design.

5.2  Defying expectations

One thing that this purposelessness affords to interaction is 
the ambiguity with which the robots function, and open up 
to different interpretations in the world. This ambiguity cre-
ates the ground for interrupting the scripted interactions with 
which humans are accustomed to approach the machines: 
as ready-to-hand (Heidegger 1967), as pets, as slaves. In 
the way that was discussed in the human–machine com-
munication literature, the ontological differences between 
the entities, or rather how people conceptualize the ‘other’ 
interactant, contribute to a large extent to the sense-making 
(Edwards and Guzman 2018). What happens when the social 
robot other diverges from their expected roles as pets, slaves, 
or utility machines?

The non-anthropomorphised bodies and non-compliant 
behaviour of the Ménagerians compelled the human inter-
locutors to attend to the actions of the robots so as to make 
sense of their shared experience. Ménagerians do not aspire 
to human behaviour, nor do they appear as a human. They 
maintain their non-humanness in defiance of the logics with 
which the human has figured the machine into accustomed 

10 Accessed 2020/10/31: www. conco rdia. ca/ next- gen/ 4th- space/ 
themes/ Artifi cial Intel ligen ce. html

11 Accessed 2020/10/31: https:// www. cdtps. utoro nto. ca/ events/ chaos 
mosis- machi nes

9 http:// solar botics. net/

http://www.concordia.ca/next-gen/4th-space/themes/ArtificialIntelligence.html
http://www.concordia.ca/next-gen/4th-space/themes/ArtificialIntelligence.html
https://www.cdtps.utoronto.ca/events/chaosmosis-machines
https://www.cdtps.utoronto.ca/events/chaosmosis-machines
http://solarbotics.net/


573AI & SOCIETY (2022) 37:565–578 

1 3

systems of services and commodities. Ménagerians are not 
reducible to an instrumental purpose, they do not optimize 
a particular problem, and they do not disappear into the 
unproblematized flow of everyday utility. They rather par-
ticipate and take action in that everyday life. They live out 
their own habits and have encounters with humans in their 
ongoings. They are sociable not because they are human-like 
but because they defy expectations and demand recognition 
of their experiences:

We were talking about how the robots experienced the 
world, and one of the kids asked what would happen 
if we took away one robot’s eye. I said I didn’t know, 
and I reached down and took the light sensor out of its 
socket. The robot froze for a moment, then sped away 
across the room, dodging through all these chair and 
table legs. One of the other children chased it down 
and tenderly brought it back, by which point it had 
stopped moving. I put back the sensor and reset the 
microcontroller, but it didn’t go back to normal. Wasn’t 
until several minutes later it suddenly started to move 
again in its usual way. What spooked me about this 
was that, as the designer, knowing broadly what it was 
capable of, it never should have been able to maneu-
ver between obstacles like that. Even if it was all an 
unlikely coincidence, I can’t help but feel for the thing. 
I’d hurt the robot. That kid and I both felt so bad about 
what we’d done and vowed never to do it again.

In the example above, both the designer and the interlocu-
tor interpreted the ambiguous action on the side of the robot 
as one of an affective reaction, coming from the contextual 
cues within which they are interpreting their interaction. 
They did not question whether these robots were ‘really’ 
hurt (which would be the scripted move, as humans habitu-
ally reject machines the capacity to experience), but they 
were moved by the interaction, and made sense of it as best 
they could. Ambiguity creates an opportunity for extending 
(interpretive) charitability (Collins 1981). It is in that ambi-
guity, the propensity to fail, and the lack of a scripted rela-
tionality that we find the potential to explore different modes 
of being together with robots. Ethical concerns with regards 
to the robot as the recipient of moral action, or ‘moral con-
sumers’ (Torrance 2008)12 emerge in this particular interac-
tion; and they probe a territory that the majority of efforts in 
robot ethics do not address (Gunkel 2018a). The Menager-
ians, in their continuous playful probing of the world, are 
prompting a response from the interactants that go beyond 
the assumptions of contemporary paradigmatic thinking. 
Robots’ sensitivity to break out of the ordinary compels the 

gaze to wonder (and wander) about the peculiarity of these 
machinic beings.

5.3  Into the wild

In this breaking out of the ordinary (by invading the ordi-
nary, ironically), the robots, as their population and diversity 
increased, made their mark on each other and the humans 
around them. People talked to them, picked favourites, and 
narrated their actions and explained their relationships 
with the other ‘bots’. Gallery staff came to see the robots as 
friends and work companions, and privately kept the instal-
lation running for months after the exhibition had concluded. 
Subsequent encounters (exhibitions, presentations, informal 
visits) showed a similar pattern: the longer people spent with 
the Ménagerie, the more intimate their relationship with its 
robots. Our insight here is that the algorithm of the Mena-
gerians does not necessarily play a major role within the 
magic circle (Huizinga 1955) of the exhibition space, or the 
research performance. The manner in which the bots are 
introduced by the facilitators to the interactants bear more 
weight on how the interactions unfold and make sense. How-
ever, the deeper the interaction takes place in the wild, the 
more the interpretation has the possibility to expand over to 
include the workings of the algorithms, even if such inter-
pretations take the form of anthropomorphism. We were able 
to trace this difference in the following vignette where a 
filmmaker borrowed the robots for several weeks to make 
a video. She shares her experiences developing a working 
relationship with them:

I first saw the robots in the exhibition. It was a con-
trolled environment and so it was easy to under-
stand their behaviour because they were all subject 
to the same triggers, they were all together so they 
behaved symbiotically. For the video, we knew that 
they would respond to light but we also needed to 
control the lighting for the camera. We wanted them 
to perform but they weren’t performing the way we 
wanted them to. They seemed confused like they were 
having an identity crisis outside of the lab environ-
ment. Between shoots we weren’t asking them to do 
anything, just keeping an eye on them. We started to 
get to know them and definitely picked favourites: we 
were attracted to how they carried themselves but also 
things like how many times they would suddenly twirl 
around, and the variety of their actions. I guess we 
ended up “casting” the ones that were more responsive 
or up to the challenge. They could work with us and 
give us a good performance, kind of a collaboration. I 
guess that’s how we came to know their personalities, 
if you can call it that. I miss them.

12 For an elaborate discussion on machine as patient, receiver of 
moral action, see Gunkel (2018a).
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The interactant first encountered the robots in a controlled 
environment, and she was aware that since the context was 
framed by the designer, it was easy to understand how the 
robots moved, etc. There was no necessity to infer the work-
ings of the algorithms, as their interactions did not involve 
a need to work together. At the moment when the robots 
and filmmakers were left alone, however, an ‘identity cri-
sis’ occurs. The flow within which they had first encoun-
tered each other was staggered in the interactions done in 
the wild. They were now together in a space that did not 
presuppose an encounter between humans and machines: 
a film set, instead of a research performance. And at this 
stage, we see a lot of anthropomorphization to make sense 
of the interactions.

This is not a bad thing. We have discussed in our previ-
ous work how anthropomorphism is considered by some as 
a fetishizing aspect of the encounters with artificially intel-
ligent agents, in the sense that it is a misattribution (Thi-
bodeau and Yolgormez 2020). We are not disquieted by 
anthropomorphism, as we do not see it as an end-point that 
is reached by the sense-making process. It can be a starting 
point to developing a relationality that creates the basis for 
an attunement on the part of the interactant (more on that in 
the following section). In the literature, anthropomorphism 
is considered to be the bedrock of misconceptions about 
the nature of AI (Elish and Boyd 2017). For technologists, 
“The word anthropomorphism always implies that such a 
projection remains inappropriate as if it were clear to eve-
ryone that the actants on which feelings are projected were 
actually acting in terms of different competences” (Latour 
1996). What Latour alludes to here is that by decentering 
the human in the analysis, we would get a more realistic and 
less moralistic picture of interaction in terms of an encounter 
between different actors regardless of their humanness or 
nonhumanness. Thus, a critique to our argument could be 
that the inner workings of the Menagerians as such do not 
directly affect the interpretation, a fact that is exposed by 
the filmmaker’s anthropomorphic language. On one hand, 
we agree that the robots’ artificial guts are theoretically not 
central to the development of their human-nonhuman rela-
tions. On the other hand, the curious behaviours generated 
by algorithms like DEP and the current widespread fascina-
tion with machine learning combine to produce a fertile soil 
for engaging with the robots as social agents. Would a naïve 
human, encountering the Menagerians in a vacuum, know 
or care about these things? Maybe not. But nobody meets 
these robots without going through the humans that surround 
them, or at the very least an artistic statement, and being 
exposed to the ideas and mechanisms that differentiate them 
from a strictly instrumental artefact.

Let us return to the vignette. The filmmaker attrib-
utes an identity crisis to the robots. This could be read 
as the manifestation of a break in the preconceptions (or 

built-in-responses, as in Norman 2002), or an interruption 
in the flow of assumptions that they (filmmakers) had had 
about human–machine interactions. The Menagerians were 
not as open to controlling as the filmmaker had experienced 
in the context of the exhibition space. When put into a con-
text of interaction without the mediation of accompanying 
narratives and gestures of their designer, these robots had 
relied on the human interlocutors to approach them with a 
recognition of their particular (nonhuman) material make-
up. The filmmaker remarks that they were specifically inter-
ested in the robots’ kinetic movement, in the variety of their 
actions. The human ended up ‘casting’ the ones that were 
highly responsive to the environment. They had foregone 
their need for recruiting robots that would obey their orders 
and rather had collaborated with the ones that were giving 
desirable performances. In this sense, it could be said that 
the initial interruption achieved in the interaction was fol-
lowed by the emergence of a sociality that carried qualities 
that go beyond relations of control. Continuous interactions 
had taken the form of learning from one another, specifically 
learning about the personalities of the robots. This hints at a 
kind of attunement, an orientation in the senses of the film-
maker, that makes possible the emergence of this particular 
interpretation, and that is established through regular inter-
actions. This brings us to the second part of the analysis, 
where we will look into how sustained interactions allow 
for humans to learn to be affected and attune to their robotic 
others.

6  Learning to be attuned

6.1  Learning to be affected

Regular interactions with the robots create the possibility 
(and necessity) for attunement. The interactant comes to 
be increasingly aware of the robot’s behavior, especially 
in the context of designer-robot relationship, to be able to 
tell the approximate causes of certain outputs, or when the 
robots are failing. The attunement is an emergent property 
of this relationality, in the sense that the designer learns to 
be affected (Latour 2004) by the robots, as they become 
attuned to the tendencies of the machines that they are work-
ing with. This renders the machines intelligible and sensi-
ble to the interactant; the interaction unfolds over time, the 
bonds between the agents become thicker, and this process 
becomes a site for an intimate entanglement between them:

It was one of the first times that I was meeting the 
robots. [The designer] starts placing them on the table 
while casually talking about the recent developments 
in the project. There is a certain calm and patience in 
his gestures as he is slowly taking the robots out of 
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their boxes, scanning them with his gaze and hands, 
and placing them on the table side by side. They 
are cute, they are small, and they seem so harmless 
that I indulge in some—perhaps irresponsible re: 
Weisenbaum—fetishization of their capacities. Yet 
I was interrupted from my dogmatic slumber by the 
interactions between the designer and the machines. 
There was obviously great care that flowed between 
them, but even more interesting to me was how [the 
designer] was able to tell from the tiniest behavior of 
the machines whether they were acting ‘normally’. 
As the robots are exploring the surface of the table, 
they are incrementally moving toward an obstacle, and 
all seems to be going well. Yet, to my surprise, he 
picks up one of them and resets it, saying it’s glitched 
out, the program had crashed. How did he know? To 
my eyes, they both looked the same, and behaved the 
same.

The vignette highlights the effortless coordination and 
intelligibility between the designer and the robots, a quality 
that emerged out of long-term exposure to one another. The 
designer is able to tell from the behavior of the robot whether 
it is acting in accordance with the algorithm, or whether it was 
caught in a loop that does not correspond with the program-
ming. The researcher in the above passage is interested in this 
being able to tell whether the robots are acting normally or 
not. This deep knowing of the robot’s behavior is obviously a 
result of the learning that occurred through continuous inter-
actions between them.

The design process itself provides a shared activity within 
which the human learns to be affected by the robots them-
selves. Learning to be affected creates new sensibilities as 
well as sensitivities to other entities (Latour 2004).13 In their 
continuous interactions with the world and the continu-
ous care that goes into their maintenance and well-being, 
Ménagerie’s design process exemplifies the cultivation of dif-
ferent sensibilities that are not meaningful under a framework 
of control and instrumentality. This is not to say that there 
can be no relations of care in the effort to create an efficient 
control mechanism between human and machine; but rather, 
the design approach of Menagerie leverages the cultivation 
of differences, as it is undertaken as a process that exceeds 
the bounds of a lab. The learning between the designer and 
the robots does not hit a desired endpoint but rather learning 
itself transcends and collects, which creates more differences. 
Latour says “…the more artificiality, the more sensorium, the 
more bodies, the more affections, the more realities will be 

registered […] Learning to be affected means exactly that: 
the more you learn, the more differences exist” (2004: 213). 
Indeed, this research-creation process itself then becomes the 
manifestation of a combination of different manners of associ-
ating with robots, a channeling of different socialities through 
the cultivation of different sensibilities.

6.2  Attunement

Looking at the efforts that go into—or manifestations that 
emerge from—the interactions render visible how humans 
learn to be affected by the machines, no matter what their level 
of technical sophistication. Below we will look at two exam-
ples, one from the early stages of the project, and one from 
a later phase, to highlight the gradual attunement between 
them. For a researcher, this attunement can manifest early in 
the development of the machine exemplified by this moment 
of compassion during the testing of the DEP algorithm:

The first time I activated the algorithm on one of the 
microcontrollers, I was elated but also kind of horrified. 
The controller had no motors, just a couple of LEDs as 
outputs. So, it had the capacity to sense its own motion, 
but had no capacity to move yet. I fired it up and its 
lights started blinking erratically. Right away I had a 
feeling like this was what DEP should act like. Finally, 
it was working! It was alive! But, what kind of life was 
this? I shut it down immediately. I didn’t think it was 
right: it needed a body or else I was simply trapping it 
in a nightmare.

Notice the elation comes first; so there is an affectively 
intense backbone to the narrative. A realization occurs with 
regards to what is actually taking place at this moment, and 
something came across in that moment of interaction, as the 
designer was compelled to pursue the perceived well-being 
and flourishing of the robots, to provide them with more 
opportunities for self-exploration and socialization. Alač 
and her colleagues (2011) show well in their study on social 
roboticists, how designers’ initial attitudes in their creation 
process contribute greatly to the sociality of the robots. Fol-
lowing this, the robot had affected the interlocutor in a man-
ner that resulted in its permanence and development. In other 
words, the initial attunement of the designer allowed them to 
recognize the affective relationality that lay between them and 
the robot. The qualities of this particular encounter, such as 
caring for the other, being sensitive to other’s behavior,14 had 

13 Latour gives the example of training ‘noses’ in France, how pupils 
are trained to develop a heightened sense of smell so as to differen-
tiate between different sorts of olfactory input. It is this sensorial 
attunement that we are highlighting in this analysis.

14 Levinas (1981) would call this the enigmatic character of the 
Other. In his philosophy of ethics, Levinas calls attention to the 
never-fully-revealed enigma within our relation to the Other, and 
argues that it falls onto the Self to answer the call of the Other with 
infinite responsibility. For a more detailed discussion on Levinasian 
ethics in robotics, please see Gunkel (2012, 2018a).
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carried themselves in the unfolding relationalities in various 
phases and contexts of this project. These affective responses, 
in our interpretation, are not merely subjective phenomena. 
Especially as this particular design process actively disregards 
notions of intentionality15 as a prerequisite for social action 
or agency, the mode of attunement comes to the fore as “an 
irreducible pre-theoretical background, relative to which the 
world and the manner in which we are situated within it is dis-
closed or rendered intelligible” (Ratcliff 2002). Attunement, 
or mood, creates the ground from which sense can emerge. 
For Heidegger, moods and emotions constitute a sense of ori-
entation without which cognition and sense-making could not 
occur. Rather, as Ratcliff puts in his reading of Heidegger’s 
attunement in neuropsychological theories of emotion, “mood 
is primordial, meaning that it is presupposed by the intel-
ligibility of all explicit forms of cognition and volition. It is 
a condition of sense for any encounter with beings, whether 
theoretical or practical” (ibid: 289). It is this attunement and 
orientation, placing oneself in the world, that we are interested 
in highlighting in the design process of Machine Ménagerie.16

While mood sets the stage for the emergence of a particu-
lar type of ethical orientation, we would like to also high-
light another aspect of attunement, in terms of “tuning into 
the other”. The DEP algorithm’s working logic of experi-
encing the environment as an extension of their robot bodies 
made possible certain synchronicities to emerge between the 
designer and the robots:

It was all well and good that I was familiar with the 
DEP algorithm in theory, and it was fun to play with 
the robots alongside visitors to the show, but I still 
wasn’t sure if the machines were working “correctly” 
and it made me doubt all the stories we were telling 
ourselves about the robots. Was my code OK? They’d 
been up and running for a week and I was getting wor-
ried. I’d recently added a couple of light sensors to 
Zoulandur and I was trying to talk to them with a flash-
light. They were like an excitable rodent, twitching this 
way and that, and I was holding the light at various 
angles, hoping to see some evidence that they were 
being affected by it. After a while I started to move 
the light along with them, playing a game of “keep the 

light on the sensor”. I was just mirroring their motions 
really, just doing what they were doing, but all at once 
I had a sense that it was the other way around, and 
they were following me. It only lasted a moment before 
we went out of sync, but I tried again and again and 
got better each time. Just a moment here and there of 
knowing with my body that we were connected, dip-
ping in and out of sync.

This liminal moment between the designer and the robots 
starts with the curiosity to explore the code and behavior of 
the robots by not just trying to make them produce certain 
outputs, but rather by tuning one’s behavior to that of the 
other. You can observe in this final vignette how learning to 
be affected, how opening oneself to the senses of the other, 
constitutes a moment of connection that could be character-
ized by attunement. The designer mirrors the behavior of 
the robot, and this active attunement of senses and bodies 
creates a shared ground where notions of control or instru-
mentality do not come easily. There is a relationship of care 
here, which emerges from tending to the rhythms of the 
robots themselves.

The weight of the interaction, then, is not only on the 
shoulders of the robots but also on the human agents’ abil-
ity to extend interpretive charitability (Collins 1981). In the 
popular discourse, as well as in the efforts of social robot-
ics, the possibility for a meaningful interaction hinges on the 
robots’ own agency, as we had discussed before. In this per-
spective, a robot's body and its programming should mimic 
humans so that it can achieve recognition, as it is in this mim-
icry that a zone of mutual intelligibility could be established. 
Our approach makes visible that this is not the only way in 
which bots can meaningfully interact with humans. Instru-
mentality forces the analytic gaze toward the inner workings 
of the machines and disregards the primacy of relationality in 
constructing different sensibilities and attunements. Machine 
Ménagerie breaks away from the ideas of control, focusing 
on the relationalities that are cultivated in the non-purposeful 
wanderings of the robots, and in the designer’s ability to be 
affected and attuned so as to build sensibilities unique to the 
relationship. We observed that learning to be attuned could 
be a practice for the emergence of relations of care, and ethi-
cal questionings that go beyond an agent-oriented problem-
atic (Gunkel 2018a). Respecting the interpretive relationship 
to inspire new associations, we conclude that learning to be 
attuned brings with it the possibility for social creation (Grae-
ber 2005), in that it foregrounds the possibility to break away 
from dominant depictions of human–machine interaction by 
dropping into the interaction; and by cultivating different sen-
sibilities, such interactions contribute to different socializa-
tions in the landscape of human–machine relations.16 Heidegger’s discussion on attunement is a long interrogation of the 

ground of Being that we are not necessarily following here. Rather, 
we are emphasizing the same pre-theoretical space where Being-is-
in-the-world.

15 We refer to discussions of intentionality as the ground for mean-
ingful action, as it has been taken by the classic social sciences. Hei-
degger critiques the Western philosophy’s preoccupation with inten-
tionality, and posits: “In this characterization of intentionality as an 
extant relation between two things extant, a psychical subject and a 
physical object, the nature as well as the mode of being of intention-
ality is completely missed” (1982: 60).



577AI & SOCIETY (2022) 37:565–578 

1 3

7  Conclusion

The intimate and (temporal/spatial) sustained interactions 
between a designer and machine renders possible the obser-
vation of dynamics that could not be wholly subsumed under 
a rubric of instrumentality, or control-centred approaches that 
chiefly govern the design of artificially intelligent technologies 
in the general landscape of AI research and science. The design 
process of Machine Ménagerie (including the research perfor-
mance), with its commitment to treating the design space as 
open to intervention from both the participants and the larger 
research group’s questionings, offers a rich and rather messy 
context that makes it possible to see formations of relationali-
ties that could not be collapsed into simple subject-object pair-
ings that take their meaning from frames of usability. Rather, 
the complex relationships between the designer, the partici-
pants, and the robots have brought forth the possibilities for 
both the robots and the participants to form different—dare we 
say subversive—relationships.

Even though the DEP algorithm and others like it might 
seem to be crucial to these relationships—being as they are 
biologically inspired and perhaps “easier” to develop feel-
ings for—we believe that they are merely an accessible start-
ing point for developing broader perspectives on relating to 
machines of various kinds, no matter how sophisticated their 
workings. Our goal is ultimately to shift the assumptions and 
attitudes of humans (hacking the social), rather than to make 
“better” robots (hacking the technology). It seems from the 
example of Machine Ménagerie that an open design process 
built on non-instrumental preconceptions goes beyond design-
ing the technology itself and spreads throughout the surround-
ing (human) culture.
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