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Abstract
To integrate social robots in real-life contexts, it is crucial that they are accepted by the users. Acceptance is not only related 
to the functionality of the robot but also strongly depends on how the user experiences the interaction. Established design 
principles from usability and user experience research can be applied to the realm of human–robot interaction, to design 
robot behavior for the comfort and well-being of the user. Focusing the design on these aspects alone, however, comes with 
certain ethical challenges, especially regarding the user’s privacy and autonomy. Based on an example scenario of human–
robot interaction in elder care, this paper discusses how established design principles can be used in social robotic design. It 
then juxtaposes these with ethical considerations such as privacy and user autonomy. Combining user experience and ethical 
perspectives, we propose adjustments to the original design principles and canvass our own design recommendations for a 
positive and ethically acceptable social human–robot interaction design. In doing so, we show that positive user experience 
and ethical design may be sometimes at odds, but can be reconciled in many cases, if designers are willing to adjust and 
amend time-tested design principles.
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1 Introduction

In the near future, assistive robots will become increasingly 
common in everyday life. The more robots are designed to 
share the same environment with humans, the more impor-
tant it will be to consider the touchpoints between the two 
of them. To be fully integrated into the home and everyday 
environments, robots need to be equipped with capabilities 
to communicate and interact with us—preferably in a way 
that we can intuitively understand and react to. This is espe-
cially important in the context of elder care, which is often 
discussed as one of the main application areas for social 
robotics. Elderly users are more likely to face communica-
tion challenges such as impaired hearing and speech and 
tend to be more inexperienced with emerging technology. 

Therefore, they are often less likely to readily accept them 
in their daily lives or even their homes (Chien et al. 2019). 
Furthermore, to ensure the acceptance of robots, multiple 
aspects such as trust, expectations, and preconceptions 
towards them need to be considered when designing for 
elderly people (Frennert et al. 2020).

The interaction design should focus on the wellbeing and 
comfort of novice users as well as positive User Experi-
ence (UX). In the long run, these are the key factors for 
continuous use and acceptance of a social robot (Lamers 
and Verbeek 2011). For this, HRI researchers and designers 
have drawn upon existing usability and UX design principles 
that have been established for conventional software systems 
(Alenljung et al. 2017; Khan and Germak 2018). However, 
these design principles need some adjustment with respect to 
the physical presence and autonomous behavior of the robot. 
Unlike software systems, robots have a physical body. They 
are designed to move around and initiate interactions based 
on their own reasoning.

While there are a variety of interaction design and person-
alization strategies within the realm human–robot interac-
tions (HRI) that can be used to enhance the UX and func-
tionality of social robots, they come with certain ethical 
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repercussions. Especially two aspects need to be critically 
assessed: loss of control and the disclosure of personal data. 
A potential loss of control can manifest itself when the robot 
acts autonomously and the user is not able to fully under-
stand or influence the course and outcome of the interaction 
(Sharkey and Sharkey 2012). Loss of control may be a seri-
ous ethical issue, opening the possibility for manipulation 
and paternalism (Darling 2017; Dworkin 2017). It can also 
lead to the infringement of fundamental ethical principles 
such as decisional autonomy, self-ownership, and one’s own 
ideas about the good life (Frankfurt 1987; Turkle 2010).

On the other hand, not only personalized HRI applica-
tions that are based on a user profile require a fair amount 
of personal data disclosure. Already a robot’s basic spa-
tial orientation, movement, interaction initiation etc. are 
all dependent on constant sensory intake and aggregation. 
These in turn allow to draw many inferences on personal 
data about the user’s home, daily schedule, lifestyle choices, 
and possibly health issues (Calo 2012; Rueben et al. 2017). 
A well-designed and seamless interaction might even exac-
erbate this issue by making it difficult for the user to realize 
that her privacy is at stake. In addition, manipulative interac-
tion design can lead users to reveal more personal informa-
tion than they are willing to. Privacy infractions are serious 
ethical issues, as they touch on the right to informational 
self-determination (Heesen 2017), as well as questions of 
maintaining one’s personal identity (Roessler 2004).

In this paper, we show how, in HRI design practice, the 
two viewpoints of UX and ethics can inform each other and 
should thus be more closely connected. In doing so, we start 
from the practitioner’s point of view to incorporate ethical 
decisions right into the developing process (Riek and How-
ard 2014). By balancing the user’s well-being and comfort 
(as the fundamental UX design principles) with ethical prin-
ciples such as autonomy and privacy, we explore the inter-
dependencies between ethical and UX design and extend 
existing design principles to adjust both stances, and to 
deduce design recommendations for positive and ethical HRI 
design. Our considerations are based on use cases of social 
robotics in elder care developed within the NIKA project.1

We will start off in Sect. 2 with an overview of the 
research of social robotics and situate our own undertaking 
within this field. In Sect. 3, we describe the user-centered 
design principles that were used for the interaction design 
in the scenarios. These principles are well-established in 
usability and UX research, where they are frequently used 
to design for positive experiences with technology. With 
small adjustments, the same guidelines can be applied to 
social HRI, in order to design a robot’s behavior from the 

user’s perspective. Sect. 4 introduces two scenarios describ-
ing common interaction situations between a social robot 
and an older adult in a home setting. The scenario features 
Frank as a fictional generalized user (“persona”) and NIKA 
as a fictional robot companion. We decided to use a fictional 
robot, in order not to be limited by the technical state of the 
art as well as the sensory and motoric limitations of actual 
robots. In Sect. 5, we discuss the described scenarios from 
an ethical perspective, with a focus on issues regarding loss 
of control and informational privacy. For both concepts, 
we highlight potential discrepancies between the initial—
comfort and wellbeing-focused—interaction design and 
ethical principles such as autonomy, information privacy, 
and manipulation. Based on these discussions, in Sect. 6 we 
deduce design propositions to revise the initially proposed 
scenarios to balance UX design and ethical considerations. 
Finally, in Sect. 7 the main insights of our work are summa-
rized as design recommendations for balancing ethical and 
UX design principles in HRI design.

2  Social robotics and elder care scenarios

Social robots are robots that operate in the vicinity of human 
beings and are designed to interact with humans. Cynthia 
Breazeal (2004) specifies the ability of social robots to 
engage in human-like communication as follows:

“A social robot is able to communicate and interact 
with us, understand and even relate to us, in a personal 
way. It should be able to understand us and itself in 
social terms. We, in turn, should be able to understand 
it in the same social terms.”

With the advance of social robots and their increasing 
application in daily life, it is crucial to carefully consider 
the future role of robots and the design of their interactive 
abilities that will allow them to fulfill these roles. Towards 
this goal, interaction design and ethics have to work hand in 
hand to promote robotic applications that match the users‘ 
expectations as well as their needs and are, at the same time, 
in line with societal and ethical considerations. On a funda-
mental level, these considerations include the question of 
emotional bonds with robotic systems and the questions of 
a good life (Sparrow et al. 2006; Turkle 2010; Seibt et al. 
2016; Bryson 2018). Furthermore, designing social robots 
may result in emotional dependencies that could be easily 
exploited by companies and other actors (de Graaf 2016), 
or could have “serious harmful effects on the subject” when 
therapeutic or care robots are removed (Riek and Howard 
2014).

Careful interaction design is especially important for nov-
ice user groups such as older adults who often lack the expe-
rience to be aware of these effects (Chien et al. 2019). At the 

1 Funded by the German Federal Ministry for Education and 
Research (BMBF),16SV7941, 16SV7944.
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same time, there is a serious concern that these user groups 
are less likely to accept unfamiliar technologies, especially 
when an artificial social agent is suddenly introduced in 
a private space such as the home. It is thus important to 
also make sure that the robot’s behavior is in line with the 
users’ individual expectations and needs to ensure that it is 
accepted and used in the long term (Broadbent et al. 2009). 
Therefore, it can be beneficial to involve elderly people in 
the design process in order to understand their concerns, 
needs, and wants as well as to gather their feedback on 
design or interaction propositions (Fischer et al. 2020).

In the discussion on the design of robotic applications 
for older adults, applications for assisting actual care tasks 
enjoy a special focus (Coeckelbergh 2016). This paper, on 
the other hand, concentrates on applications that help to 
maintain elderly health and fitness and thereby preserve their 
self-reliance and autonomy as long as possible. Research 
has shown that this can be achieved by frequently engaging 
in leisure activity, especially if these activities are related 
to physical and cognitive training: A constant engagement 
in these kinds of activities has a positive effect on cogni-
tive functions, overall well-being, and life quality (Everard 
1999; Park et al. 2014). Physical and mental fitness can be 
increased (Sasidharan et al. 2006), and health-related prob-
lems such as diabetes, dementia, and cardiovascular diseases 
are reduced (Lotfi et al. 2018). While these activities may 
be beneficial from a health perspective, individuals are not 
always motivated to engage in them, especially over a long 
period of time. In this regard, carrying out such an activity 
together with other people has been found to positively affect 
motivation (Sasidharan et al. 2006).

Increasingly, however, elderly persons live alone and 
do not have the necessary social environment to do these 
exercises with a partner on a regular basis. In these cases, 
a social robot can be an alternative to support sustained 
engagement. A personal robot can encourage and motivate 
physical and mental exercises by acting as a sparring partner 
or coach, providing social interaction and companionship 
(Fasola and Mataric 2012). Being able to physically engage 
in activities together with the user, is a significant advantage 
that embodied technologies such as robots can offer over 
other technical devices (Lee et al. 2006).

To maximize user motivation and engagement, the robot 
needs to be able to adapt its behavioral strategies to the indi-
vidual user’s needs, abilities and preferences. This can be 
achieved by applying the principle of personalization (Daut-
enhahn, 2004; Syrdal et al, 2007). For this, many robots 
are designed as self-learning systems that can adjust their 
behavior to the interaction context and the user’s individual 
needs and preferences. To this end, it is necessary to first 
develop a user profile—a model of the user that includes all 
relevant user characteristics that the robot needs to take into 
account (Karami, Sehaba and Encelle 2013). As a next step, 

different possible behavior patterns have to be designed for 
the robot. From these, the most suitable one is then chosen 
based on the user profile and context information (Pollmann 
2019; Pollmann and Ziegler 2020).

3  Designing social human–robot interaction 
based on usability and user experience 
(UX) design principles

Designing behavior mechanisms for robots that foster a posi-
tive UX is challenging since all modalities like e.g. move-
ment, gesture or voice need to be taken into account for an 
enjoyable and understandable interaction. Some attempts 
have been made to develop specific interaction principles 
for human–robot interaction. Drury (2004) proposed four 
design guidelines, namely “‘enhance awareness’ of the 
robots’ immediate surroundings by providing spatial maps, 
‘lower cognitive load’ by fusing sensor information automat-
ically instead of letting the user fuse it mentally, ‘increase 
efficiency’ by providing a user interface that supports the 
control of multiple robots and ‘provide help choosing robot 
modality’ and level of autonomy by the operator”. However, 
being based on computer-supported cooperative work, these 
guidelines provide insights into the technical specifications 
and control of the robot rather than its immediate interac-
tive behavior. More recently, Cruz-Sandoval et al. (2018) 
proposed six interaction design principles: “human–robot 
interaction is reciprocal, robots interact in an enjoyable way, 
robots are machines, robots are unobtrusive, robots are inclu-
sive and universal, robots do not create addictive behaviors, 
robots consider cultural, moral, and spiritual needs of users”. 
While these principles capture important qualities of HRI, 
they are still very vague and do not provide any concrete 
suggestions of how to design robot behavior that provides 
positive interaction experiences.

In a series of studies, Kahn et al. (2008) deduced and 
evaluated eight appropriate behaviors for social robots in 
common, recurring interaction situations: “The initial 
introduction, didactic communication, in motion together, 
personal interests and history, recovering from mistakes, 
reciprocal turn-taking in game context, physical intimacy, 
and claiming unfair treatment or wrongful harms”. While 
these design patterns are certainly contributing towards sys-
tematizing design goals and providing first instruction for 
HRI design, they are still very preliminary and can only be 
regarded as a first step. They also predominantly focus on 
verbal interaction between robot and user and have been 
established based on robot-child interaction scenarios.

In UX Design, the goal of designing intuitive, enjoyable 
interaction with technical systems is supported by various 
design guidelines and heuristics such as Nielsen and Molich 
(1990), Nielsen (1994), Shneiderman and Plaisant (2010), 
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Norman (2013). Although there is a rich literature on the 
subject, for reasons of brevity and consistency we mainly 
refer to their paradigmatic work. To create positive experi-
ences while interacting with a robot, we adapted some of 
their well-known design guidelines and principles to the 
design of robot behavior.

Designing for the target group of elderly people, the focus 
on simplicity, comfort, and wellbeing, as well as the promo-
tion of a seamless interaction is particularly relevant. This 
is especially true, since for this demographic a robot is a so 
far mostly unknown interaction partner. This design perspec-
tive is based on usability and UX standards, as well as dif-
ferent principles and heuristics. Usability as one of the main 
goals of good design is attained when a user in a specific 
context is able to achieve her specified goals with effective-
ness, efficiency, and satisfaction (ISO 9241–11 2018). The 
second goal is to provide a positive UX, which is defined as 
a “person’s perceptions and responses resulting from the use 
and/or anticipated use of a product, system or service” (ISO 
9241–210 2006). It includes the user’s emotions, beliefs and 
perception—from the first confrontation with the product 
(even before use), until the product is discarded. Hassenzahl 
(2008) defines positive UX as a positive evaluative feeling 
when using the product. We summarize the positive effects 
of these design principles on the interaction design under 
the term of “seamless interaction”.

The following paragraphs provide an overview of the 
Usability and UX design principles which are applied in 
the NIKA scenarios (cf. Sect. 4) and outline how they can 
contribute to HRI design.

The efficiency of use is an inherent part of the definition 
of “usability”. Nonetheless, it is explicitly emphasized in 
many of the mentioned approaches, highlighting the fact that 
a system should be equally usable for any type of user, no 
expert knowledge required. Applied to intelligent systems 
such as robots, this might include self-initiated adjustments 
of the system to meet the user’s individual abilities and 
characteristics.

To make a technical system easy and pleasant to use, 
interaction designers should also make sure to minimize the 
user’s cognitive load (rather than increasing mental effort 
e.g. through complexity). This mainly means that the user’s 
information intake and processing is supported by visualiza-
tion and repetition of information. Thinking about assistive 
robots, this principle could even be extended towards smart 
robots that refrain from bothering the user with information 
that she does not need to complete a task. According to Druy 
et al. (2004), minimization of cognitive load could also be 
achieved by providing fused sensor information instead of 
making the user fuse the information mentally.

Consistency is another key requirement when designing 
any type of interactive system. Consistency demands that 
the system’s actions and output are always expressed in 

the same way. In HRI design, specifically, it promotes the 
understanding of the system, making it comprehensible 
and predictable.

The design principle of feedback emphasizes the impor-
tance of always making the system status visible to the 
user. In social interaction with humans, we are experienced 
enough to automatically and effortlessly deduce what state 
a person is in or what she is going to do. However, this is 
usually not the case for technological artefacts, especially 
if we are confronted with a system we are not familiar 
with. Applying the principles of feedback to HRI means 
to make sure that the user receives appropriate feedback 
clarifying the internal information processing of the robot, 
especially in relation to user input. This requirement is 
necessary for the user to be able to freely engage in natural 
interaction with the robot.

Another important design principle is error prevention. 
This principle states that error-prone conditions should 
be eliminated, if possible, to avoid that the user runs into 
problems with the robot and may even have to do trouble-
shooting on her own. Robots are often cutting-edge tech-
nology that can be rather intimidating to less technology-
accustomed users. Those tend to be hesitant regarding the 
long-term use of robots, among other things because they 
do not feel confident about the error handling.

The conceptual model refers to the user’s mental model 
expressing her perception of how the system works based 
on the appearance and structure it offers. All other design 
principles and decisions feed into this mental model. As 
robots are complex systems, designers should be careful 
that the robot’s features and interactive capabilities are in 
line with what its outer form and behavior suggests. If pos-
sible, a mental model that is similar to already internalized 
behavior patterns from the user’s everyday environment 
should be facilitated. At the same time, these behavior pat-
terns in combination with a certain humanoid outer form 
should not go as far as to raise expectations of, for exam-
ple, sophisticated human behavior. For non-expert users, 
it is, therefore, advisable to design the robot in a way that 
the users can easily form a mental model that is not too 
complex. To do so, complex internal processes, such as the 
analysis of sensor data and algorithmic inferencing, should 
be hidden from the user.

The design recommendations to support the user-
friendly robot design that we introduced so far mainly 
disregard ethical considerations. The proposed interac-
tion design principles based on UX and Usability guide-
lines are applied in the next section to two companion-
robot scenarios. In Sect. 5, we identify potentially critical 
points from an ethical perspective, and provide solutions 
to balance UX and ethical considerations in Sect. 6, which 
we note down as design recommendations in Sect. 7.
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4  NIKA: a social companion robot for older 
adults

The scenarios depict scenes from everyday interaction in 
the context of companion robots in homes of elderly peo-
ple, making use of a fictional persona called Frank, which 
is based on our empirical user analysis (NIKA 2019), and 
the conceptual companion robot NIKA. NIKA has been 
designed for elderly people still living in their own homes 
to prolong independent living. NIKA can remind its owner 
of appointments and routines, initiate and manage exer-
cises like quiz games or physical training, motivate the 
person to be active and suggest activities. To do so, NIKA 
has a broad variety of sensors to detect the user and her 
state as well as the surroundings. NIKA is designed as a 
self-learning system: It can interpret the recorded sensor 
data and adapt its behavior to the situation and the user’s 
preferences, in order to provide the interaction mecha-
nisms and functionalities best suited for the individual 
user.

4.1  Scenario 1: getting to know each other

The fictional persona “Frank” is modelled after one of the 
five main target user groups that we deduced from quali-
tative interviews we conducted with elderly people living 
in a retirement community and in a multigeneration house 
(NIKA 2019). In addition, our insights from site-visits 
in a daycare for the elderly and a workshop with experts 
working in elder care are included. Frank is 82 years old 
and has been a widower for more than six years now. He 
has been getting along quite well, but lately, it seems to 
be more and more difficult for him to maintain the house 
and keep up with his daily chores. He is also getting a bit 
forgetful. Thus, Frank has agreed to his daughter Rachel’s 
suggestion to buy the companion robot NIKA to keep him 
active and assist him with his daily routines. NIKA has 
now arrived at Frank’s house and he unboxes it. Like with 
many current intelligent home devices, Frank receives an 
instruction manual including the terms of condition, which 
he can agree with by simply turning the robot on.

Although NIKA is a quite complex technological prod-
uct and Frank has no experience with robots, the set-up 
process is made very efficient and comfortable for Frank. 
Through the voice interaction, Frank’s cognitive load is 
minimized. He does not have to tackle and comprehend the 
internal processing of NIKA. His user profile is created, 
and filled in passing without any effort. Frank does not 
have to learn a complex interface, while NIKA automati-
cally prevents him from making errors. The whole inter-
action is seamless and smooth. At the same time, NIKA 

provides implicit feedback. By starting to talk to Frank, 
NIKA does, for example, show that it is now active and 
starting to collect information about him. In summary, 
through the interaction NIKA promotes a very simple con-
ceptual model, which is easy to comprehend for novice 
users like Frank, since it simulates a human interaction 
partner. This makes the whole unboxing and set-up process 
very pleasant and convenient for Frank.

4.2  Scenario 2: let’s train your brain

NIKA knows from Frank’s user profile that he would benefit 
from brain training, and that he likes to play games (Fig. 1a). 
NIKA has access to a database with a broad variety of enter-
taining games that also stimulate the brain. For each game, 
NIKA can act out different characters (such as co-player, oppo-
nent or coach), to motivate the user to perform well in the 
game and keep on playing. NIKA can track Frank’s behavior 
through different sensors. Based on data analysis, NIKA can 
adjust the user profile over time and thus establish a more 
accurate profile for Frank. NIKA has, for example, learned 
from the data that Frank is not a morning person and usually 
not in the mood to play the quiz game before noon. NIKA has 
thus scheduled its suggestions for playing for the afternoon 
(Fig. 1b). After each interaction, NIKA records the relevant 
context configurations (time, Frank’s activity level, Frank’s 
mood) as well as motivational strategies that led to the desired 
(play the game) and undesired (rejection) reactions (Fig. 2g, 
h). Based on this data, Frank’s user profile is updated, and 
new rules are created for the algorithm that initiates NIKA’s 
interactions with Frank. 

This scenario presents a similarly seamless interaction 
between Frank and NIKA, comparable to scenario 1 (Fig. 3). 
NIKA is driven by the mission of maintaining Frank’s long-
term wellbeing and therefore uses different motivational and 
interaction strategies (Fig. 2). As a self-learning system, NIKA 
automatically draws conclusions from Frank’s responses and 
states, recorded by its sensors. Thus, the interaction is efficient 
and well-timed, tailored to Frank’s individual needs and NIKA 
can avoid unwanted disturbances and prevent potentially unfa-
vorable interactions. Frank’s cognitive load is minimized, as 
he does not have to remember his daily exercise himself, nor 
does he have to make complex decisions about which method 
to use for brain training. Through consistent behavior, such as 
always using the same beep to indicate that it is approaching 
Frank, NIKA makes its behavior easily predictable for him.
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5  Ethical considerations for social HRI 
design

Based on the two scenarios, we have shown how seamless 
interaction and the underlying,well-researched and -tested 
Usability and UX design principles play out in day-to-
day interactions. However, while the proposed interaction 

design of NIKA clearly contributes to Frank’s comfort 
and well-being, these design decisions can conflict with 
ethical considerations (Coeckelbergh 2015). Concretely, 
seamless interaction may infringe upon the user’s infor-
mational privacy and contribute to loss of control (Spar-
row and Sparrow 2006; Calo 2012). For this reason, we 
have to take a second look at the scenarios from an ethical 

Fig. 1  Scenario 1: first encounter of Frank and NIKA

Fig. 2  NIKA wants to motivate Frank to play a quiz and Frank agrees
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perspective, which might lead to a re-interpretation of the 
aforementioned design principles and—based on this—a 
redesign of the interaction design in the scenarios.

5.1  Informational privacy

Social robotics in all its instances has serious repercussions 
for informational privacy, for two reasons: First of all, robots 
are typically equipped with a variety of sensors to locate 
themselves in space and interact with their environment 
(Denning et al. 2009; Lutz et al. 2019). As these sensors are 
crucial for their basic functioning, they record data continu-
ously, many times 24 h per day, effectively enhancing the 
possibility for “direct surveillance” (Calo 2012: 189). What 
makes this datafication especially problematic is the fact 
that social robots operate within close proximity of human 
users, often within their home. As a result, they potentially 
record a lot of sensitive data that is protected by special pro-
visions and constitutional rights (inviolability of the home, 
the privacy of telecommunications and correspondence, 
right against self-incrimination, right to bodily integrity, 
in addition to the general fundamental right to privacy). In 
this regard, social robots increase the “access to historically 
protected spaces” (Calo 2012: 190).

Secondly, in order to realize interaction that is tailored 
to the individual user, as described in scenario two, the 
user has to disclose personal data that is then permanently 
stored, processed, and aggregated, such as her name, 
facial/voice recognition, preferences, and daily routines, 
acquaintances and friends, and the layout of her home. As 

these data sets become more comprehensive with usage 
time, they might produce medically relevant data series 
such as eating and sleeping habits, sports activities or 
medication. In addition, they increasingly become subject 
to data security issues and deanonymization techniques.

For these reasons, it is—from an ethical perspective—
not sufficient to grant individuals the right to informational 
self-determination in the form of control over their own 
data. Although many philosophical theories of privacy 
emphasize the control element (Roessler 2004; Tavani 
2007), particularly in the realm of social robotics the com-
plexity and sheer amount of datafication is oftentimes very 
hard to monitor for the user. This is especially true for vul-
nerable groups such as the elderly, who often suffer from 
some form of cognitive or sensory impairment, while not 
being particularly technology-savvy.

In order to adequately evaluate the two scenarios from 
an ethical perspective, we will understand informational 
privacy in terms of an “appropriate flow of information” 
(Nissenbaum 2010: 149) within a certain context. Subse-
quently, the appropriateness of privacy norms varies with 
the respective context. For example, Frank’s doctor may 
know his medical history but not his vacation plans, while 
Frank’s boss is allowed to know his vacation plans but not 
his medical history. To preserve the “contextual integrity” 
(Nissenbaum 2010: 149) within each context, there has 
to be a common understanding of the privacy norms in 
place as well as the possibility for all affected—especially 
for the datafied subjects—to meaningfully express their 
interpretations of these norms.

Fig. 3  Frank rejects to play a quiz, NIKA uses the motivational strategy of logical arguments and emotional expression
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In the scenarios, however, as with social robotics in 
general, there is yet only very basic societal agreement as 
to what constitutes an “appropriate flow of information”, 
since social robotics is still in its infancy (van Nus 2016; 
Rueben et al. 2017). As long as this is the case, we argue 
that Frank should be empowered as much as possible to 
meaningfully exercise his data autonomy (Prainsack 2019; 
Hummel et al. 2020). While e.g. legal provisions such as 
the GDPR or national data protection laws may be silent 
about or even allow certain datafication practices, from an 
ethical point of view they may still be objectionable (Floridi 
2016; Loh 2018; Seubert and Becker 2019).2 To secure data 
autonomy, one of the ethical design guidelines could be 
to design the interactive behavior of the robot NIKA in a 
way to enable and facilitate his consent to the datafication, 
possibly through cascade consent models (Loe et al. 2015), 
privacy by design (Cavoukian 2011; O’Connor et al. 2017), 
and other technical means (systemic data protection). Espe-
cially in scenario 1, Frank’s informational privacy is at issue 
by the fact that NIKA instantly starts collecting data and 
stores them in a user profile. Although legally, Frank may 
have consented to this datafication, he cannot meaningfully 
exercise his data autonomy if he does not fully understand 
what he actually consented to and what are the repercussions 
of this consent.

For this reason, NIKA’s interaction with Frank should be 
designed in such a way that it minimizes his cognitive load 
especially with respect to the various forms of datafication 
he is subjected to. Only then will his approval of the datafi-
cation really amount to informed consent. This adjustment of 
the “cognitive load” design principle will in instances be in 
contrast with the overall goal of seamless interaction, as the 
minimization of cognitive load with respect to informational 
privacy will sometimes have to disrupt interaction, e.g. by 
switching to a meta interaction level.

5.2  Loss of control

The notion of “loss of control” (Sharkey and Sharkey 2012) 
serves as a common denominator between the ethical impli-
cations of infringements on the user’s individual autonomy 

and the individual, user-centered perspective feeling of 
alienation and loss of control. In the proposed scenarios 
both aspects may be endangered by seamless interaction, for 
example when the robot adapts its behavior autonomously 
and the user is not able to predict and understand this adap-
tation. In these instances, the user is no longer in a posi-
tion to effectively influence the course and outcome of the 
interaction.

From an ethical perspective, in such cases the user’s indi-
vidual autonomy is at stake (Kant 1785; Mill 1859; Sorell 
and Draper 2014), typically in the form of individual pref-
erences and choices as well as notions of self-ownership 
(Korsgaard 1996; Susser et al. 2019). We assume that the 
robot is meant to support the user in her daily tasks and rou-
tines, and there are no egregious violations of design princi-
ples in place. In this case, we can expect possible limitations 
of the user’s autonomy to be a result of the balancing in 
the behavior of the robot between subjective preferences and 
the user’s perceived health and wellbeing (Beauchamp and 
Childress 1979; Nussbaum 2006; Yew 2020). In scenario 
two for example, NIKA uses mechanisms of self-learning 
and self-initiated adaptation to tailor its interaction and func-
tionalities to Frank’s individual preferences based on his 
user profile. The underlying algorithm is designed to bal-
ance Frank’s needs and preferences with what is defined as 
Frank’s desirable health and well-being. This was the goal 
to introduce the robot in Frank’s home in the first place. To 
reach this goal, NIKA applies different motivational strate-
gies that encourage Frank to continuously practice his brain 
training and thus maintain his good health.

Whether this balancing is in an ethically objectionable 
way paternalistic, depends on various factors (Fogg 2002). 
“Paternalism” consists in an “interference […] with another 
person, against their will, and defended or motivated by a 
claim that the person interfered with will be better off or 
protected from harm” (Dworkin 2017). This interference 
may occur either through manipulation or coercion.3 In the 
context of social robotics, coercion is very rarely considered 
a viable design strategy (Santoni de Sio and van Wynsberghe 
2016), and manipulative strategies are typically rather sub-
tle. Still, even if the latter is the case and the interaction 
design and programming of the robot are well-intentioned 
and in the best interest of the user, her own alignment of 
goals, values, and intentions are in this case compromised 
(Frankfurt 1971).

2 While law and ethics oftentimes overlap, this is not necessarily the 
case. Law not only has additional social coordination functions (such 
as e.g. traffic rules) that are not inherently ethical or unethical (Raz 
1979). In addition, according to legal positivists, legal norms are 
justified through a different process than ethical norms (Hart 1961; 
Luhmann 2004) and therefore constitute a different kind of norma-
tivity than ethics (Habermas 1996; Korsgaard 1996). In other words, 
the “game of giving and taking of reasons” (Brandom 1998: 141) in 
ethics and law belongs to different “language games” (Wittgenstein 
1953). In what follows, we are not concerned with the implications of 
individual data protection laws, but rather the ethical implications of 
“contextual integrity” with respect to informational privacy.

3 While “coercion” in this context mainly refers to threatening or 
blackmailing the user into doing φ (Nozick 1969), by “manipulation” 
we mean the act of persuading the user to believe x or do φ, not by 
providing reasons or employing coercion, but through misinformation 
and/or exploiting psychological effects such as ‘guilt trip’, ‘gaslight-
ing’, ‘peer pressure’, ‘negging’, or ‘emotional blackmail’ (Noggle 
2018).
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Especially problematic are cases of strong paternal-
ism. Here, the coercion or manipulation of the user is well-
intended, but towards goals that the user herself does not 
embrace. Rather, the manipulating agent tries to bring her 
to do or believe what “would be best for her”, in the sense of 
what the manipulating agent thinks she has the most reason 
to do, all things considered (Parfit 1984; Williams 1981). 
This form of paternalism lies at the heart of many discus-
sions about the possibility to favor the user’s well-being at 
the expense of her autonomy (Halpern et al. 2007; Sharkey 
and Sharkey 2012; Sparrow and Sparrow 2006). Within 
human–machine interaction design, this typically occurs 
when the interaction designers too readily assume what 
would be best for the user without giving her the possibility 
to voice her own preferences.

With respect to the two NIKA scenarios above, these 
anticipated goals concern Frank’s health or individual well-
being, as it can be assumed that he bought the robot for these 
reasons. While the designers may assume that Frank should 
be healthy and fit—and therefore design NIKA in a way 
to try to manipulate him into leading a healthy life—they 
can never be certain that this is what Frank himself wants 
to do. In this sense, the emotional blackmailing in scenario 
2 may constitute a form of strong paternalism, unless the 
programmers/designers make sure that NIKA acts according 
to Frank’s explicitly voiced preferences (cf. below). In this 
case, NIKA uses design elements like voice and mimicry to 
mimic a heavily disappointed and sad person, to manipulate 
Frank into playing a quiz.

While according to some authors this form of paternal-
ism is frequently employed by human caregivers in daily 
routines in elderly homes and day care (Gallagher 1998; 
Fernández-Ballesteros et al. 2019), from the perspective of 
ethical robot design any form of strong paternalism should 
be avoided (Sorell and Draper 2014). Artificially intelligent 
systems lack the proper judgment, empathy, and professional 
knowledge necessary to make such far-reaching decisions 
that deeply interfere with the user’s autonomy (Häyry 1991). 
If ever, strong paternalism should be reserved for human 
interaction (Husak 1981; Misselhorn 2013; European Par-
liament 2017).

This changes with instances of weak paternalism, in 
which the robot manipulates or coerces according to reasons, 
interests, and preferences that the user has explicitly voiced. 
In this case, the user wants to act according to the same rea-
sons that the designer has for her paternalizing action and 
suffers only from a lack of self-efficacy (Davidson 1970). 
With respect to the scenarios, this is e.g. the case when 
NIKA reminds Frank that he wanted to play a quiz once 
a day to keep himself mentally active (scenario 2, Fig. 1). 
Here, the database shows that Frank intends to keep mentally 
active and wants to do brain training, but has forgotten about 
it or just does not feel like it at the given time. Depending 

on how the personalization is realized, it may be safe to 
assume for the programmers/designers of NIKA that Frank 
has really formed this intention.

Whether forms of weak paternalism can be justified, 
highly depends on 1) how strong the incentivizing/coercive 
force is that the robot applies, and 2) how much its actions 
explicitly aligns with the preferences and interests of the 
user. Therefore, when NIKA initially persists in scenario 2 
and tries to persuade Frank with logical arguments, it does 
so in alignment with Frank’s own preferences, although it 
is clearly against Frank’s explicit will at the moment. Since 
the incentivizing force is not very strong (persuasion), the 
interference can be justified from an ethical perspective. To 
fulfill the second condition from above (alignment), it is not 
enough that the intentions of the programmers align with 
Frank’s, because the robot’s behavior then may still appear 
to Frank as a black box (which also goes against the UX 
design principle of transparency). Therefore, the reasons for 
NIKA’s insistence—i.e. reasons for the designers to imple-
ment a form of weak paternalism—should be made as clear 
to the user as possible. This could be done by giving feed-
back that Frank has previously mentioned that he likes to be 
reminded of playing a game or has previously liked playing 
the game.

In contrast, the emotional blackmail in scenario two 
potentially violates condition 1), i.e. the severity and per-
sistence of the psychomotivational or emotional effect of the 
manipulation. Depending on how disappointed/ sad NIKA 
is made to act, the emotional blackmail may not only consti-
tute a strong psychological effect. In addition, as the effect 
is hidden from Frank and consequently cannot be assessed 
by him as a motivational strategy, it is likely also deceptive 
(transparency requirement). On top of this, making Frank 
believe that NIKA is a human or an animal can also be 
“deceptive” (Grodzinsky et al. 2015) on a different design 
level, and should only be used under certain circumstances.4 
Therefore, even if condition 2) (alignment with Frank’s own 
explicit preferences) is fulfilled, this form of weak paternal-
ism should not be employed.

4 While Grodzinsky et al. allow deceptive behavior in certain excep-
tions for “benign” purposes, it is exactly the scope of this discussion 
of paternalism to assess which conditions have to hold in order to eth-
ically allow forms of deception or manipulation. It is our conviction 
that the severity of the manipulation has to be proportionate to the 
benefit for the well-being of the manipulated, which is not the case in 
this example. For an argument along similar lines cf. (Yew 2020:4).
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6  Balancing UX design and ethical 
considerations

Designing a system which focuses on seamless interaction 
is, from a design perspective, a desirable goal to make the 
interaction simple and intuitive, especially for novice users 
like Frank. Nevertheless, as argued in Sect. 5, without the 
appropriate adjustments of the aforementioned design 
principles, the principle of data autonomy can be violated, 
leading to infringements on informational privacy. At the 
same time, while seamless interaction can contribute to the 
situational comfort and long-term wellbeing of the user, 
they also illustrate how it may lead to a loss of control. In 
the scenarios in Sect. 4, NIKA minimizes potential distrac-
tions and disturbances, reduces the interaction effort for 
Frank to the essential interaction steps, and determines the 
right time, place, and strategy for initiating interactions. 
On the downside, as we have seen, this may constitute 
forms of paternalism that are generally inadequate, or at 
least unsuitable for a robotic system. Taking into account 
the ethical considerations outlined above, we adjust the 
initially presented design principles as follows:

• The principle of feedback should be extended within 
reasonable limits to explicitly include information for 
the user about interaction steps, triggered actions, used 
data, automatically drawn conclusions, and options to 
change them. This will not only enhance the user’s data 
autonomy and the possibility to give informed consent 
to datafication but also minimize the manipulation 
potential—and thereby paternalistic effects.

• Minimizing the cognitive load needs to be re-inter-
preted to also focus on informational privacy, rather 
than minimizing the cognitive effort for the user per 
se. This can be achieved e.g. by breaking the relevant 
information down into smaller chunks appropriate to 
the situation/interaction step. It can also be necessary 
to remind the user after a certain time of the choices 
she has made and give her the option to reconsent. As a 
general framework, the design principle of minimizing 
cognitive load should not be used as an excuse to hide 
as many of NIKA’s decision-making processes from the 
user as possible.

• Error prevention should also include errors with regard 
to informational privacy, e.g. by employing mecha-
nisms to inform the user about which information is 
captured, which sensors are used, or which choices 
were made and how they can be changed. Only if the 
user is made aware of the datafication through the inter-
action design, she can react to privacy-related errors.

• Consistency can be increased by using standardized 
interaction design mechanisms, which enable users to 

recognize interaction behaviors and sensors used for 
datafication. This not only enhances data autonomy 
and prevents paternalistic behavior patterns, but also 
effectively reduces the need for explicit feedback after 
a certain usage time.

• Efficiency of use should also be readjusted according to 
the ethical considerations mentioned in Sect. 5. To keep 
the interaction efficient while not infringing on the user’s 
informational rights, complex datafication processes and 
their outcomes such as outlined in the general terms of 
conditions need to be broken down into understandable 
units. With regard to potential manipulations, “effi-
ciency” should not simply be equated with the hiding 
of interaction decisions and decision-making processes, 
as already mentioned in the context of “cognitive load”. 
Rather, appropriate feedback and information has to be 
provided in order to make the user aware of certain inter-
action goals and premises.

The adjustment of the design principles requires a revi-
sion of the initial scenarios presented in Sect. 4. At the 
same time, the revised scenario description serves as an 
illustration of how to apply the adjusted design principles 
in practical HRI design. We propose to make the follow-
ing adjustments to the initial scenarios, taking into account 
the importance of balancing the seamless interaction design 
with the ethical principles of informational privacy and loss 
of control.

6.1  Revised scenario 1: getting to know each other

Figure 4 shows the adjusted Scenario 1. When designing for 
user autonomy and control, it is insufficient to only provide 
implicit feedback as presented in the initial scenarios (Boren-
stein et al. 2017; Yew 2020: 5). While this approach is very 
unobtrusive and straightforward for Frank as a novice user, 
it is questionable whether it also contributes to his autonomy 
and long-term wellbeing. Therefore, we propose to include 
additional interaction steps for the robot where possible, to 
provide explicit feedback for the user’s action. If NIKA, as 
originally proposed, indicates that it is turned on by start-
ing to talk to Frank, he might not be able to perceive and 
mentally process the effect of his own actions on the robot. 
A mechanism for explicit feedback on his action, such as a 
light that indicates that the robot’s internal state has been set 
to operation mode “on”, does not prolong the interaction, 
yet helps Frank to better understand the way NIKA works 
and predict its actions and intentions in the future (Fig. 4a).

In the interaction as described in Sect. 2, Frank’s infor-
mational privacy is potentially compromised, as the acti-
vation of different sensors is not made transparent. While 
for some people it might be obvious that a robot needs to 
activate sensors such as cameras to be able to move and fully 
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operate, this cannot be taken for granted. Moreover, cameras 
integrated into robots hardly ever come with mechanisms 
to indicate whether they are currently actively recording or 
not. Even if Frank was aware of the constant and ubiquitous 
datafication, in the initial setup in Sect. 2 he would have 
had no say in it. In a private space such as the home, how-
ever, it is very likely that situations occur in which the user 
does not want the robot to record video. Small adjustments 
to the robot’s design, such as putting movable eyelids in 
front of the camera hidden in NIKA’s eyes (as e.g. the social 
robot “Miro” has them, but more for purposes of animal-like 
appearance than informational privacy and data autonomy), 
provide more transparency about the current data record-
ing and plays into an intuitive  mental model of the robot 
(Fig. 4b). Such mechanisms can be seamlessly integrated in 
the interaction flow, without negatively impacting the effi-
ciency of use or cognitive load, and at the same time provide 
important information for the user, thus strengthening her 
data autonomy and informational privacy.

To enhance Frank’s data autonomy and informational pri-
vacy by giving him the possibility to consent to the datafica-
tion in an informed way, these adjustments are only the first 
step to make the process of data recording more transparent. 
Frank also needs to understand how the recorded personal 
data is further processed during the long-term use of NIKA 
(Riek and Howard 2014). In the initial scenario, there is no 
mechanism to make transparent why, how and when NIKA’s 
sensors are active, nor does the robot ask for Frank’s explicit 
consent for the data recording and data storage in the user 
profile. Again, explicit feedback could be integrated into 

the interaction, to improve informational privacy and at the 
same time maintain an intuitive and straightforward interac-
tion flow (Fig. 4c).

We suggest to slightly extend the introduction dialogue 
between NIKA and Frank, to acquaint him with the relevant 
interaction mechanism of the robot and give him the oppor-
tunity to make informed adjustments based on his need for 
privacy (Fig. 4d). While we propose that NIKA provides 
a verbal explanation about the creation of the user profile 
and data recording during the set-up session, the same 
information could be conveyed more implicitly in subse-
quent interaction situations. Thus, the cognitive load can 
be significantly reduced for future interactions. At the same 
time, NIKA prevents Frank from making errors in the future. 
This could be achieved by highlighting the sensors with light 
signals that are currently active and recording (the social 
robot “Pepper” provides e.g. the option to highlight ears and 
eyes, but so far this design feature is not used to demonstrate 
sensory recording). This is a very efficient way of gradu-
ally building the conceptual model of the robot’s behavior 
(Fig. 4c). It is important to keep the interaction mechanisms 
consistent so that the user can link the explicit feedback in 
the beginning to the meaning of implicit feedback applied 
during longtime usage.

In the context of supporting informational privacy and 
reducing loss of control, the principle of efficiency of use 
can be adjusted according to this new perspective. The 
complexity of an intelligent system like a robot needs to 
be broken down into small comprehensive pieces to enable 
an efficient interaction. Privacy-related information that is 

Fig. 4  Revised scenario1: Frank is using NIKA for the first time
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traditionally given by way of consent forms etc., could be 
designed as interactive dialogues between the user and the 
robot. Thereby, seamless interaction would be facilitated, 
which is at the same time informative as well as minimizing 
the cognitive load. Although it might seem that too much 
information during the set-up process can confuse Frank, 
there are two different goals with respect to cognitive load in 
conflict here: On the one hand, the goal of providing seam-
less interaction and enhancing error prevention, whereby 
Frank does not have to deal with a lot of different types of 
information that will excessively add to his cognitive load. 
On the other hand, by not presenting him with the informa-
tion necessary to make an informed decision with respect to 
his datafication, NIKA raises his cognitive load in the sense 
that he has a hard time understanding what he is consenting 
to when presented with the general term of conditions or 
privacy statements.

To resolve this conflict, we suggest a cascade model of 
informed consent. NIKA guides Frank through the most 
important aspects step-by-step, thus making sure that 
he understands and knowingly agrees to NIKA’s privacy 
policy and the GTC. This includes reminding Frank after 
a while of the choices he made during the setup, asking 
for his reconsent. In addition, we suggest graded solutions 
to many of the datafication issues. For example, many of 
NIKA’s features will also be usable without collecting data 
from all sensors. Frank could use NIKA—albeit in a limited 

way—even if the cameras or microphones are shut off. By 
offering graded solutions, we circumvent all-in/all-out alter-
natives—which in reality do not amount to actual alterna-
tives at all, since Frank’s objecting to the datafication would 
only have the effect that he would not be able to use NIKA 
at all.

Furthermore, a separate app that visually rehashes 
Frank’s privacy settings could be provided (as e.g. has been 
employed in common assistant technologies such as Siri,5 
Google Assistant6 or Alexa7). Such an app not only pre-
sents the information through an additional medium (visual, 
instead of auditive in the case of the dialogue), it helps Frank 
to manage and keep track of NIKA’s privacy settings. This 
additional way to make changes to them without having to 
enter into dialogic interaction with NIKA, supports his data 
autonomy, as the latter may be tedious (in cases of speech 
impediment) or inappropriate (when e.g. guests or therapeu-
tic personnel is present).

6.2  Revised scenario 2: let’s train your brain

In the second scenario, NIKA uses various motivational 
strategies to get Frank to play a quiz, some of which could 
conflict with ethical considerations. Thus, NIKA’s behavior 

Fig. 5  Revised scenario 2: NIKA wants to motivate Frank to play a quiz

5 https:// www. apple. com/ de/ siri/.

6 https:// assis tant. google. com/.
7 https:// www. amazon. de/ gp/ browse. html? node= 17084 41503 1& 
ref_= nav_ em__k_ echo_ priva cy_0_ 2_7_ 17.

https://www.apple.com/de/siri/
https://assistant.google.com/
https://www.amazon.de/gp/browse.html?node=17084415031&ref_=nav_em__k_echo_privacy_0_2_7_17
https://www.amazon.de/gp/browse.html?node=17084415031&ref_=nav_em__k_echo_privacy_0_2_7_17
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should be adjusted as shown in Fig. 5 (original scenario 2 
Fig. 2).

When designing NIKA’s behavior, we always have to 
consider that it was introduced with the goal to promote 
Frank’s well-being and prolong his ability to live indepen-
dently in his own home. We assume that in general Frank 
shares these goals. Therefore, even though some psychomo-
tivational and emotional strategies that NIKA employs may 
be manipulative, they typically at most constitute a weak 
form of paternalism. This is because the goals of the manip-
ulee and the manipulated align and the manipulee knows 
that they align (cf. Sect. 5). For this reason, the designers 
and programmers of NIKA can assume that if Frank is in 
a certain context not acting on those long-term goals, he is 
either not aware of them at this moment or may not have the 
necessary self-efficacy in a given context. In the described 
scenarios, the different motivational strategies that NIKA 
uses to persuade Frank to do his brain training could be 
therefore prima facie ethically acceptable. However, it might 
also be the case that Frank changed his long-term goals in 
the meantime; or that he has short-term goals that he deems 
more important at this moment than his long-term goals. For 
this reason, from an ethical perspective, we have to carefully 
examine the different strategies to evaluate how they might 
impact Frank’s autonomy.

The strategy to convince Frank with arguments (Fig. 2g) 
is typically ethically sound, as long as the act of convinc-
ing (argumentative) does not subtly deteriorate into an act 
of persuading (emotional/ psychomotivational). While the 
former is autonomy-preserving, the latter may not be. On 
the other hand, emotionally blackmailing Frank (Fig. 2h) 
into doing his brain-training uses strong psychological 
effects as incentivizing force. Those are ethically problem-
atic, since – as we have argued in Sect. 5 –to be considered 
an ethically acceptable weak form of paternalism, a psy-
chomotivational or emotional effect may not cross a certain 
threshold of intensity and persistence. This holds even more 
since NIKA is an artificial robotic system and therefore lacks 
the proper judgment, empathy, and professional knowledge 
that a human caregiver typically has. In addition, such an 
interaction behavior also employs a form of “deception” 
(Grodzinksy et al. 2015), as the strong emotional response 
of the robot is likely to manipulate the user into believing 
that NIKA has real emotions (Turkle 2010; Bryson 2018).

For these reasons, we argue that the relevant threshold of 
intensity and persistence is crossed in Fig. 2h, hereby leav-
ing the grounds of ethically acceptable weak paternalism. 
In order to avoid this, NIKA should not employ strong emo-
tional or psychomotivational effects. Instead, it should leave 
Frank alone (Fig. 5b) and make a new motivation attempt at 
a later time (Fig. 5a). If the unwillingness to play the game 
persists, NIKA could address this and ask Frank whether he 
actually enjoys playing quiz (Fig. 5c). Even in severe cases 

of non-compliance, NIKA should rather inform a trusted 
third party than try to manipulate Frank using strong emo-
tional or psychomotivational effects. While many emotional 
interaction cues often do not cross this intensity threshold, 
where this threshold lies heavily depends on the context and 
the “robot literacy” (Suto and Sakamoto 2014) of the user 
in question. Therefore, robot design should apply the pre-
cautionary principle here and program emotional behavior 
rather conservative, to avoid undue infringements on the 
user’s autonomy.

With respect to NIKA’s self-initiated choice of type of 
game and appropriate time for playing, this was introduced 
in Sect. 4 as a mechanism to reduce Frank’s cognitive load. 
While this autonomous reasoning and actions of NIKA are 
very comfortable for Frank, we need to consider the con-
sequences for his autonomy to prevent loss of control. As 
we have seen, deciding for Frank when best to schedule a 
quiz game is prima facie a good idea, but may very easily 
clash with Frank’s short-term preferences at a given time. It 
is therefore crucial to make the robot’s reasoning based on 
the user profile transparent to the user. Introducing NIKA’s 
functionalities early in the set-up session will prevent mis-
understandings and displeasure later on and thus increase 
the long-term efficiency and comfort of the interaction for 
Frank. To prevent errors made by a wrong interpretation of 
the gathered data about Frank, NIKA gives feedback on how 
the information can be adjusted (Fig. 5c).

7  Design recommendations and conclusion

In this paper, we demonstrated how well-established Usabil-
ity and UX design principles can be applied to social HRI 
to design for comfort and wellbeing of the user. At the same 
time, we addressed how they might raise problems from an 
ethical perspective, especially regarding the privacy and 
autonomy of the user. We presented examples of how the 
original design principles and scenarios could be adjusted to 
balance UX design and ethical considerations in the interac-
tion design of our companion robot NIKA. Based on the dis-
cussions and revised scenarios, we deduce five new design 
recommendations for a UX-driven and ethically sound 
social HRI design, which can support the realization of the 
adjusted design principles described above (Sect. 6). In what 
follows, we will shortly introduce these recommendations.

7.1  Transparency: make the internal state 
of the robot and the recording of sensory data 
as visible as possible and highlight sensors 
of the robot when they are actively recording

The current activation and internal processing state of the 
robot should be as transparent to the user as possible. This 
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starts with simple visualizations about whether the robot is 
turned on or off. In analogy with other technical devices, 
this can best be achieved with a status light, which is an 
unobtrusive way of indicating the robot’s state independent 
of the use of other communication modalities. From a UX 
as well as an ethical point of view, it is important to pro-
vide transparency for the user with respect to the data that 
is recorded by the robot. In HRI, cameras and microphones 
are frequently used for user recognition and speech record-
ing. Therefore, designers should make sure that it is visibly 
clear to the user when and what these sensors are recording.

7.2  Predictability: make sure the user knows what 
the robot is going to do next

The robot should display consistent behavior so that the user 
can predict how the robot is going to act. This enhances the 
user’s autonomy as well as her feeling of control. Sounds and 
visualizations for implicit feedback should be easy to dis-
tinguish so that they can be internalized by the user without 
major effort. Predictability also facilitates error prevention, 
as the user can anticipate what the robot is going to do next. 
If the ears are illuminated and the eyelids open signaling 
that the voice recognition and the cameras are active, the 
user knows that her command to pause all recordings has 
not been processed by the robot.

7.3  Psychomotivational effects: make an informed 
decision about whether the robot should show 
emotionality

The emotionality of social robots is discussed controver-
sially in HRI research (Hakli and Seibt 2017). While many 
studies suggest that an emotional robot might be perceived 
as more believable, interesting, and fun to interact with, 
emotionality can also be seen as deception and a mecha-
nism of manipulation (as described in sects. 5 and 6). If 
designing emotional behavior for robots, designers have to 
think through the consequences in general; and particularly 
how emotionality might be used to manipulate the user into 
actions which diverge from her situational goals.

7.4  Step‑by‑step information: apply a cascading 
model of informed consent to enhance privacy

To be able to make informed decisions on the disclosure of 
data, the user needs to have suitable knowledge about what 
data is collected, as well as to understand the datafication 
goals and processes. A one-time all-in/all-out consent to 
datafication can, on the one hand, lead to cognitive over-
load, and is, on the other hand, ethically problematic, not 
least since the consent can only very rarely be considered 
informed. To remedy this, there are several ways, such as 

data minimization and privacy-by-design efforts (Cavoukian 
2011; O’Connor et al. 2017). We recommend using a cas-
cading model of consent, where the information is provided 
in smaller pieces and the user can give consent step-by-step 
(Loe et al. 2015). As seen in the revised scenario 1, this 
would mean that the robot negotiates the privacy settings as 
they appear in the interaction. Thus, the sensors of the robot 
are activated one after the other, also leaving the opportunity 
for Frank to deny the use of a certain sensor. By doing so, it 
minimizes cognitive load and maximizes control. Cascad-
ing informed consent in HRI relies heavily on designing 
alternatives to standard interaction patterns because prior to 
an agreement on a certain datafication framework, the robot 
should still be able to interact—albeit in a limited fashion. 
Moreover, if the user does not agree to a certain data collec-
tion, there should be other options to achieve the interaction 
goal.

7.5  Explainability: developing a mental model 
through feedback on sensors

To ensure that the user fully understands which sensors the 
robot uses, it is necessary to explicitly introduce each sensor 
and its function, asking the user for permission to turn it on. 
In addition to the explicit feedback, various forms of implicit 
feedback should be employed here. For example, the ears are 
illuminated while listening to the user. This combination of 
explicit and implicit feedback helps the user in the beginning 
to understand the functionality and usage of the sensors. 
After a while, the user intuitively recognizes the illumi-
nated ear as the sign that the robot is listening. To safeguard 
informational privacy and maximize data autonomy during 
long-term usage, the robot should highlight the sensors again 
from time to time, asking for reconsent on their usage.

8  Future work

We are confident that the proposed adjustments and our 
design recommendations can play an important part in 
the puzzle to design social robots that address individual 
preferences and wellbeing, as well as comply with ethical 
considerations. To evaluate the proposed design principles, 
long-term studies are needed that assess how users perceive 
the interaction over a longer period of time. In our recom-
mendations, there are still some uncertainties such as pri-
marily relying on vocal dialogue to inform the user about 
privacy settings. These need to be evaluated. Especially 
interesting would be the question whether implicit feedback 
combined with reconsent are sufficient means to ensure the 
user’s data autonomy and informational privacy. In this 
paper, we focused on the fictional persona “Frank” as the 
main user/buyer/benefactor of NIKA. Future research could 
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extend the discussion on balancing UX and ethical design 
towards interaction situations that include other actors, such 
as relatives, neighbors or visitors. Multi-user scenarios are 
also likely to occur in nursing homes or public spaces in 
general. A change in the social setting requires interaction 
designers to rethink their privacy design and consent models 
and come up with new behaviors of the robot that will also 
have to take into account the other person’s goals, needs, and 
preferences. This might, for example, include a situational 
limitation of the robot’s functionality, if some of the inter-
acting persons did not agree to camera or voice recording. 
Multi-user scenarios also raise questions of who is control-
ling the robot, who can give the robot orders, and who has 
access to the recorded data. New research addressing these 
questions can build upon the adjusted design principles and 
proposed design recommendation of this paper.
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