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#### Abstract

The linear sequential circuit approximation method for combiners with memory is used to find mutually correlated linear transforms of the input and output sequences in the well-known summation generator with any number of inputs. It is shown that the determined correlation coefficient is large enough for applying a fast correlation attack to the output sequence to reconstruct the initial states of the input linear feedback shift registers. The proposed attack is based on iterative probabilistic decoding and appropriately generated low-weight parity-checks. The required output sequence length and the computational complexity are both derived. Successful experimental results for the summation generators with three and five inputs are obtained.
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## 1. Introduction

A well-known type of keystream generators for stream cipher applications consists of a number of linear feedback shift registers (LFSRs) combined by a memoryless nonlinear function. It is shown in [15] and [14] that such structures may be vulnerable to divide-and-conquer correlation attacks based on the termwise correlation between the keystream

[^0]sequence and a subset of the LFSR sequences. More importantly, fast correlation attacks based on iterative probabilistic decoding are introduced in [9] (see also [1], [11], [12], and [3]). These attacks are successful if the correlation coefficient is large enough and if the involved feedback polynomials have sufficiently many low-weight polynomial multiples of moderately large degrees.

The use of combiners with memory to overcome the tradeoff [14] between the linear complexity and correlation immunity is suggested in [13]. It is shown that one can achieve the maximum-order correlation immunity, regardless of the linear complexity, with just one bit of memory. The summation generator proposed in [13] and [8] is such a nonlinear combiner with memory. For two inputs, it has only one bit of memory, and for $n$ inputs it has $m=\left\lceil\log _{2} n\right\rceil$ bits of memory.

The correlation properties of combiners with one bit of memory are investigated in [10]. For the summation generator with any number of inputs, the corresponding asymptotic correlation coefficient (both unconditional and conditioned on the output sequence) is determined in [16]. For a general binary combiner with $m$ memory bits, the correlation properties are analyzed in [4]. It is shown that in such a combiner there exists a nonzero linear function (transform) of at most $m+1$ successive output bits that is correlated to a linear function of at most $m+1$ successive input bits. The linear sequential circuit approximation (LSCA) method [4] provides a feasible procedure for finding such pairs of linear functions with comparatively large correlation coefficients. The LSCA method consists in determining and solving a linear sequential circuit that approximates a binary combiner with memory.

It is shown in [4] that every combiner with memory can be rendered zero-order correlation immune by applying an appropriate linear transform to the output sequence. In this case the resulting correlation coefficient is reduced depending on the number of nonzero terms in the linear transform applied, but may still be large enough to perform a basic correlation attack [15] or even the fast correlation attack [9].

A divide-and-conquer attack on the summation generator is proposed in [2]. The required keystream sequence length is slightly larger than the sum of the input LFSR lengths, but the attack consists in a search over all possible initial states of all the LFSRs except for the longest one. Another attack, based on a specific, 2 -adic complexity measure is introduced in [6]. The required keystream sequence length to predict the whole sequence is on average proportional to the sum of the LFSR periods and the computational complexity is roughly quadratic in this length.

The first objective of this paper is to apply the LSCA method to the summation generator with an arbitrary number of inputs and obtain all pairs of mutually correlated input and output linear functions/transforms with the maximum possible absolute value of the correlation coefficient. The second objective is to exploit this correlation weakness to mount a fast correlation attack [3] on the input LFSRs. For the attack to be successful, sufficiently many low-weight polynomial multiples of the least common multiple of the LFSR feedback polynomials have to be generated. For this purpose, a polynomial residue method (initiated in [9]) based on the birthday paradox is used. For the summation generators with three and five inputs, systematic successful experiments are conducted for the LFSR lengths chosen according to the computational power available.

Fast correlation attack techniques and the polynomial residue method are reviewed in Section 2 and the summation generator is defined in Section 3. Linear appoximations
for the summation generator with any number of input LFSRs and the corresponding fast correlation attacks are theoretically investigated in Sections 4 and 5, respectively. The complexities of the proposed and known attacks are compared in Section 5. The experimental fast correlation attacks on the summation generators with three and five input LFSRs are presented in Section 6. Conclusions are given in Section 7.

## 2. Fast Correlation Attacks

The probabilistic model, a method for generating low-weight parity-checks, and an iterative error-correction algorithm used in fast correlation attacks are outlined in this section.

### 2.1. Probabilistic Model

The observed keystream sequence $z=\left\{z_{i}\right\}_{i=0}^{N-1}$ is modeled as the output sequence of a memoryless binary symmetric channel (BSC) with error probability $p$ (corresponding to the known correlation coefficient $c=1-2 p$ ) when the unknown LFSR sequence $a=\left\{a_{i}\right\}_{i=0}^{N-1}$ is applied to its input. The LFSR feedback polynomial $f(x)$ of degree $r$ is assumed to be known. The set of sequences $a$ generated from all possible initial states is then a linear ( $N, r$ ) code. The optimal decoding algorithm consists in finding the LFSR initial state giving rise to a codeword $a$ lying at the minimum Hamming distance from the received codeword $z$. This is essentially the basic correlation attack, with computational complexity $O\left(2^{r}\right)$, proposed in [15]. The decoding error probability will be close to zero if $r / N<C$ where $C=1-H_{2}(p)$ is the capacity of the BSC. If $c$ is small, then this condition reduces to $N>r O\left(1 / c^{2}\right)$.

The objective of fast correlation attacks is to recover the original LFSR sequence without searching over all $2^{r}$ initial states. This can be achieved by using iterative probabilistic decoding procedures based on low-weight parity-checks.

### 2.2. Parity-Checks

A parity-check is any linear relationship satisfied by an LFSR sequence. It is known that the parity-checks correspond to polynomial multiples $h(x), h(0)=1$, of $f(x)$ (see [1]). Our objective is to obtain sufficiently many parity-check polynomials $h(x)$ of low weight (number of nonzero terms) and of as small degree as possible, because the maximum degree used determines the required keystream sequence length. Repeated squaring [9] of $f(x)$ is a simple weight-preserving technique that can be used if the weight of $f(x)$ is low.

To generate all $h(x)$ of weight at most $2 k+1$ and of degree at most $M, M \geq r$, we use the polynomial residue method [5] which is based on the birthday paradox method from [9]. First, in $O(M)$ time compute and store the residues of all the monomials $x^{m} \bmod f(x), 1 \leq m \leq M$. Second, by bitwise summation, in $O\left(M^{k}\right)$ time compute and store the residues $x^{i_{1}}+\cdots+x^{i_{k}} \bmod f(x)$ for all $\binom{M}{k}$ combinations $1 \leq i_{1}<\cdots<$ $i_{k} \leq M$. Third, by a fast sorting algorithm in $O\left(M^{k} \log _{2} M^{k}\right)$ time sort these residues (as integers) and find all the matches of 0 (equal residues) and matches of 1 (binary sum of residues equal to 1 ). A match of 0 gives a polynomial multiple of even weight at most
equal to $2 k$, whereas a match of 1 gives a polynomial multiple of odd weight at most equal to $2 k+1$.

For a random $f(x)$, it is argued in [5] that the expected number of polynomial multiples of any given weight $w, w \geq 2$, is for large $M /(w-1)$ given as

$$
\begin{equation*}
2^{-r}\binom{M}{w-1} \approx \frac{M^{w-1}}{(w-1)!2^{r}} \tag{1}
\end{equation*}
$$

This implies that in order for a polynomial multiple of weight $2 k+1$ and degree at most $M$ to exist, it is on average necessary and sufficient that $M \geq(2 k)!^{1 /(2 k)} 2^{r /(2 k)}$ (which is related to the birthday paradox). As a consequence, $M=O\left(2^{r /(2 k)}\right)$ yields that the required precomputation storage and time for finding all the parity-check polynomials of weight at most $2 k+1$ are $O\left(2^{r / 2}\right)$ and $O\left(r 2^{r / 2}\right)$, respectively.

Each polynomial multiple of weight $w$ found can be used to form $w$ parity-checks from the corresponding phase shifts. All the parity-checks obtained can then be tested for orthogonality (see [11] and [3]), so that some phases of some of the polynomials may be discarded.

### 2.3. Iterative Error-Correction Algorithm

We employ an iterative probabilistic parity-check-based decoding algorithm [11] with a modification given in [3]. The algorithm consists of several rounds, each composed of a number of iterations. For each of $N$ observed keystream bits, a set of preferably orthogonal parity-checks is first determined. The algorithm starts with the observed keystream sequence $\left\{z_{i}\right\}_{i=0}^{N-1}$ and with $p<0.5$ as the error probability for each bit. The keystream sequence is then iteratively modified to yield the reconstructed LFSR sequence.

In each iteration recalculate the parity-check values and compute the current error probabilities as the posterior probabilities of error given the previous error probabilities as the prior probabilities of error. Then complement all the bits with an error probability larger than one-half. If $p$ is not too close to 0.5 , then most of the error probabilities typically quickly converge to zero. The number of errors is thus reduced, but not necessarily to zero. In order to correct all the errors, the algorithm is repeated for several rounds by resetting all the error probabilities to $p$. At the end use a simple information set decoding technique which consists in searching for an error-free sliding window of $r$ successive bits. In fact, we applied an improved algorithm with the so-called fast resetting and with the sliding window technique incorporated in rounds (see [3]).

## 3. Description of the Summation Generator

The summation generator [13], [8] is a binary nonlinear combiner with memory whose internal state variable, the carry, takes integer values from the set $[0, n-1]$, where $n$ is the number of inputs. The memory size in bits is thus $m=\left\lceil\log _{2} n\right\rceil$.

Let $X_{t}=\left(x_{1, t}, \ldots, x_{n, t}\right)$ and $y_{t}$ denote the $n$ input bits and the output bit at time $t$, respectively, and let $S_{t}$ denote the carry at time $t$. For simplicity, we keep the same notation for the carry $S_{t}=\sum_{j=0}^{m-1} s_{j, t} 2^{j}$ and for the binary representation of the carry $S_{t}=\left(s_{0, t}, \ldots, s_{m-1, t}\right)$. We also use the notation $S_{t}^{(j)}=s_{j, t}, 0 \leq j \leq m-1, S_{t}^{(0)}$
being the least significant bit of $S_{t}$. Then the output and the next-state functions of the summation generator are for $t \geq 0$ respectively defined by

$$
\begin{gather*}
y_{t}=\bigoplus_{i=1}^{n} x_{i, t} \oplus S_{t}^{(0)}  \tag{2}\\
S_{t+1}=\left\lfloor\left(\sum_{i=1}^{n} x_{i, t}+S_{t}\right) / 2\right\rfloor \tag{3}
\end{gather*}
$$

with the modulo 2 summation in (2) and integer summation in (3). In other words, at time $t$, the input bits and the carry are summed as integers, the least significant bit of the sum is taken as the output bit, and the remaining part of the sum defines the next carry.

The input sequences, $x_{i}=\left\{x_{i, t}\right\}_{i=0}^{\infty}, 1 \leq i \leq n$, are defined as the LFSR sequences typically generated from distinct primitive feedback polynomials, which are assumed to be known to the cryptanalyst. The LFSR initial states are controlled by the secret key, whereas the initial carry, $S_{0}$, is either fixed or is also controlled by the secret key.
The next-state function (3) is not balanced, that is, its output is not balanced (uniformly distributed) if its input is balanced. However, in the probabilistic model where the input sequences are regarded as purely random (that is, as mutually independent sequences of independent and uniformly distributed binary random variables), it is shown in [16] that (3) defines an ergodic Markov chain. Its stationary (asymptotic) probability distribution is given by (see [16] and [7])

$$
\begin{equation*}
p_{s}=\frac{1}{n!} \sum_{l=0}^{s}(-1)^{l}(s-l)^{n}\binom{n+1}{l} . \tag{4}
\end{equation*}
$$

Here $p_{s}$ denotes the probability that the carry is equal to $s-1,1 \leq s \leq n$.
The correlation coefficient between any two binary random variables $a$ and $b$ is defined as $c(a, b)=\operatorname{Pr}\{a=b\}-\operatorname{Pr}\{a \neq b\}$, and the correlation coefficient of a single binary variable $a$ is defined as $c(a)=c(a, 0)$. Assume that the random carry variable $S$ has the probability distribution (4). Then the (asymptotic) correlation coefficient of the least significant bit $S^{(0)}$ depends on $n$ and is given as

$$
\begin{equation*}
c_{n}\left(S^{(0)}\right)=\sum_{s=1}^{n}(-1)^{s+1} p_{s} . \tag{5}
\end{equation*}
$$

It is shown in [16] that $c_{n}\left(S^{(0)}\right)=0$ for even $n$ and that for odd $n, c_{n}\left(S^{(0)}\right)$ is different from zero and exponentially converges to zero with $n$. It turns out that for odd $n$, if $n$ is not too big (e.g., $n \leq 9$ ), the correlation coefficient is large enough to apply successful fast correlation attacks.

For even $n$, however, it is shown in [16] that the asymptotic conditional correlation coefficient $c_{n}\left(S^{(0)}\right)$, conditioned on a sufficiently long series of successive ones/zeros in the output sequence converges to $+/-c_{n-1}\left(S^{(0)}\right)$, respectively, where $c_{n-1}\left(S^{(0)}\right)$ is the unconditional correlation coefficient defined by (5). For $n=2$, the asymptotic conditional correlation coefficient is thus equal to $\pm 1$, which is sufficient to mount successfully a (fast) conditional correlation attack [10].

Due to the binary summation in (2), the summation generator is maximum-order correlation immune [13]. That is, for any given initial carry, the output sequence is (statistically) independent of any proper subset of the input sequences assumed to be purely random. Consequently, any linear transform of the input sequences that is correlated to a linear transform of the output sequence must involve all the input sequences.

## 4. Linear Approximations and Correlation Coefficients

In this section the best linear approximations for the summation generator with an arbitrary number of inputs and the corresponding maximum correlation coefficients are determined.

It is shown in [16] that the asymptotic probability distribution (4) is symmetric, that is,

$$
\begin{equation*}
p_{n+1-s}=p_{s}, \quad 1 \leq s \leq n . \tag{6}
\end{equation*}
$$

As a consequence, the correlation coefficient (5) of the least significant carry bit $S^{(0)}$ vanishes for even $n$. It is also established in [16] that (5) can be put into the form

$$
\begin{equation*}
c_{n}\left(S^{(0)}\right)=2^{-n}\left(\sigma_{\text {odd }}(n+1) \sum_{l=0}^{\lfloor(n-1) / 2\rfloor}(-1)^{l} p_{2 l+1}+\sigma_{\text {even }}(n+1) \sum_{l=1}^{\lfloor n / 2\rfloor}(-1)^{l+1} p_{2 l}\right), \tag{7}
\end{equation*}
$$

where, for any positive integer $v$,

$$
\begin{align*}
& \sigma_{\text {odd }}(v)=\sum_{l=0}^{\lfloor(v-1) / 2\rfloor}(-1)^{l}\binom{v}{2 l+1},  \tag{8}\\
& \sigma_{\text {even }}(v)=\sum_{l=0}^{\lfloor v / 2\rfloor}(-1)^{l}\binom{v}{2 l} . \tag{9}
\end{align*}
$$

By using the identity $\sigma_{\text {even }}(\nu)+\sigma_{\text {odd }}(\nu) i=(1+i)^{\nu}=2^{\nu / 2} e^{i v \pi / 4}$, where $i=\sqrt{-1}$ in the field of complex numbers, it is shown in [16] that for even $v, \nu=2 k$,

$$
\sigma_{\text {even }}(2 k), \sigma_{\text {odd }}(2 k)=\left\{\begin{array}{llcc}
2^{k}, 0 & \text { if } k \equiv 0 & (\bmod 4)  \tag{10}\\
0,2^{k} & \text { if } k \equiv 1 & (\bmod 4) \\
-2^{k}, 0 & \text { if } k \equiv 2 & (\bmod 4) \\
0,-2^{k} & \text { if } k \equiv 3 & (\bmod 4)
\end{array}\right.
$$

Analogously, for odd $v, v=2 k-1$, we get

$$
\sigma_{\mathrm{even}}(2 k-1), \sigma_{\text {odd }}(2 k-1)= \begin{cases}2^{k-1},-2^{k-1} & \text { if } k \equiv 0 \quad(\bmod 4)  \tag{11}\\ 2^{k-1}, 2^{k-1} & \text { if } k \equiv 1 \quad(\bmod 4) \\ -2^{k-1}, 2^{k-1} & \text { if } k \equiv 2 \quad(\bmod 4), \\ -2^{k-1},-2^{k-1} & \text { if } k \equiv 3 \quad(\bmod 4)\end{cases}
$$

For odd $n, n=2 k-1$, in view of (10), the correlation coefficient (7) reduces to

$$
c_{n}\left(S^{(0)}\right)=2^{-(n-1) / 2} \begin{cases}\sum_{l=1}^{k-1}(-1)^{l+1} p_{2 l} & \text { if } k \equiv 0(\bmod 4),  \tag{12}\\ \sum_{l=0}^{k-1}(-1)^{l} p_{2 l+1} & \text { if } k \equiv 1 \quad(\bmod 4), \\ -\sum_{l=1}^{k-1}(-1)^{l+1} p_{2 l} & \text { if } k \equiv 2 \quad(\bmod 4), \\ -\sum_{l=0}^{k-1}(-1)^{l} p_{2 l+1} & \text { if } k \equiv 3 \quad(\bmod 4)\end{cases}
$$

It then follows [16] that $\left|c_{n}\left(S^{(0)}\right)\right|<2^{-(n-1) / 2}$, and direct computation reveals that $c_{n}\left(S^{(0)}\right)$ is different from zero (see [16] for odd $n \leq 11$ ).

For odd $n$, our main objectives here are to obtain all the linear functions of the input bits that are correlated to the output bit with the correlation coefficient $\pm c_{n}\left(S^{(0)}\right)$ and also to examine whether this correlation coefficient has the maximum possible absolute value. For even $n$, we want to find all the linear functions of the input bits that are correlated to a linear function of the output bits with the correlation coefficient of the maximum possible absolute value which has to be determined too.

The LSCA method [4] can help us find such mutually correlated input and output linear functions for both even and odd $n$. The essence of this method is to find good linear approximations to the output boolean function and to the boolean components of the next-state function of a binary combiner with memory and to solve the resulting linear sequential circuit. Since the output function (2) is already linear, we have to find linear approximations to $S_{t}^{(0)}$ with nonzero correlation coefficients. For odd $n$, we can approximate $S_{t}^{(0)}$ as zero or one, but this does not exhaust all possibilities. For even $n$, we have to find other linear approximations to $S_{t}^{(0)}$ as a boolean function of $X_{t-1}$ and $S_{t-1}$ (see (3)).

It follows that

$$
\begin{equation*}
S_{t}^{(0)}=\left\lfloor\left(\sum_{i=1}^{n} x_{i, t-1}+S_{t-1}^{(0)}\right) / 2\right\rfloor^{(0)} \oplus S_{t-1}^{(1)} \tag{13}
\end{equation*}
$$

where, as before, $S_{t}=\sum_{j=0}^{m-1} S_{t}^{(j)} 2^{j}, m=\left\lceil\log _{2} n\right\rceil$. It is assumed that the carry $S_{t-1}$ (and hence $S_{t}$ too) has the asymptotic probability distribution given by (4). In a simplified notation, we have to analyze the following boolean function:

$$
\begin{equation*}
z=\left\lfloor\left(\sum_{i=1}^{n} x_{i}+s_{0}\right) / 2\right\rfloor^{(0)} \oplus s_{1} \tag{14}
\end{equation*}
$$

Here $X=\left(x_{1}, \ldots, x_{n}\right)$ is uniformly distributed and independent of $\left(s_{0}, s_{1}\right)$, with the probability distribution $p_{s_{0}, s_{1}}$ derived from (4) as $p_{0,0}=\sum_{l=0}^{\lfloor(n-1) / 4\rfloor} p_{4 l+1}, p_{1,0}=$ $\sum_{l=0}^{\lfloor(n-2) / 4\rfloor} p_{4 l+2}, p_{0,1}=\sum_{l=0}^{\lfloor(n-3) / 4\rfloor} p_{4 l+3}$, and $p_{1,1}=\sum_{l=0}^{\lfloor(n-4) / 4\rfloor} p_{4 l+4}$.

Lemma 1. Let $L(X)$ be any linear function of $X$ and let $L(X) \oplus x_{i_{1}} \oplus x_{i_{2}}$ be a linear function such that $x_{i_{1}}$ and $x_{i_{2}}$ are distinct variables not appearing in $L(X)$. If the correlation coefficient between $z$ and $L(X)$ is equal to $c$, then the correlation coefficient between $z$ and $L(X) \oplus x_{i_{1}} \oplus x_{i_{2}}$ is equal to $-c$.

Proof. Let $c_{a, b}$ denote the correlation coefficient between $z$ and $L(X)$ when conditioned on any particular value $(a, b)$ of $\left(x_{i_{1}}, x_{i_{2}}\right)$. Then

$$
\begin{equation*}
c(z, L(X))=\frac{1}{4}\left(c_{0,0}+c_{0,1}+c_{1,0}+c_{1,1}\right) \tag{15}
\end{equation*}
$$

Since $L(X)$ is degenerate in both $x_{i_{1}}$ and $x_{i_{2}}$ and since (14) is symmetric with respect to $X$, we have that $c_{0,1}=c_{1,0}$. As for $c_{0,0}$ and $c_{1,1}$, if, for any $X$ and $\left(s_{0}, s_{1}\right)$ such that $\left(x_{i_{1}}, x_{i_{2}}\right)=$
$(0,0)$, only the value of $\left(x_{i_{1}}, x_{i_{2}}\right)$ is changed into $(1,1)$, then the corresponding value of $z$ is complemented. As a consequence, since $L(X)$ is degenerate in both $x_{i_{1}}$ and $x_{i_{2}}$, we get that $c_{0,0}=-c_{1,1}$. Then (15) reduces to $c(z, L(X))=c_{0,1} / 2$.

On the other hand, let $c_{a, b}^{\prime}$ denote the correlation coefficient between $z$ and $L(X) \oplus$ $x_{i_{1}} \oplus x_{i_{2}}$ when conditioned on any particular value $(a, b)$ of $\left(x_{i_{1}}, x_{i_{2}}\right)$. Then, analogously,

$$
\begin{equation*}
c\left(z, L(X) \oplus x_{i_{1}} \oplus x_{i_{2}}\right)=\frac{1}{4}\left(c_{0,0}^{\prime}+c_{0,1}^{\prime}+c_{1,0}^{\prime}+c_{1,1}^{\prime}\right), \tag{16}
\end{equation*}
$$

where $c_{0,0}^{\prime}=c_{0,0}, c_{1,1}^{\prime}=c_{1,1}, c_{0,1}^{\prime}=-c_{0,1}$, and $c_{1,0}^{\prime}=-c_{1,0}$. Hence $c\left(z, L(X) \oplus x_{i_{1}} \oplus\right.$ $\left.x_{i_{2}}\right)=-c_{0,1} / 2$.

Lemma 2. Let $\sigma_{\text {odd }}(n-1)$ and $\sigma_{\text {even }}(n-1)$ be defined by (8) and (9), respectively. Then the correlation coefficient between $z$ and $x_{1}$ is given as

$$
\begin{equation*}
c_{n}\left(z, x_{1}\right)=2^{-(n-1)}\left(\sigma_{\text {odd }}(n-1) \sum_{l=0}^{\lfloor(n-1) / 2\rfloor}(-1)^{l} p_{2 l+1}+\sigma_{\text {even }}(n-1) \sum_{l=1}^{\lfloor n / 2\rfloor}(-1)^{l+1} p_{2 l}\right) . \tag{17}
\end{equation*}
$$

Proof. Let $c_{s_{0}, s_{1} ; x_{1}}$ denote the correlation coefficient between $z$ and $x_{1}$ when conditioned on any particular values $\left(s_{0}, s_{1}\right)$ and $x_{1}$, that is,

$$
\begin{equation*}
c_{s_{0}, s_{1} ; x_{1}}=\operatorname{Pr}\left\{z=x_{1} \mid s_{0}, s_{1} ; x_{1}\right\}-\operatorname{Pr}\left\{z \neq x_{1} \mid s_{0}, s_{1} ; x_{1}\right\} \tag{18}
\end{equation*}
$$

Let $c_{s_{0}, s_{1}}$ denote the correlation coefficient between $z$ and $x_{1}$ when conditioned on any particular value $\left(s_{0}, s_{1}\right)$, that is,

$$
\begin{equation*}
c_{s_{0}, s_{1}}=\frac{1}{2}\left(c_{s_{0}, s_{1} ; 0}+c_{s_{0}, s_{1} ; 1}\right) \tag{19}
\end{equation*}
$$

Then

$$
\begin{equation*}
c_{n}\left(z, x_{1}\right)=\sum_{s_{0}, s_{1}} p_{s_{0}, s_{1}} c_{s_{0}, s_{1}} \tag{20}
\end{equation*}
$$

We first compute $c_{0,0}$. From (14) we directly get

$$
\begin{align*}
\operatorname{Pr}\{z=0 \mid 0,0 ; 0\} & \left.=\operatorname{Pr}\left\{\mid\left(\sum_{i=2}^{n} x_{i}\right) / 2\right]^{(0)}=0\right\} \\
& =\operatorname{Pr}\left\{\sum_{i=2}^{n} x_{i} \equiv 0 \text { or } 1(\bmod 4)\right\} \\
& =2^{-(n-1)} \sum_{l=0}^{\infty}\left(\binom{n-1}{4 l}+\binom{n-1}{4 l+1}\right) \tag{21}
\end{align*}
$$

where as usual $\binom{v}{\mu}=0$ if $\mu>v$. Similarly, we have

$$
\begin{align*}
\operatorname{Pr}\{z=1 \mid 0,0 ; 0\} & =\operatorname{Pr}\left\{\left|\left(\sum_{i=2}^{n} x_{i}\right) / 2\right|^{(0)}=1\right\} \\
& =\operatorname{Pr}\left\{\sum_{i=2}^{n} x_{i} \equiv 2 \text { or } 3(\bmod 4)\right\} \\
& =2^{-(n-1)} \sum_{l=0}^{\infty}\left(\binom{n-1}{4 l+2}+\binom{n-1}{4 l+3}\right) \tag{22}
\end{align*}
$$

In view of (18), (21) and (22) imply

$$
\begin{equation*}
c_{0,0 ; 0}=2^{-(n-1)} \sum_{l=0}^{\infty}\left(\binom{n-1}{4 l}+\binom{n-1}{4 l+1}-\binom{n-1}{4 l+2}-\binom{n-1}{4 l+3}\right) . \tag{23}
\end{equation*}
$$

On the other hand, we similarly obtain

$$
\begin{align*}
& \operatorname{Pr}\{z=1 \mid 0,0 ; 1\}=2^{-(n-1)} \sum_{l=0}^{\infty}\left(\binom{n-1}{4 l+1}+\binom{n-1}{4 l+2}\right),  \tag{24}\\
& \operatorname{Pr}\{z=0 \mid 0,0 ; 1\}=2^{-(n-1)} \sum_{l=0}^{\infty}\left(\binom{n-1}{4 l}+\binom{n-1}{4 l+3}\right) . \tag{25}
\end{align*}
$$

Hence

$$
\begin{equation*}
c_{0,0 ; 1}=2^{-(n-1)} \sum_{l=0}^{\infty}\left(-\binom{n-1}{4 l}+\binom{n-1}{4 l+1}+\binom{n-1}{4 l+2}-\binom{n-1}{4 l+3}\right) \tag{26}
\end{equation*}
$$

Finally, (23) and (26) combined by (19) yield

$$
\begin{equation*}
c_{0,0}=2^{-(n-1)} \sum_{l=0}^{\infty}\left(\binom{n-1}{4 l+1}-\binom{n-1}{4 l+3}\right)=2^{-(n-1)} \sigma_{\text {odd }}(n-1) . \tag{27}
\end{equation*}
$$

The remaining three cases are treated in an analogous way and as a result we get

$$
\begin{gather*}
c_{1,0}=2^{-(n-1)} \sum_{l=0}^{\infty}\left(\binom{n-1}{4 l}-\binom{n-1}{4 l+2}\right)=2^{-(n-1)} \sigma_{\text {even }}(n-1),  \tag{28}\\
c_{0,1}=-2^{-(n-1)} \sigma_{\text {odd }}(n-1),  \tag{29}\\
c_{1,1}=-2^{-(n-1)} \sigma_{\text {even }}(n-1) . \tag{30}
\end{gather*}
$$

According to (20), (27)-(30) finally yield

$$
\begin{equation*}
c_{n}\left(z, x_{1}\right)=2^{-(n-1)} \sigma_{\text {odd }}(n-1)\left(p_{0,0}-p_{0,1}\right)+2^{-(n-1)} \sigma_{\mathrm{even}}(n-1)\left(p_{1,0}-p_{1,1}\right) \tag{31}
\end{equation*}
$$

which is equivalent to (17).

Lemma 3. For odd $n, c_{n}\left(z, x_{1}\right)=0$, and for even $n, n=2 k$,

$$
c_{n}\left(z, x_{1}\right)=2^{-n / 2}\left\{\begin{align*}
&-\sum_{l=0}^{k-1}(-1)^{l} p_{2 l+1}+\sum_{l=1}^{k}(-1)^{l+1} p_{2 l} \text { if } k \equiv 0(\bmod 4),  \tag{32}\\
& \sum_{l=0}^{k-1}(-1)^{l} p_{2 l+1}+\sum_{l=1}^{k}(-1)^{l+1} p_{2 l} \text { if } k \equiv 1(\bmod 4), \\
& \sum_{l=0}^{k-1}(-1)^{l} l \\
& p_{2 l+1}-\sum_{l=1}^{k}(-1)^{l+1} p_{2 l} \\
& \text { if } k \equiv 2(\bmod 4), \\
&-\sum_{l=0}^{k-1}(-1)^{l} p_{2 l+1}-\sum_{l=1}^{k}(-1)^{l+1} p_{2 l}
\end{align*} \text { if } k \equiv 3(\bmod 4) . ~ \$\right.
$$

Proof. For even $n, n=2 k$, (32) is a direct consequence of (17) and (11). For odd $n$, $n=2 k+1$, (17) and (10) result in $c_{n}\left(z, x_{1}\right)$ being given by the right-hand side of (12) with a difference that $n=2 k+1$ instead of $n=2 k-1$. The following concise form of (12),

$$
c_{n}\left(z, x_{1}\right)=2^{-(n-1) / 2}\left\{\begin{array}{lll} 
\pm \sum_{l=1}^{k}(-1)^{l+1} p_{2 l} & \text { if } k \equiv 0 \quad(\bmod 2)  \tag{33}\\
\pm \sum_{l=0}^{k}(-1)^{l} p_{2 l+1} & \text { if } k \equiv 1 \quad(\bmod 2)
\end{array}\right.
$$

shows that this difference is essential. Namely, for both even and odd $k$, the symmetry equation (6) forces (33) to be equal to zero.

Let $c(n)$ be defined as $c_{n}\left(S^{(0)}\right)$, by (12), if $n$ is odd and as $c_{n}\left(z, x_{1}\right)$, by (32), if $n$ is even. Let also $c_{\text {max }}(n)=|c(n)|$. Then, in view of (2), Lemmas $1-3$ result in the following theorem, which completely specifies the correlation between the current output bit and linear functions of the current and preceding input bits.

Theorem 1. For any time $t \geq 1$, assume that the current and the preceding inputs to the summation generator are mutually independent and uniformly distributed and that the preceding carry has the asymptotic probability distribution (4).

If the number $n$ of binary inputs is odd, then the correlation coefficient between the current output bit and the binary sum of the current input bits and any number $\mu$, $0 \leq \mu \leq n$, of the preceding input bits is equal to $c(n)$ if $\mu \equiv 0(\bmod 4)$, to $-c(n)$ if $\mu \equiv 2(\bmod 4)$, and to zero if $\mu$ is odd.

If the number $n$ of binary inputs is even, then the correlation coefficient between the current output bit and the binary sum of the current input bits and any number $\mu$, $0 \leq \mu \leq n$, of the preceding input bits is equal to $c(n)$ if $\mu \equiv 1(\bmod 4)$, to $-c(n)$ if $\mu \equiv 3(\bmod 4)$, and to zero if $\mu$ is even.

For each $1 \leq n \leq 10$, the computed value of the maximum correlation coefficient $c_{\text {max }}(n)$, a representative input linear function with the minimum number of terms, and the output affine function to be used in fast correlation attacks are displayed in Table 1.

We conjecture that Theorem 1 identifies all input linear functions that are correlated to the current output bit with the correlation coefficient having the maximum absolute value. This is supported by the experimental fast correlation attacks on the summation generators with three and five inputs which always converged to a linear (or affine) transform of the input sequences determined by Theorem 1.

Another argument for this conjecture is provided by the LSCA method itself. Namely, to obtain nonzero correlation coefficients between the current output bit and linear functions of more than two successive inputs, we should consider more than just a single

Table 1. Maximum correlation and best linear approximation.

| $n$ | $c_{\max }(n)$ | Best linear approximation | Output |
| :---: | :---: | :---: | :---: |
| 1 | 1.00000 | $x_{1, t}$ | $z_{t}$ |
| 2 | $\frac{1}{2}=0.50000$ | $\bigoplus_{i=1}^{2} x_{i, t}+x_{1, t-1}$ | $z_{t}$ |
| 3 | $\frac{1}{3}$ | $\approx 0.33333$ | $\bigoplus_{i=1}^{3} x_{i, t}$ |
| 4 | $\frac{5}{24}$ | $\approx 0.20833$ | $\bigoplus_{i=1}^{4} x_{i, t}+x_{1, t-1}$ |
| 5 | $\frac{2}{15}$ | $\approx 0.13333$ | $\bigoplus_{i=1}^{5} x_{i, t}$ |
| 6 | $\frac{61}{6!}$ | $\approx 0.08472$ | $\bigoplus_{i=1}^{6} x_{i, t}+x_{1, t-1}$ |
| 7 | $\frac{272}{7!}$ | $\approx 0.05396$ | $\bigoplus_{i=1}^{7} x_{i, t}$ |
| 8 | $\frac{1385}{8!} \approx 0.03435$ | $\bigoplus_{i=1}^{8} x_{i, t}+x_{1, t-1}$ | $z_{t}$ |
| 9 | $\frac{7936}{9!} \approx 0.02186$ | $\bigoplus_{i=1}^{9} x_{i, t}$ | $z_{t}$ |
| 10 | $\frac{50521}{10!} \approx 0.01392$ | $\bigoplus_{i=1}^{10} x_{i, t}+x_{1, t-1}$ | $\bar{z}_{t}$ |

round of the next-state function (3). Due to multiple linear approximation to the internal state bits required, the overall correlation coefficient is expected to decrease.

The conjecture is also confirmed by computing the correlation coefficients between all the linear functions of at most three successive outputs and inputs for $n=3$ and $n=5$. In both cases, the maximum correlation coefficient found is $c_{\max }(n)$. For three successive inputs and the current output, the correlation coefficient takes intermediate values and the largest ones computed are $\pm \frac{1}{8}$ and $\pm \frac{7}{128}$ for $n=3$ and $n=5$, respectively. More precisely, the number of such input linear functions with the correlation coefficient equal to $\frac{1}{8},-\frac{1}{8}, \frac{7}{128}$, and $-\frac{7}{128}$ is $9,3,30$, and 30 , respectively. In addition, for $n=3$, we also computed the correlation coefficients between the current output bit and linear functions of four successive inputs (effectively) and the largest one obtained is $\pm \frac{1}{16}$.

From (12) and (32) it follows that $c_{\max }(n)<2^{-(n-1) / 2}$ for odd $n$ and $c_{\max }(n)<2^{-n / 2}$ for even $n$, respectively. It turns out that the values of $c_{\max }(n)$ are not much smaller than what can be obtained by a random memoryless combiner with $n$ inputs.

## 5. Fast Correlation Attacks on Summation Generator

In this section a theoretical analysis of fast correlation attacks on the summation generator is presented. The general case of an arbitrary number of inputs and parity-check polynomials of an arbitrary weight is considered.

According to Section 4, the fast correlation attack based on iterative error-correction decoding uses the output sequence or the binary complement of the output sequence. The LFSR sequence to be reconstructed is a linear transform of the input sequences corresponding to one of the input linear functions with the maximum absolute value of the correlation coefficient, $c_{\max }(n)$. Let $L^{+}$and $L^{-}$denote the numbers of input linear functions with the correlation coefficient $c_{\max }(n)$ and $-c_{\max }(n)$ to the current output bit, respectively. To minimize the number of possible input linear transforms, the attack is run on the output sequence if $L^{+} \leq L^{-}$and on its binary complement if $L^{+}>L^{-}$.

The error probability for the associated BSC channel is $p=\left(1-c_{\max }(n)\right) / 2$. In view of maximum-order correlation immunity, the corresponding LFSR feedback polynomial ( $f(x)$ of degree $r$ ) is the least common multiple of the individual input LFSR feedback polynomials. If these polynomials are distinct and primitive, then $f(x)$ is their product. The parity-checks to be used in the attack can be obtained by the polynomial residue method described in Section 2.2.

If odd-weight parity-checks are predominant, then the iterative error-correction algorithm, if successful, is expected to converge randomly to a linear transform of the input sequences with the correlation coefficient $c_{\max }(n)$. If even-weight parity-checks are predominant, then the algorithm may also converge to the binary complement of a linear transform of the input sequences with the correlation coefficient $-c_{\max }(n)$. This is because every even-weight parity-check polynomial for the feedback polynomial $f(x)$ contains $1+x$ as a factor and is thus also a parity-check polynomial for the feedback polynomial $(1+x) f(x)$, which corresponds to the bitwise binary complement of any LFSR sequence satisfying $f(x)$. The experiments reported in the next section confirm this behavior.

A unique solution for the unknown LFSR initial states consistent with the keystream sequence is obtained as follows. For any assumed input linear/affine transform, all the LFSR initial states are recovered by solving the corresponding linear equations and are then tested for consistency with the given keystream sequence. If the initial carry is secret key controlled, then its correct value has to be guessed out of $n$ possible values.

The computational complexity of the iterative error-correction algorithm is proportional to the keystream sequence length and to the number of parity-checks per bit used in the attack. The required keystream sequence length is proportional to the maximum degree of the parity-check polynomials used which is $O\left(2^{r /(w-1)}\right)$ for average LFSR feedback polynomials, provided that the parity-check weight $w$ is fixed. Since the required number of the parity-checks depends only on $w$ and on the correlation coefficient (see (36) below), both the keystream sequence length and the computational complexity increase as $O\left(2^{r /(w-1)}\right)$ if $w$ is fixed.

Our objective now is to examine the case when $r$ is large and $w$ is varied. Let $J(w)$ and $J_{\max }(w)$ respectively denote the average and the maximum numbers of the parity-checks per bit needed for a successful fast correlation attack on a given summation generator and let $M$ be the maximum degree of the associated parity-check polynomials. The required keystream sequence length is typically $N=\nu M$, where $\nu$ is a relatively small constant (e.g., $1<v \leq 10$ ). The average required computational complexity per one round of the iterative error-correction algorithm is about $C=N(w-1) J(w)$ (in appropriate units), and the number of rounds is roughly independent of $w$. According to (1), since the required number of the parity-check polynomials is $J_{\max }(w) / w$, one may on average expect that

$$
\begin{equation*}
M \approx\left(\frac{(w-1)!}{w}\right)^{1 /(w-1)} J_{\max }(w)^{1 /(w-1)} 2^{r /(w-1)}, \tag{34}
\end{equation*}
$$

where the orthogonality condition is for simplicity disregarded. If $v$ is not close to one
(e.g., $v \approx 10$ ), then $J_{\max }(w) \approx J(w)$, so that

$$
\begin{equation*}
C \approx \nu(w-1)\left(\frac{(w-1)!}{w}\right)^{1 /(w-1)} J(w)^{w /(w-1)} 2^{r /(w-1)} \tag{35}
\end{equation*}
$$

It remains to assess $J(w)$. Let $c=c_{\max }(n)$. Under the assumption that the paritychecks are orthogonal and that $J_{\max }(w) \approx J(w)$, the convergence condition [12] indicates that the iterative error-correction algorithm will on average be successful if

$$
\begin{equation*}
\left(\frac{1+c^{w-1}}{1-c^{w-1}}\right)^{J(w)}>\frac{1+c}{1-c} \tag{36}
\end{equation*}
$$

which for small $c$ can be well approximated as

$$
\begin{equation*}
J(w)>\frac{1}{c^{w-2}} \tag{37}
\end{equation*}
$$

Note that the number of the parity-checks needed for a successful fast correlation attack is in practice larger than the value predicted by (36), because in the experiments the paritychecks are not necessarily orthogonal, the errors are not independent as in the BSC model, the constant $v$ is close to one, and the best linear approximation is not unique. However, apart from a multiplicative constant, (37) seems to be a good approximation as far as the dependence on $w$ is concerned.

Consequently, (35) can be reduced to

$$
\begin{equation*}
C \approx \nu(w-1)\left(\frac{(w-1)!}{w}\right)^{1 /(w-1)} c^{-w(w-2) /(w-1)} 2^{r /(w-1)} \tag{38}
\end{equation*}
$$

So, the computational complexity is given as the product of three factors, as functions of $w$ : the first increases roughly as $v(w-1)^{2} / e$, the second exponentially increases as $c^{-(w-1)+1 /(w-1)}$, and the third decreases as $2^{r /(w-1)}$. A similar expression holds for the keystream sequence length $N=\nu M$ with a difference that the first factor is linear in $w-1$ and that the second factor, $c^{-1+1 /(w-1)}$, is roughly constant. Therefore, $N$ is predominantly determined by the third factor $2^{r /(w-1)}$. Unlike $N, C$ is predominantly determined by the product of the last two factors, $c^{-(w-1)+1 /(w-1)} 2^{r /(w-1)}$, which initially decreases with $w$, then achieves its minimum value $2^{2 \sqrt{\left(r-\log _{2} c^{-1}\right) \log _{2} c^{-1}}}$ for $w_{\mathrm{opt}} \approx \sqrt{r / \log _{2} c^{-1}-1}+1$, and increases with further increase of $w$. Accordingly, we get

$$
\begin{equation*}
C_{\min } \approx \frac{v}{e} 2^{2 \sqrt{\left(r-\log _{2} c^{-1}\right) \log _{2} c^{-1}}+\log _{2} 2 \sqrt{r / \log _{2} c^{-1}-1}} \tag{39}
\end{equation*}
$$

and the corresponding value of $N$ is given as

$$
\begin{equation*}
N \approx \frac{v}{e c} 2^{\sqrt{\left(r-\log _{2} c^{-1}\right) \log _{2} c^{-1}}+\log _{2} \sqrt{r / \log _{2} c^{-1}-1}} \tag{40}
\end{equation*}
$$

To simplify the comparisons given below, we use the approximations

$$
\begin{equation*}
C_{\min } \approx 2^{2 \sqrt{r \log _{2} c^{-1}}} \tag{41}
\end{equation*}
$$

and $N \approx 2 \sqrt{r \log _{2} c^{-1}}$.
Assuming that the LFSR lengths are approximately equal, the minimum computational complexity (41) can be compared with the computational complexities of the divide-and-conquer attack [2], $2^{r(n-1) / n}$, and of the 2 -adic complexity attack [6], $2^{2\left(r / n+\log _{2} n\right)}$ (neglecting the multiplicative constants). Thus $C_{\min }<2^{2 r / n}$ if $r>n^{2} \log _{2} c_{\max }(n)^{-1}$.

Finally, we compare the keystream sequence length and the computational complexity required for the successful fast correlation attack with those required for the successful basic correlation attack based on the method [4] which reduces the summation generator to a zero-order correlation immune combiner. Namely, choose the shortest of the LFSRs, make the product, $\hat{f}(x)$, of the distinct feedback polynomials of the remaining LFSRs, and find a polynomial multiple $h(x)$ of $\hat{f}(x)$ of low weight $w$. Then apply the linear transform defined by $h(x)$ to the output sequence. According to Theorem 1, the linearly transformed output sequence is bitwise correlated to the same linear transform of the chosen LFSR sequence or of its binary derivative. The correlation coefficient can be well approximated as $c_{\max }(n)^{w}$ or $-c_{\max }(n)^{w}$, assuming that the correlation noise is memoryless.

The correlation attack then consists of guessing the initial state of the chosen LFSR and of estimating the bitwise correlation coefficient between the linearly transformed LFSR and output sequences. The guessed initial state is assumed as correct if the estimated correlation coefficient is consistent with $\pm c_{\max }(n)$. The required linearly transformed output sequence length is $r_{i} O\left(c_{\max }(n)^{-2 w}\right)$, where $r_{i}$ is the chosen LFSR length.

Assume for simplicity that the LFSR lengths are equal and let $c=c_{\max }(n)$. The required keystream sequence length can then be approximated as

$$
\begin{equation*}
N \approx 2^{2 w \log _{2} c^{-1}+\log _{2}(r / n)}+2^{r(n-1) /(n(w-1))} \tag{42}
\end{equation*}
$$

The first and the second terms stand for the length needed for testing the correlation and for the expected degree of the parity-check polynomial $h(x)$. The required computational complexity is $C \approx w 2^{r / n} 2^{2 w \log _{2} c^{-1}+\log _{2}(r / n)}$ and the required storage space for computing the input linear transform is $S \approx 2^{r(n-1) /(n(w-1))}$.

As $w$ increases, $C$ increases and $S$ decreases and there is an optimal value $w_{\text {opt }}$ minimizing the keystream sequence length $N . N_{\min }$ is approximately achieved if the two terms in (42) are equal. That is, $w_{\mathrm{opt}} \approx \sqrt{(n-1) r /\left(2 n \log _{2} c^{-1}\right)}+1$ and

$$
\begin{align*}
N_{\min } & \approx 2^{\sqrt{2 r(n-1) \log _{2} c^{-1} / n}}(1+r / n)  \tag{43}\\
C_{\mathrm{opt}} & \approx 2^{\sqrt{2 r(n-1) \log _{2} c^{-1} / n+r / n}} \tag{44}
\end{align*}
$$

Note that the minimum computational complexity (41) is smaller than $C_{\text {opt }}$ if

$$
\begin{equation*}
r>n^{2} \log _{2} c_{\max }(n)^{-1}(2-\sqrt{2(n-1) / n})^{2} \tag{45}
\end{equation*}
$$

## 6. Experimental Results

The objective of this section is to examine experimentally the vulnerability of the summation generators with three and five inputs to fast correlation attacks.

### 6.1. Three Inputs

The summation generator with three inputs is a binary nonlinear combiner with two bits of memory. According to Theorem $1, c_{\max }(3)=\frac{1}{3}$, which is large enough to apply the fast correlation attack. The current output bit is correlated with the correlation coefficient $-\frac{1}{3}$ to the binary sum of the three current input bits, and with the correlation coefficient $\frac{1}{3}$ to the binary sum of the three current and any two preceding input bits (there are three such linear functions). Consequently, the fast correlation attack is run on the binary complement of the output sequence.

Experiments were conducted on four summation generators. The tap settings Taps $i_{i}$ for $\mathrm{LFSR}_{i}, i=1,2,3$, the degree $r$, and the weight $w_{\mathrm{p}}$ of the resulting product feedback polynomial are shown in Table 2.

In each case, the attack was performed for 20 randomly chosen initial contents of the LFSRs for two sets of (not necessarily orthogonal) parity-checks: one, I, with predominant weight 5 and the other, II, with predominant weight 7 or 6 (depending on $r$ ). The parity-check sets were obtained by the method described in Section 2.2 for $k=2$ and $k=3$, respectively. For each out of the 20 initial contents, the number of the parity-checks used and the keystream sequence length were both minimized.

The weight $w$, the average number $K_{\mathrm{av}}$, the maximum number $K_{\max }$, and the maximum degree $M_{\text {max }}$ of the parity-check polynomials used as well as the average value $N_{\mathrm{av}}$ and the standard deviation $\sigma(N)$ of the keystream sequence length in successful experiments are all shown in Tables 3 and 4, for the parity-check sets I and II, respectively. For comparison, the keystream sequence length obtained by theory is also shown in Tables 3 and 4 (i.e., $N_{\mathrm{th}}=v M$, where $M$ is given by (34) and $J(w)$ determined by (36), assuming that $v=2$ and that $w$ is the predominant weight).

In the case $r=30$ shown in Table 4, where even parity-check weight, 6 , is predominant, the algorithm converged randomly to one of the four input affine transforms identified above. In other cases, where the predominant parity-check weight is odd, it converged to the bitwise sum of the input LFSR sequences.

### 6.2. Five Inputs

The summation generator with five inputs is a binary nonlinear combiner with three bits of memory. According to Theorem 1, $c_{\max }(5)=\frac{2}{15}$, which is, although smaller than $\frac{1}{3}$, also large enough to apply the fast correlation attack. The current output bit is

Table 2. Input LFSRs and product feedback polynomial, $n=3$.

| Taps $_{1}$ | Taps $_{2}$ | Taps $_{3}$ | $r$ | $w_{\mathrm{p}}$ |
| :---: | :---: | :---: | :---: | :---: |
| $0,4,9$ | $0,3,10$ | $0,2,11$ | 30 | 17 |
| $0,3,9$ | $0,2,10$ | $0,3,15$ | 34 | 19 |
| $0,3,10$ | $0,2,11$ | $0,3,17$ | 38 | 19 |
| $0,1,3,4,13$ | $0,1,15$ | $0,2,3,5,16$ | 44 | 17 |

Table 3. Parity-check polynomials, set I, and keystream sequence length.

| $r$ | $w$ | $K_{\text {av }}$ | $K_{\max }$ | $M_{\max }$ | $N_{\mathrm{av}}$ | $\sigma(N)$ | $N_{\mathrm{th}}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 30 | 4 | 1 | 1 | 838 | $2^{10.7}$ | $2^{8.5}$ | $2^{10.3}$ |
| 34 | 5 | 118 | 169 | 1,495 |  |  |  |
| 38 | 5 | 79 | 79 | 4,990 | $2^{12.5}$ | $2^{9.5}$ | $2^{12.3}$ |
| 44 | 5 | 127 | 135 | 14,954 | $2^{13.9}$ | $2^{9.6}$ | $2^{13.8}$ |

Table 4. Parity-check polynomials, set II, and keystream sequence length.

| $r$ | $w$ | $K_{\text {av }}$ | $K_{\max }$ | $M_{\max }$ | $N_{\mathrm{av}}$ | $\sigma(N)$ | $N_{\mathrm{th}}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 30 | 5 | 4 | 425 | 518 | 585 | $2^{9.5}$ | $2^{7.7}$ |
|  | 7 | 282 | 282 | 250 |  | $2^{8.1}$ |  |
| 34 | 5 | 13 | 152 | 800 |  |  |  |
|  | 7 | 5,360 | 5,945 | 650 |  | $2^{9.0}$ | $2^{9.1}$ |
| 38 | 6 | 146 | 19 | 830 | $2^{10.7}$ | $2^{9.4}$ | $2^{9.8}$ |
| 44 | 7 | 5,360 | 5,945 | 650 |  |  |  |

Table 5. Input LFSRs and product feedback polynomial, $n=5$.

| Taps $_{1}$ | Taps $_{2}$ | Taps $_{3}$ | Taps $_{4}$ | Taps $_{5}$ | $r$ | $w_{\mathrm{p}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0,1,4$ | $0,2,5$ | $0,1,6$ | $0,1,7$ | $0,2,3,4,8$ | 30 | 13 |
| $0,1,6$ | $0,1,7$ | $0,2,3,4,8$ | $0,4,9$ | $0,3,10$ | 40 | 21 |

Table 6. Parity-check polynomials and keystream sequence length.

| $r$ | $w$ | $K_{\mathrm{av}}$ | $K_{\max }$ | $M_{\max }$ | $N_{\mathrm{av}}$ | $\sigma(N)$ | $N_{\mathrm{th}}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 30 | 5 | 8,338 | 9,272 | 3,915 |  |  |  |
|  | 7 | 598 | 598 | 604 | $2^{12.1}$ | $2^{10.4}$ | $2^{11.5}$ |
| 40 | 5 | 14,800 | 14,800 | 24,968 | $2^{14.9}$ | $2^{11.8}$ | $2^{14.0}$ |

correlated to six and ten linear functions of the corresponding two successive inputs with the correlation coefficient equal to $\frac{2}{15}$ and $-\frac{2}{15}$, respectively. Any of the six functions is the binary sum of the five current and zero or four preceding input bits, whereas any of the ten functions is the binary sum of the five current and two preceding input bits. Consequently, the fast correlation attack is run on the output sequence.

The fast correlation attack is conducted in the same way as in the case of three inputs except that there are more multiple linear/affine approximations to be checked in the final stage. Experiments were conducted on two summation generators. The tap settings Taps $s_{i}$ for $\operatorname{LFSR}_{i}, 1 \leq i \leq 5$, the degree $r$, and the weight $w_{\mathrm{p}}$ of the resulting product feedback polynomial are shown in Table 5.

In each case, the attack was performed for 20 randomly chosen initial contents of the LFSRs by using (not necessarily orthogonal) parity-checks of predominant weight 5. For each out of the 20 initial contents, the number of the parity-checks used and the keystream sequence length were both minimized. The results obtained by experiments and by theory are shown in Table 6. In all the cases, the predominant parity-check weight, 5 , is odd and the algorithm converged randomly to one of the six input linear transforms identified above.

## 7. Conclusions

It is shown that the summation generators with three, five, and any moderately large number $n$ of input LFSRs may be vulnerable to fast correlation attacks based on iterative probabilistic decoding. Mutually correlated linear transforms of the input and output sequences are identified by the linear sequential circuit approximation method using the known asymptotic probability distribution of the carry. The underlying maximum correlation coefficient, $c_{\max }(n)$, is derived for any $n$. For success, sufficiently many lowweight parity-check polynomials can be generated by a polynomial residue method.

For random feedback polynomials with the least common multiple of degree $r$ and any fixed parity-check weight $w$, the average required keystream sequence length and the computational complexity are both $O\left(2^{r /(w-1)}\right)$, whereas the precomputation storage and time for finding the parity-check polynomials are $O\left(2^{r / 2}\right)$ and $O\left(r 2^{r / 2}\right)$, respectively. However, primitive feedback polynomials may exist for which these figures are much smaller. When $w$ is varied, it is shown that the minimum computational complexity can be approximated as $C_{\min } \approx 2^{2 \sqrt{r \log _{2} c_{\max }(n)^{-1}}}$ and is achieved if $w \approx \sqrt{r / \log _{2} c_{\max }(n)^{-1}}+1$. The corresponding keystream sequence length is then $N \approx 2^{\sqrt{r \log _{2} c_{\max }(n)^{-1}}}$.

Successful experimental results are systematically obtained for the summation generator with three inputs and various $r$ by using the polynomial multiples of weight 5 and of weight 6 and 7 combined, respectively, and, also, for the summation generator with five inputs by using the polynomial multiples of predominant weight 5 .
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