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Abstract. In this paper new “partial” key recovery attacks against the RMAC block
cipher based Message Authentication Code scheme are described. That is we describe
attacks that, in some cases, recover one of the two RMAC keys much more efficiently
than previously described attacks. Although all attacks, but one, are of no major threat
in practice, in some cases there is reason for concern. In particular, the recovery of the
second RMAC key (of k bits) may only require around 2k/2 block cipher operations
(encryptions or decryptions). The RMAC implementation using triple DES proposed
by NIST is shown to be very weak.
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1. Introduction

MACs, i.e., Message Authentication Codes, are a widely used method for protecting the
integrity and guaranteeing the origin of transmitted messages and stored files. To use a
MAC it is necessary for the sender and recipient of a message (or the creator and verifier
of a stored file) to share a secret key K , chosen from some (large) keyspace. The data
string to be protected, D say, is input to a MAC function, along with the secret key K ,
and the output is the MAC. The MAC is then sent or stored with the message.

Most common message authentication algorithms today are iterated MAC algorithms.
The MAC input D is padded to a multiple of the block size, and is then divided into q
blocks denoted D1–Dq . The m-bit MAC involves an initial value I V = H0, a compres-
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sion function h, an output transformation g, and an n-bit (n ≥ m) chaining variable Hi

between stage i − 1 and stage i :

Hi = h(Di , Hi−1), 1 ≤ i ≤ q,

MACK (D) = g(Hq) .

The secret key may be employed in h, and/or in g.
ISO/IEC 9797-1 [5] lists three possible padding rules for iterated MACs. If the message

string is D = D1, D2, . . . , Dq , then these rules are:

1. append additional zero bits, such that |Dq | = n;
2. if |Dq | = n append an extra block Dq+1 consisting of one one-bit followed by zero

bits, such that |Dq+1| = n, otherwise append a one-bit then zero bits, such that
|Dq | = n;

3. apply rule 1 then prefix the data with one n-bit block D0 containing q.

One very widely used class of iterated MAC schemes are called CBC-MACs, where
(typically) h(x, y) = eK (x⊕ y), and where eK (z) denotes the block cipher encryption of
z using the key K . To avoid some simple forgery attacks [13, Section 9.5], g is most often
a function which outputs a certain subset of bits of the input, or consists of one or more
encryption operations, or is a combination of the two. In this paper we are concerned
with a particular example of a CBC-MAC scheme known as RMAC [6], [17].

There are two main classes of attack on a MAC scheme, namely key recovery attacks,
in which an attacker is able to discover the secret key used to compute the MACs, and
forgery attacks in which an attacker is able to determine the correct MAC for a message
(without the legitimate key holder having generated it).

Forgery attack: This attack consists of predicting the value of MACK (D) for a
message D without initial knowledge of K . If the adversary can do this for a
single message, he is said to be capable of existential forgery. If the adversary is
able to determine the MAC for a message of his choice, he is said to be capable
of selective forgery. A very simple “attack” is to choose an arbitrary fraudulent
message, and to append a randomly chosen MAC value. Ideally, the probability
that this MAC value is correct is equal to 1/2m , where m is the number of bits of
the MAC value. Practical attacks often require that a forgery is verifiable, i.e., that
the forged MAC is known to be correct beforehand with probability near 1.

Key recovery attack: This attack consists of finding the key K itself from a number of
message/MAC pairs. Such an attack is more powerful than a forgery, since it allows
for arbitrary selective forgeries. Ideally, any attack allowing key recovery requires
about 2k operations (here k denotes the bit-length of K ). If m is the size of the
MAC and if one assumes that MACK (D) is a random function from the key to the
MAC, then verification of such an attack requires about 	k/m
 text/MAC pairs.
To see this, note that the expected number of keys which will take the message
D to a certain given MAC value is 2k−m . Extending this argument, the expected
number of keys which will take 	k/m
 messages to certain given MAC values is
2k−(m	k/m
) ≤ 1.

Partial key recovery attacks are those in which only some k ′ < k bits of the
secret key are retrieved.
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Preneel and van Oorschot [20] present a general forgery attack that applies to all iterated
MACs. Its feasibility depends on the bit sizes n of the chaining variable and m of the
MAC result and on the nature of the output transformation g. The basic attack requires
several known texts, but only a single chosen text. However, in some cases restrictions are
imposed on the known texts; for example, if the padding method used is the third above,
all messages must have equal length. For an input pair (x, x ′) with MACK (x) = g(Hq)

and MACK (x ′) = g(H ′q), a collision is said to occur if MACK (x) = MACK (x ′). This
collision is called an internal collision if Hq = H ′q , and an external collision if Hq �= H ′q
but g(Hq) = g(H ′q). The attack is based on the following simple observation:

Lemma 1 [20]. An internal collision for an iterated MAC algorithm allows a verifiable
MAC forgery, through a chosen-text attack requiring a single chosen text.

This follows since, for an internal collision (x, x ′), MACK (x ‖ y) = MACK (x ′ ‖ y) for
any single block y; thus a requested MAC on the chosen text x ‖ y provides a forged
MAC (i.e., the same MAC) for x ′ ‖ y (here ‖ denotes concatenation). Note this assumes
that the MAC algorithm is deterministic. Also, the forged message is of a special form,
which may limit the practical impact of the attack.

The next propositions show the complexities of finding an internal collision for a given
MAC algorithm.

Proposition 1 [20]. Let MAC() be an iterated MAC function with an n-bit chaining
variable and m-bit result, and an output transformation g that is a permutation. An
internal collision for M AC can be found using an expected number of u =

√
2 · 2n/2

known text/MAC pairs of at least t = 2 blocks each.

Proposition 2 [20]. Let MAC() be an iterated MAC function with an n-bit chaining
variable and m-bit result, and output transformation g which is a random function. An
internal collision for h can be found using u known text/MAC pairs of at least t = 2
blocks each and v chosen texts of at least three blocks. The expected values for u and v
are as follows: u = √2 · 2n/2 and v is approximately 2n−m .

A widely used type of CBC-MAC (when using DES) is where the output transfor-
mation g is a two-key triple encryption (with keys K1 = K and K2); this is commonly
known as the ANSI retail MAC, since it first appeared in [1]:

g(Hq) = eK1(dK2(Hq)) = eK1(dK2(eK1(Dq ⊕ Hq−1))).

The scheme is designed for use with DES as the underlying block cipher to compensate
for its short key length. However, it has been shown that the above generic forgery attack,
requiring about 2n/2 known text/MAC pairs, can be extended to an attack which recovers
the entire key in time 3 ·2k encryptions, compared with 22k encryptions for an exhaustive
search [19], [20]. Other key recovery attacks, also requiring a small multiple of 2k

encryption operations, need only a few known texts, but require many MAC verifications
[10], [11], [14].
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A variant of the ANSI retail MAC with the same computational complexity was
proposed in [11], where a double block cipher encryption is used in the first and last
iteration:

H1 = eK ′2(eK1(D1)) and g(Hq) = eK2(Hq).

Here K ′2 is derived from K2. However, it has been shown that there are again key recovery
attacks of time complexity approximately only that of an exhaustive search over one of
the keys involved [3], [4]. Also, it has recently been shown [7] that for all schemes but
one in ISO/IEC 9797-1 [5], key recovery attacks exist requiring about 2n/2 chosen texts
and 2k block cipher operations.

Bellare et al. [2] provide a proof of security for the “basic” CBC-MAC where g(Hq) =
Hq , i.e., a lower bound on the complexity of breaking the system given certain assump-
tions about the underlying block cipher. The proof assumes that the messages authenti-
cated are all of the same length. DMAC is a CBC-MAC scheme with g(Hq) = eK ′(Hq),
where K ′ is a key different from K [5], [18], [21]. There is a also proof of security for
DMAC, similar to the aforementioned one for the “basic” CBC-MAC, but which holds
for messages of varying length [18].

Following the approach used in [5], we use a four-tuple [a, b, c, d] to quantify the
resources needed for an attack, where a denotes the number of off-line block cipher
encipherments (or decipherments), b denotes the number of known data string/MAC
pairs, c denotes the number of chosen data string/MAC pairs, and d denotes the number
of on-line MAC verifications. Note c and d are distinguished because, in some envi-
ronments, it may be easier for an attacker to obtain MAC verifications (i.e., to submit a
data string/MAC pair and learn whether the MAC is valid) than to obtain the MAC for
a chosen message. Moreover, as is the case for RMAC, it is possible to learn different
information from a MAC verification than from a chosen MAC, since we assume that
the attacker has no control over the random salt used for a chosen MAC.

This paper is organized as follows. Section 2 presents the RMAC scheme. In Section
3 several key-recovery attacks on RMAC are presented, all of which recover one of the
two RMAC keys much more efficiently than previously described attacks. Section 4
presents an efficient attack on RMAC used with triple-DES as proposed by NIST [17],
and Section 5 gives some concluding remarks.1

2. The RMAC scheme

The RMAC message authentication code was proposed by Jaulmes et al. [6] in 2002.
The scheme operates as follows. First suppose the underlying block cipher has n-bit
blocks and uses a key of k bits. The MAC scheme uses a pair of keys K1, K2. The MAC
computation is as follows.

A message D is first padded and split into a sequence of q n-bit blocks: D1, D2, . . . , Dq .
The entity computing the MAC generates a k-bit random salt R, and then makes the

1 The attacks of Sections 3.5 and 4 also appear in [9], together with key recovery attacks in multi-user
settings.
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following computations:

H1 = eK1(D1),

Hi = eK1(Di ⊕ Hi−1), (2 ≤ i ≤ q), and

MAC = eK2⊕R(Hq).

The salt R must be stored or sent with the message and MAC.
For the purposes of this paper we assume that the padding method does not involve

prefixing the data with a length block. (NIST [17] specifies that padding rule 2 should
be used with RMAC.) Note that the MAC used will be truncated to the leftmost m bits
of the MAC value given in the above equation, where m ≤ n.

RMAC was designed as an alternative to the DMAC scheme with better resistance
against the generic forgery attacks mentioned in the Introduction [6]. However, this
element of increased security comes at a price. The attacks presented in this paper
recover one of the two k-bit keys of RMAC faster than by brute force. Once this key has
been found the scheme is vulnerable to some simple forgery attacks, see, e.g., Section
9.5 of [13]. We remark that none of the attacks presented in this paper would apply to
DMAC [5], [18], [21], for which the best known attacks recovering either of the two
keys require 2k operations, where k is the size of the involved keys.

3. Partial Key Recovery Attacks on RMAC

In this section we outline several partial key recovery attacks on RMAC. The attacks are
applied to general block ciphers of length n using a k-bit key and do not exploit intrinsic
properties of the underlying block cipher.

3.1. The Basis for a Partial Key Recovery Attack

Suppose an attacker knows, by some means, the value Hq computed during the RMAC
computation for the padded message D1, D2, . . . , Dq . Suppose the attacker also knows
a MAC for this message (M say) and the corresponding random salt R.

The attacker first chooses an integer s (0 ≤ s ≤ k) and then, by some means, obtains
the MACs M1,M2, . . . ,M2s for this same padded message D1, D2, . . . , Dq for a total of
2s different (random) salts R1, R2, . . . , R2s . The set of MACs {M1,M2, . . . ,M2s } (and
corresponding salt values) is sorted to simplify comparisons.

The attacker next computes Cj = eL j (Hq) for a series of 2k−s arbitrary distinct keys
L j , j = 1, 2, . . . , 2k−s . After each computation the value of Cj is compared with the set
of MACs {M1,M2, . . . ,M2s }. Then with a probability of 1 − (1 − 2−k)2

k � 0.63 (for
k ≥ 5), for at least one pair of values of i , j (1 ≤ i ≤ 2s , 1 ≤ j ≤ 2k−s) the equation

K2 ⊕ Ri = L j

will hold, where K2 is one of the two secret keys used to compute the RMACs. If this
equation holds then Cj = Mi . Of course, this latter equation may hold by chance (with
probability 2−m). Thus, during the course of computing the 2k−s values Cj , there will be
a total of around 2k−m “false” matches. Eliminating a false match is simple—it requires
one decryption of a different MAC value Mi∗ (using the appropriate offset of the key L j ).



380 L. R. Knudsen and C. J. Mitchell

After elimination of all false matches the key K2 will have been recovered. Hence the
total complexity for finding the key K2 is as follows:

• 2s chosen MACs, and
• 2k−s + 2k−m encryption or decryption operations.

Of course, this all depends on the attacker having a means to find the value Hq . Later
in this paper we describe two ways in which this might occur. However, first we consider
a simple variation on the above procedure.

3.2. A Variant Partial Key Recovery Attack

Observe that the m-bit MAC for an arbitrary message with an arbitrary salt R can be
found using an expected 2m−1+(2m−1−1)/2m � 2m−1 MAC verifications. Thus, instead
of requiring 2s chosen MACs, the first part of the attack described in Section 3.1 can be
performed using 2s+m−1 MAC verifications. Thus, in this case, the total complexity for
finding the key K2 is:

• 2s+m−1 MAC verifications, and
• 2k−s + 2k−m encryption or decryption operations.

Rather interestingly, this variant of the attack can be made deterministic instead of
probabilistic without increasing the complexity. This is because the attacker is able to
choose the 2s salt values R1, R2, . . . , R2s as well as the 2k−s values L1, L2, . . . , L2k−s .
Since the attack depends on finding an Ri and L j such that Ri ⊕ K2 = L j , it becomes
possible to choose the values of R1, R2, . . . , R2s and L1, L2, . . . , L2k−s to try to ensure
that such an equation will hold (for some i and j) whatever the value of K2.

Suppose the attacker chooses the sets R = {R1, R2, . . . , R2s } and L = {L1, L2, . . . ,

L2k−s } such thatR and L are mutually orthogonal subspaces, of dimensions s and k− s,
respectively, of the k-dimensional vector space over GF(2) with elements the binary
k-tuples. This can, for example, readily be achieved by lettingR be the set of all k-tuples
whose final k − s digits are zeros, and letting L be the set of all k-tuples whose first s
digits are zeros. Then, for any k-tuple K2, there exists a unique pair (Ri , L j ) ∈ R× L
such that K2 = Ri ⊕ L j . This holds since the union of a basis for R with a basis for L
will be a basis for the entire k-dimensional space. Hence, for any k-tuple K2, there exists
a unique pair (Ri , L j ) ∈ R× L such that Ri ⊕ K2 = L j .

Thus, in this case, if R and L are chosen appropriately, the desired “match” will be
found with probability 1.

3.3. A Simple Method for Finding Hq

The first of the two methods we describe for finding Hq applies only in the case
where m = n, i.e., where there is no MAC truncation. Suppose the attacker knows
the MAC M (and corresponding random salt R) for a (q + 1)-block padded message
D1, D2, . . . , Dq , Dq+1. Then, for a sequence of distinct values E (where E is an n-bit
block), the attacker conducts a MAC verification for the triple (E , M , R), where E is the
one-block padded message, M is the MAC, and R is the salt. (Observe that any MAC
verification operation will always involve such a triple of inputs.) This procedure con-
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tinues until the MAC verification gives a positive result. The simplest way to implement
this would be to use an n-bit counter to generate successive values of E .

Now suppose that E∗ is the value for which MAC verification succeeds—thus we
know that

eK2⊕R(eK1(E
∗)) = M.

However, given that M is also the MAC for the (q + 1)-block padded message
D1, D2, . . . , Dq , Dq+1, again using the salt R, we also know that

eK2⊕R(eK1(Dq+1 ⊕ Hq)) = M.

Thus, since the block cipher encryption function must be one-to-one (for any fixed
key), we know that

eK1(E
∗) = eK1(Dq+1 ⊕ Hq),

hence

E∗ = Dq+1 ⊕ Hq ,

and thus

Hq = Dq+1 ⊕ E∗.

It remains for the attacker to learn a MAC for the q-block padded message D1, D2, . . . ,

Dq , which requires one chosen MAC (the value of the random salt is not significant),
and the attacker will now know a padded message D1, D2, . . . , Dq , the value Hq , and a
MAC (with its corresponding salt).

We conclude by considering the complexity of the above procedure. It requires

• one known MAC,
• 2n−1 MAC verifications (this is the expected number before the MAC verification

succeeds), and
• one chosen MAC.

Thus, in this case (where m = n), the total complexity of the attack to find K2 is either

• [2k−s + 2k−n , 1, 2s , 2n−1], when the approach described in Section 3.1 is followed,
or
• [2k−s + 2k−n , 1, 0, 2s+n−1 + 2n−1], when the method in Section 3.2 is employed.

In the case where two-key triple DES [13], [15] is being employed (with k = 112 and
n = 64) this gives a complexity of either [2112−s + 248, 1, 2s , 263] or [2112−s + 248, 1, 0,
263 + 263+s]. Hence, for example, if s = 56 the attack complexities are [256, 1, 256, 263]
and [256, 1, 0, 2119], and if s = 20 the complexities are [292, 1, 220, 263] and [292, 1, 0,
283].

More generally, where a block cipher with a 128-bit key and a 64-bit block size is
used, e.g., IDEA [13] or MISTY1 [12], the attack complexity is either [2128−s + 264, 1,
2s , 263] or [2128−s + 264, 1, 0, 263 + 263+s]. Putting s = 64 in the first formulation and
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s = 32 in the second, we get attack complexities of [265, 1, 264, 263] or [296, 1, 0, 295]
which are lower than might be expected.

Finally note that if AES [16] (with a 128-bit key) is used, then the attack complexity is
either [2128−s , 1, 2s , 2127] or [2128−s , 1, 0, 2127 + 2127+s]. Hence, in this case, the attacks
are unlikely to be of much practical significance.

3.4. Another Method for Finding Hq

The second method we describe for finding Hq applies regardless of the value of m,
although it is less efficient than the previously described method when m = n.

The attacker first chooses a sequence of 	n/m
 salts R1, R2, . . . , R	n/m
. The attacker
next uses a series of MAC verifications to find a set S1 of 2(n−m)/2 messages (each at
least two n-bit blocks long), for which the m-bit MAC is equal to all zeros when the salt
R1 is used.

The attacker next uses a series of MAC verifications to learn the MACs of all the
messages in S1 for each of the other salts R2, R3, . . . , R	n/m
. For each message and for
each salt the attacker submits each possible m-bit MAC in turn for a MAC verification
until the correct MAC is found. As a result the attacker will know a sequence of 	n/m

MACs for each of the 2(n−m)/2 messages in S1, and moreover the first MAC in each case
will be all zeros.

The attacker now follows exactly the same procedure to generate a second set of
messages S2 of size 2(n−m)/2 (using exactly the same sequence of salt values R1, R2,

. . . , R	n/m
). Each message in this set shall be precisely one block long. As a result
the attacker will know a sequence of 	n/m
 MACs for each of the 2(n−m)/2 one-block
messages, again with the property that the first MAC in every case will equal all zeros.

By the usual birthday paradox arguments [13], with probability� 0.63, for one padded
message D1, D2, . . . , Dq+1 in set S1, the “partial MAC value” Hq+1 will equal the value
of eK1(E) for a one-block message E in the set S2. This will be evident because the
corresponding tuples of MAC values will be equal. (There may be a small number of
“false alarms”, i.e., pairs of tuples of MAC values which agree, even though the partial
MAC values disagree. These can be eliminated using a number of additional MAC
verifications.)

Given such a pair of messages, the remainder of the procedure is exactly the same as
in the previous section.

The complexity of the above process is simple to compute. A total of

2(n−m)/2 × 2

messages need to be found which have a MAC of all zeros. Finding one such message will
require 2m MAC verifications on average, and hence finding the messages will require a
total of

2(n+m+2)/2

MAC verifications. A further

	n/m − 1
 × 2× 2(n−m)/2
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MACs need to be computed. Computing such a MAC requires on average 2m−1 MAC
verifications, and hence computing these MACs requires a total of

	n/m − 1
 × 2(n+m)/2

MAC verifications. This gives a total of

	n/m + 1
 × 2(n+m)/2

MAC verifications.
Thus, in this case, the total complexity of the attack to find K2 is equal to either

• [2k−s + 2k−m , 0, 2s , 	n/m + 1
 × 2(n+m)/2], when the approach described in
Section 3.1 is followed, or
• [2k−s+2k−m , 0, 0, 	n/m+1
×2(n+m)/2+2s+m−1], when the method in Section 3.2

is employed.

We note three cases where this attack appears significant:

• Suppose two-key triple DES [15] is used with m = 16; the second attack variant
with s = 20 gives an attack complexity of [296, 0, 0, 242].
• If two-key triple DES is employed with m = 32 then the complexity of the second

attack variant (with s = 18) is [294, 0, 0, 250].
• Finally, if AES [16] (with a 128-bit key) is used with m = 32, then the second

attack variant (with s = 40) has a complexity of [296, 0, 0, 282].

3.5. A Partial Key-Recovery Attack for the Case m = n

In this section an attack is presented which, in some cases where m = n, is more efficient
than the attacks of the previous sections. In the following, let dK (x) denote the decryption
of x using the key K for the underlying block cipher.

The attack is based on multiple collisions.

Definition 1. A t-collision for a MAC is a set of t messages all producing the same
MAC value.

We make use of the following lemma which is easily proved.

Lemma 2. Let A, B, and C be boolean variables. Then

A⇒ B ⇔ not (B)⇒ not (A), and

A⇒ (B AND C) ⇔ not (B) OR not (C)⇒ not (A).

Let D be some message (with an arbitrary number of blocks). The attack goes as
follows. Request the MACs of D for s different values of the salt R. Assume that
the attacker finds a t-collision, where the salts are R0, R1, . . . , Rt−1 and denote the
common MAC value by M ′. For simplicity denote K2 + R0 by K , and K2 + Ri by
K + ai−1 for i = 1, 2, . . . , t − 1. The attacker guesses a key value L and computes
the decryptions of the MAC value M ′ using the keys L , L + a0, . . . , L + at−1. Then it
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holds for i = 0, 1, . . . , t − 1, that if L = K or L = K + ai then dL(M ′) = dL+ai (M
′).

Using Lemma 2 it follows that if dL(M ′) �= dL+ai (M
′) then L �= K and L �= K + ai for

0 ≤ i < t . Similarly, if dL+ai (M
′) �= dL+aj (M

′) then L �= K+ai+aj for 0 ≤ i �= j < t .
In this way an exhaustive search for K2 can be made faster than brute force.

In some rare cases one gets equal values in the inequality tests. As an example, if
dL(M ′) = dL+ai (M

′) for some i , then one needs to check if dL(M ′) = dL+a0(M
′) =

dL+a1(M
′) = · · · after which all false alarms are expected to be detected. The expected

number of false alarms is t +
(

t − 1
2

)
.

We show the case of a 3-collision in more detail. Assume that the random salts used are
R0, R1, and R2 (which are known to the attacker). Since the messages are the same for all
MACs and since the MACs are equal, say M ′, one knows that the keys K2+R0, K2+R1,

and K2 + R2 all decrypt M ′ to the same (unknown) message z, thus

dK (M
′) = dK+a0(M

′) = dK+a1(M
′),

where K = K2 + R0, a0 = R0 + R1, and a1 = R0 + R2.
The following implications are immediate:

L=K ⇒ dL(M ′)=dL+a0(M
′) AND dL+a0(M

′)=dL+a1(M
′),

L=K + a0 ⇒ dL+a0(M
′)=dL(M ′) AND dL(M ′)=dL+a0+a1(M

′),
L=K + a1 ⇒ dL+a1(M

′)=dL+a0+a1(M
′) AND dL+a1(M

′)=dL(M ′),
L=K + a0 + a1 ⇒ dL+a0+a1(M

′)=dL+a1(M
′) AND dL+a1(M

′)=dL+a0(M
′).

Lemma 2 enables us to rewrite the above implications as follows:

dL(M ′) �= dL+a0(M
′) ⇒ L �= K ,

dL+a0(M
′) �= dL(M ′) ⇒ L �= K + a0,

dL+a1(M
′) �= dL(M ′) ⇒ L �= K + a1,

dL+a1(M
′) �= dL+a0(M

′) ⇒ L �= K + a0 + a1.

Take (guess) a key value, L , and compute dL(M ′), dL+a0(M
′), and dL+a1(M

′). If
dL(M ′) �= dL+a0(M

′), then L �= K and L �= K + a0, if dL+a0(M
′) �= dL+a1(M

′), then
L �= K + a0 + a1, and if dL(M ′) �= dL+a1(M

′), then L �= K + a1.
Summing up, with a 3-collision (provided a0, a1 are different) one can check the values

of four keys from three decryption operations.
Let us next assume that there is a 4-collision. Let the four keys in the 4-collision be

K , K+a0, K+a1, K+a2. Then from the results of dL(M ′), dL+a0(M
′), dL+a1(M

′), and
dL+a2(M

′), one can check the validity of four keys. Moreover, by arguments similar to
the case of a 3-collision, from the four decryptions, one can check the values of all keys
of the form K + ai + aj , where 0 ≤ i �= j ≤ 2. Thus from four decryption operations
one can check

4+
(

3
2

)
= 7

keys.
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Table 1

t u = t +
(

t − 1
2

)
u/t

3 4 1.3
4 7 1.8
5 11 2.2
6 16 2.7
7 22 3.1
8 29 3.6
9 37 4.1

10 46 4.6
17 136 8.0

This generalizes to the following result. With a t-collision one can check the values
of

u = t +
(

t − 1
2

)

keys from t decryption operations. Table 1 lists values of t, u, and u/t . It should be
clear that t-collisions can be used to reduce a search for the key K2; the question is by
how much? That is, how many values of L need to be tested before the sets of keys
{L , L+a0, . . . , L+at−1, L+a0+a1, . . . , L+at−2+at−1} cover the entire key space?

Consider the case t = 3. One can assume a0 �= a1 (otherwise there is no collision),
and that with a high probability there are two bit positions where a0 �= a1. Without loss
of generality assume that these are the two most significant bits and that these bits are
“01” for a0 and “10” for a1. Then a strategy is the following: Let L run through all keys
where the most significant two bits are “00”. Then clearly the sets

{L , L + a0, L + a1, L + a0 + a1}

cover the entire key space and an exhaustive search for K2 is reduced by a factor of 4
3 ,

since in the attack one can check the value of four keys at the cost of three decryptions.
Consider the case t = 4. With a high probability the k-bit vectors a0, a1, and a2 are

pairwise different. Also, with a high probability there are three bit positions where a0, a1,
and a2 are linearly independent (viewed as three-bit vectors). Without loss of generality
assume that the bits are the three most significant bits and that these are “001” for a0,
“010” for a1 and “100” for a2. Then a strategy is the following: Let L run through all
keys where the most significant three bits are “000”. Then clearly the sets

{L , L + a0, L + a1, L + a2, L + a0 + a1, L + a0 + a2, L + a1 + a2}

cover seven-eights of the key space. Next fix the most significant three bits of L to “111”,
find other bit positions where a0, a1, and a2 are different and repeat the strategy. Thus,
in the first phase of the attack one chooses 2k−3 values of L , does 4 × 2k−3 = 2k−1

encryptions, and checks 7× 2k−3 keys. In the next phase of the attack one chooses 2k−6

values of L , does 4× 2k−6 = 2k−4 encryptions, and checks 7× 2k−6 keys. At this point,
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a total of 7× 2k−3 + 7× 2k−6 = 2k − 2k−3 − 2k−6 keys have been checked at the cost
of about 2k−1 + 2k−4 encryptions. In total, an exhaustive search for K2 is reduced by a
factor of almost two.

For higher values of t the attacker’s strategy becomes more complex. We claim that
with a high probability (“good” values of ai ) the factor saved in an exhaustive search for
the key is close to the value of u/t (see Table 1).

The following result shows the complexity of finding t-collisions [22].

Lemma 3. Consider a set of s randomly chosen b-bit values. With s = c2(t−1)b/t one
expects to get one t-collision, where c ≈ (t!)1/t .

If it is assumed for a fixed message D and a (randomly chosen) salt R that the resulting
MAC is a random m-bit value, one can apply the lemma to estimate the number of texts
needed to find a t-collision.

Consider a few examples. With s = 2(n+1)/2 one expects to get one pair of colliding
MACs, that is, one (2-)collision. With s = (1.8)22n/3 one expects to get a 3-collision,
that is, three MACs with equal values (61/3 ≈ 1.8). With s = (2.2)23n/4 one expects to
get one 4-collision (241/4 ≈ 2.2).

From Stirling’s formula n! = √2πn(n/e)n(1+	(1/n)), one gets that (t!)1/t ≈ t/e
for large t , where e is the base of the natural logarithm. Thus, with s ≈ (t/e)2(t−1)n/t

one expects to get a t-collision.
The total complexity of the attack to find K2 is equal to

• [2k−1/(u/t), 0, (t/e)2(t−1)nt , 0], where

u = t +
(

t − 1
2

)
.

The attack is therefore more efficient that those of the previous sections in the cases
where n = m = k. As an example, using AES [16], n = m = k = 128, with t = 17,
the complexity of the attack is [2124, 0, 0, 2123].

As a final remark, note that the message D in the attack need not be chosen nor known
by the attacker. Therefore one can argue that this attack is stronger than a traditional
“chosen-text” attack.

4. The NIST RMAC draft proposal

In this section we comment on the implementation of RMAC as proposed by NIST [17]
on November 5, 2002.

In Appendix A of [17] it is noted that for RMAC with two independent keys K1

and K2 an exhaustive search for the keys is expected to require the generation of 22k−1

MACs, where k is the size of one key. However, for the cases with m = n this can be
done much faster under a chosen message attack with just one known message and one
chosen message. Independently of how the two keys are generated, an exhaustive search
for the key K2 requires only an expected number of 2k decryptions of the block cipher.
Given a message D and the MAC using the salt R, request the MAC of D again. With
a high probability this MAC is computed with a salt R′, such that R′ �= R. For these
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two MACs, the values just before the final encryption will be equal and K2 can be found
after about 2k decryption operations. Subsequently, K1 can be found in roughly the same
time.

4.1. Partial Key-Recovery Attack for RMAC Used with 3DES

One of the block cipher algorithms approved to be used in RMAC is triple-DES with 168-
bit keys. Consider RMAC using triple-DES with n = m = 64 using a 64-bit salt R (which
is one option in [17]). The key for the final encryption is then K3 = K2 + (R | 0104).
However, it is not specified in [17] how the three DES keys are derived from K3.

Assume that the first DES key is taken as the rightmost 56 bits of K2 + (R | 0104),
the second DES key as the middle 56 bits, and the third DES key as the leftmost 56 bits.
Assume an attacker is given two MACs of the same message D but using two different
values, R and R′, of the salt. Assume that the rightmost eight bits of both R and R′

are equal. Then the encryption of the last same block for the two MACs is done using
triple-DES where for one MAC the key used is (a, b, c), and where for the other MAC
the key used is (a, b, c⊕d). Since the attacker knows d, he can decrypt through a single
DES operation, find c in the expected time of 256 operations, and derive one of the three
DES keys [8].

This attack has a probability of success of 2−8. If the attack fails, it is repeated for
other values of D, R, and/or R′. With 28 iterations one finds the single DES key with
high probability. After the third DES key has been found, it is possible to find the second
DES key with similar complexity. Note that eight bits of the salt affect the second DES
key. Request the MAC of a message D2 using two different values of the salt. Decrypt
through the final DES component with the third DES key. With a probability of 1− 2−8

the two second DES keys in the final encryption will be different as a result of different
salt values. Since the salts are known by the attacker, one finds the second DES in the
expected time of 256 operations. Thus, the attack which finds two of three DES keys has
complexity [264, 28, 28, 0].

Subsequently, the final DES key can be found using 256 MAC verifications as follows.
Assume one is given the MACs, M1 and M2, of two different messages D1 and D2,
each consisting of an arbitrary number of 64-bit blocks. Request the MAC, M3, of the
message D1 | E , where E is a one-block message. Let x1, x2, and x3 be the values
just before the final triple DES encryptions in the computations of M1,M2, and M3.
Given the value of the final single-DES key of K2 one can compute also the MAC of
the message D2 | (E ⊕ x1 ⊕ x2). Note that the value just before the final triple DES
encryptions in this case is x3. Also note that the attacker has full control over the key bits
which are modified using the (random) salts. Therefore this last part of the attack works
regardless of how the salts are chosen, as long as the attacker knows them.

In total the complexity of the attack which finds all of K2 (i.e., all three DES keys) is
[264, 28, 28, 256], which is much less than expected.

5. Conclusion

In this paper several partial key recovery attacks on RMAC are presented. Apart from
the attack on RMAC used with triple DES as proposed by NIST, none of the attacks is
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likely to be a major concern in practice; however, it is important to have an accurate idea
of the precise level of security offered by any scheme, and the attacks described help
provide more accurate upper bounds on the security level of RMAC. Moreover, since
security proofs tend to focus on the security of the entire key, the existence of partial
key recovery attacks such as those described here may not be revealed by theoretical
results.

Since this type of attack does not reveal the entire key, it cannot be claimed that these
attacks threaten the security of the scheme. However, apart from the fact that determining
part of the key rather more easily than the rest is a rather disconcerting property for any
cryptographic scheme to have, two further possible ramifications are as follows:

• First, note that in cases where both the RMAC keys are derived from a single key,
this attack suggests that it is extremely important to ensure that knowledge of one of
the two keys does not threaten the secrecy of the other key. Fortunately, the scheme
proposed in the NIST draft standard [17] derives the two keys by using the single
key to encrypt different fixed strings. In such a case, knowledge of one of the keys
does not pose a major threat to the secrecy of the other key.
• Second, once the second of the two RMAC keys has been compromised, a huge

variety of forgery attacks becomes possible. Essentially, the scheme becomes equiv-
alent to the simplest of CBC-MACs, where only a single block cipher key is used
and where no special processing is applied to the final message block.
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