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We have read with great interest the work by Stephens  
et al. [1].

Data science not only comprises the use of complex 
statistical tools, but also the use of graphics and plots to 
display the results.

In critical care, understanding machine learning 
“black boxes” is increasingly important. Many methods 
have emerged to offer both local and global explana-
tions of these algorithms [2]. Local explanations, like 
the LIME (Local Interpretable Model-agnostic Explana-
tions) method, address specific predictions, asking ‘Why 
did patient X experience this outcome?’. Conversely, the 
SHAP (SHapley Additive exPlanations) methodology, 
based on game theory, provides a broader view, illustrat-
ing how each data feature affects overall predictions.

In this article, SHAP model explainability is employed, 
and its results are presented using a plot.

This plot, though complex, details both the importance 
and the effect of the variables:

  • In the algorithm decision model, feature importance 
is ordered hierarchically from top to bottom, with 
lactate and age being the most important.

  • X-axis represents the Shapley value which, in their 
words, reflects “the impact on the model’s results”. It 
shows whether the effect of that value is associated 
with a higher or lower prediction.

  • On the X-axis, positive values indicate a positive cor-
relation, and negative values indicate a negative cor-
relation.

  • “Original value” is represented by color. It shows 
whether that variable is high (in red) or low (in blue) 
for that observation.

However, when examining the figure, we notice a dis-
crepancy. If we focus on lactate values, the positive 
ones on the X-axis (those on the right side), are associ-
ated with the variable of interest (mortality), but in the 
blue color; in other words, low values. Just the opposite 
of what is being described in the results, and contrary to 
what we would expect based on scientific evidence.

We suspect this may be due to a graphic error and rec-
ommend it be corrected for clarity and coherence.
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