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Abstract 

Purpose:  A high daily census may hinder the ability of physicians to deliver quality care in the intensive care unit 
(ICU). We sought to determine the relationship between intensivist-to-patient ratios and mortality among ICU 
patients.

Methods:  We performed a retrospective cohort study of intensivist-to-patient ratios in 29 ICUs in 10 hospitals in the 
United States from 2018 to 2020. We used meta-data from progress notes in the electronic health record to determine 
an intensivist-specific caseload for each ICU day. We then fit a multivariable proportional hazards model with time-
varying covariates to estimate the relationship between the daily intensivist-to-patient ratio and ICU mortality at 28 
days.

Results:  The final analysis included 51,656 patients, 210,698 patient days, and 248 intensivist physicians. The aver-
age caseload per day was 11.8 (standard deviation: 5.7). There was no association between the intensivist-to-patient 
ratio and mortality (hazard ratio for each additional patient: 0.987, 95% confidence interval: 0.968–1.007, p = 0.2). This 
relationship persisted when we defined the ratio as caseload over the sample-wide average (hazard ratio: 0.907, 95% 
confidence interval: 0.763–1.077, p = 0.26) and cumulative days with a caseload over the sample-wide average (haz-
ard ratio: 0.991, 95% confidence interval: 0.966–1.018, p = 0.52). The relationship was not modified by the presence of 
physicians-in-training, nurse practitioners, and physician assistants (p value for interaction term: 0.14).

Conclusions:  Mortality for ICU patients appears resistant to high intensivist caseloads. These results may not general-
ize to ICUs organized differently than those in this sample, such as ICUs outside the United States.
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Introduction

The presence of a trained intensivist physician is asso-
ciated with increased use of evidence-based practice 
and lower mortality in the intensive care unit (ICU) 
[1, 2]. Based on this literature, current guidelines rec-
ommend that all critically ill patients receive care 

from an intensivist and intensivist-led care models 
are increasingly common [3, 4]. This trend is likely a 
contributing factor in observed reductions in mortal-
ity for critically ill patients over time [5, 6]. Yet it also 
comes with an inherent tension: although intensivists 
may improve outcomes as a group, as individuals they 
are subject to time constraints and the limits of human 
attention. Requiring intensivists to care for an increas-
ing number of patients could stress them in ways that 
ultimately hinder their ability to provide high-quality 
care. This tension was laid bare in the early stages of 
the coronavirus disease 2019 (COVID-19) pandemic, 
which caused a surge in demand for critical care and 
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higher-than-expected mortality for some critically ill 
patients [7–10].

At the core of this issue is the intensivist-to-patient 
ratio, or the number of patients cared for by an inten-
sivist over the course of each workday. In theory, high 
numbers of patients per intensivist should be avoided 
so that intensivists can devote sufficient time to each 
patient [11]. Caps on intensivist-to-patient ratios would 
be similar to existing caps on nurse-to-patient ratios, 
which are supported by robust literature demonstrat-
ing that high nurse-to-patient ratios are associated 
with high ICU mortality [12, 13]. Yet the empirical 
data demonstrating a relationship between intensivist-
to-patient ratios and clinical outcomes are scant. Five 
published studies show mixed results, with two of them 
suggesting that higher ratios are associated with higher 
mortality [14, 15] and three showing no relationship 
[16–18]. Importantly, these studies all have methodo-
logical limitations. Most notably, they generally evalu-
ated intensivist-to-patient ratios averaged over the 
length of the entire ICU stay, neglecting the fact that 
ICU census changes daily and average values likely 
mask important day-to-day variations that could influ-
ence outcomes [19]. In addition, they generally inferred 
intensivist-to-patient ratios from ICU census data, 
neglecting the fact that intensivists may provide care in 
multiple ICUs within a single day.

The objective of this study was to evaluate the relation-
ship between the intensivist-to-patient ratio and mor-
tality among critically ill patients. Using the electronic 
health record (EHR) of a large multi-hospital health 
system in the United States, we first linked individual 
patients to the intensivists that oversaw their care and 
then used a time-varying proportional hazards regres-
sion model to estimate the daily relationship between 
intensivist-to-patient ratio and ICU mortality, thereby 
addressing the key limitations of past research.

Methods
Study design, setting, and data
We performed a retrospective cohort study of ICU 
patients in the University of Pittsburgh Medical Center 
(UPMC) health system from January 1, 2018 to August 
31, 2020. UPMC is a large multi-hospital system in the 
mid-Atlantic region of the United States with a mix of 
academic, community, urban, and rural hospitals. Data 
were obtained from an ongoing EHR-based registry 
of ICU patients that includes admission and discharge 
dates, diagnostic information, vital signs, laboratory val-
ues, clinical notes, and outcomes for all admissions to 
UPMC ICUs. This study was reviewed and approved by 
the University of Pittsburgh institutional review board.

Patients and intensivists
All ICU patients were linked to an intensivist for each 
day of their ICU stay by applying a validated algorithm 
using meta-data from progress notes written in the 
EHR [20]. This approach enabled us to directly observe 
the intensivist-to-patient ratios on each day, rather than 
inferring it from census and survey data [15, 17]. This 
approach also allowed us to account for situations in 
which an intensivist worked in two or more ICUs in a 
single day. The details of this algorithm are reported else-
where [20]. Briefly, date-and-time stamps from daily pro-
gress notes were used to assign each patient an attending 
physician for each ICU day. Based on this linkage we cal-
culated how many patients each intensivist cared for on 
each ICU day. We performed this calculation before we 
applied any exclusion criteria, such that the ratio reflects 
the true physician-specific caseload on each day.

For the analysis, all hospitalizations during the study 
period were initially eligible. We excluded admissions 
to ICUs in which care was not routinely provided by an 
intensivist (i.e., “open” ICUs). To avoid interdependence 
of observations, we included only the first ICU admission 
for each patient. We also excluded admissions for which 
the entire ICU stay occurred within a single night (i.e. 
the patient was admitted after 19:00 at night and was dis-
charged or died prior to 07:00 the next day) since those 
admissions would not have been seen by the intensivist 
and admissions in which life support was withdrawn or 
withheld during the first 12  h of admission. Finally, we 
excluded patients who were never seen by an intensivist 
during their ICU stay, since these patients likely repre-
sent ICU boarders.

Variables
The primary exposure variable was the daily intensiv-
ist caseload expressed as a count. This variable was cre-
ated at the level of the patient day and reflected the total 
number of patients seen by that intensivist (including the 
index patient) on that day, prior to all patient exclusions. 
We also examined several alternative parameterizations 
for exposure. First, we defined a binary variable indicat-
ing whether that day’s caseload was over the sample-wide 
average, and a binary variable indicating whether that 
day’s caseload was over the recommended threshold of 

Take‑home message 

Higher intensivist-to-patient ratios in the intensive care unit (ICU) 
are associated with increased mortality in some studies but not 
others. In a multi-center cohort study, we found no association 
between intensivist-to-patient ratio and mortality. These results indi-
cate that efforts to limit the number of patients cared for by inten-
sivists on a daily basis are unlikely to improve patient mortality.



547

14 [21]. These parameterizations account for the possibil-
ity that the relationship between caseload and outcomes 
was non-linear. Second, we defined a continuous variable 
equal to the rolling sum of days in which the caseload 
was over the sample-wide average, and a continuous vari-
able equal to the rolling sum of days in which the case-
load was over 14. These parameterizations account for 
the possibility that harm due to a high caseload might 
accumulate over the course of a patient’s ICU stay.

The primary outcome variable was 28-day mortality 
in the ICU. We selected ICU mortality over in-hospital 
mortality because our modelling strategy (described 
below) required that each patient be exposed to a meas-
urable intensivist-to-patient ratio on each day, and no 
such ratio exists for the time after ICU discharge.

To control for potential confounding, we defined sev-
eral additional variables at the level of either the patient 
or the patient day. Variables defined at the patient level 
included age, gender, ICU admission source (emergency 
department, operating room, procedure unit, intermedi-
ate care unit, ward, or other), and comorbidities derived 
from the International Classification of Diseases—ver-
sion 10 (ICD-10) diagnosis codes in the manner of 
Elixhauser [22]. Variables defined at the level of the 
patient-day included severity of illness (using the high-
est sequential organ failure assessment (SOFA) score 
on that day), an indicator for whether or not the patient 
received mechanical ventilation on that day, a count of 
new admissions on that day, and an indicator for whether 
a physician-in-training, a physician assistant, or a nurse 
practitioner was involved in the patient’s care on that 
day, determined from meta-data in the clinical notes. We 
used these last two variables to account for the possibil-
ity that admissions are more time consuming than other 
patients [23] and that physicians-in-training, physician 
assistants, or nurse practitioners might mitigate the pos-
sible effects of a high caseload [24].

Statistical analysis
Summary statistics are presented as means ± standard 
deviation, medians [interquartile range], or frequen-
cies (percent), as appropriate. To test the association 
between the intensivist-to-patient ratio and outcome, we 
fit a series of patient-level proportional hazards models 
with time-varying covariates [25]. This approach enabled 
us to model daily changes in the intensivist-to-patient 
ratio. We fit separate models for each exposure variable, 
as defined above. Time-varying covariates included the 
exposure variables, SOFA score, mechanical ventila-
tion, the count of new admissions, and the presence of a 
physician-in-training, physician assistant, or nurse prac-
titioner. Time invariant covariates included age, gender, 
ICU admission source, and comorbidities. We censored 

follow-up time at 28 days. We used Huber-White robust 
standard errors to account for clustering within ICU. We 
examined the proportionality assumption using Schoen-
feld residual plots.

We also performed several sensitivity analyses to 
determine the robustness of our findings to study 
assumptions. First, to examine whether the effect of 
high caseload varied depending on whether a physi-
cian-in-training, physician assistant, or nurse practi-
tioner was involved in the patient’s care, we fit a model 
with an interaction term between the intensivist-to-
patient ratio and the physician-in-training, physician 
assistant, or nurse practitioner variable. Second, we 
repeated the analyses using an alternate approach to 
addressing clustering at the ICU level in which we fit 
a Cox model with shared frailty, which is analogous 
to a hierarchical random-effects model that accounts 
for unmeasured ICU-level factors that may relate to 
patient mortality [26]. Third, we repeated the analyses 
including ICU-level fixed effects, which explicitly con-
trols for variation in outcome at the level of the ICU. 
Fourth, to examine the potential influence of post-ICU 
discharge mortality, we fit a model in which patients 
that died after ICU discharge but within the hospital-
ization were assumed to have died at ICU discharge. 
Fifth, to examine the possibility that the effects of high 
caseload might be most influential for mechanically 
ventilated patients, we fit a model limited to patients 
mechanically ventilated at the start of their ICU stay. 
Sixth, to understand if higher daily caseloads might 
lead to a longer duration of mechanical ventilation 
among survivors, we performed an analysis in which 
the outcome variable was extubation, limiting the 
cohort to survivors that were mechanically ventilated 
at the start of their ICU stay. Seventh, to more fully 
consider the possibility that the relationship between 
caseload and outcome might be non-linear, we cat-
egorized caseload by quintile and then fit a model in 
which each category entered the model as an indica-
tor covariate, with the lowest caseload group serving 
as the referent category.

Finally, to address the possibility that high caseloads 
during the peri-admission period might disproportion-
ally influence patient outcomes, we performed a simpli-
fied logistic regression analysis where we limited the 
cohort to patients with at least two days in the ICU, 
summarized the time-varying measures over those two 
days, and used in-hospital mortality as the outcome. This 
model also allowed us to understand the effects of case-
load on in-hospital rather than in-ICU mortality. Because 
this analysis used a time-invariant exposure variable it 
also enabled us to graphically represent the relationship 
between the intensivist-to-patient ratio and mortality.
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All analyses were performed with Stata 17.0 (Stata-
Corp, College Station, Texas). A p value of < 0.05 was 
considered significant.

Role of the funding source
The funder had no role in study design; in the collec-
tion, analysis, and interpretation of data; in the writing 
of the report; or in the decision to submit the paper for 
publication.

Results
The final analysis included 51,656 patients admitted to 
29 ICUs in 10 hospitals (see flow diagram in Fig. 1). ICU 
characteristics are shown in Table  1. Study ICUs were 
diverse in size, case mix, staffing patterns, and overall 
mortality rates, supporting the generalizability of our 
findings. Patient characteristics are shown in Table  2. 
The mean age of the cohort was 63.4 ± 17; the most com-
mon admission sources were the emergency depart-
ment (48.5%) and the operating room (10.3%); 33% of 
patients were mechanically ventilated on admission; 
and the mean SOFA score on admission was 4.0 ± 2.8. 
These patients accounted for 210,698 patient days. At 
the patient-day level, the mean SOFA score was 4.4 ± 3.3; 
38.8% of patient-days involved mechanical ventilation; 

new admissions averaged 1.3 ± 1.3 per patient day, and 
56.6% of patient-days involved a physician-in-training, 
physician assistant, or nurse practitioner. There were 248 
unique intensivists in the analysis. Across all intensiv-
ist days, the mean daily caseload was 11.8 ± 5.7 and the 
median daily caseload was 11 [7–15] (Fig.  2, Panel A). 
ICU-specific daily caseloads varied substantially (Fig.  2, 
Panel B), ranging from 5 [3–6] to 24 [20–27].

In our primary analyses, we found no relationship 
between daily caseload and ICU mortality, either when 
modelling the ratio as a continuous variable, a binary 
variable representing above-average caseload or case-
load above 14, or a continuous variable representing 
the rolling sum of days above average or days above 14 
(Table  3). There was no significant interaction between 
the intensivist-to-patient ratio and staffing by physi-
cians-in-training, physician assistants, or nurse practi-
tioners, indicating that the effect of the staffing ratio on 
outcomes was similar whether or not these individu-
als were assisting with patient care (p value for interac-
tion = 0.14). Results were similar in the shared frailty 
model (Table  S1), in the model adjusting for ICU-level 
fixed effects (Table S2), when death after ICU discharge 
was assumed to occur at ICU discharge (Table S3), when 
we limited the cohort to patients mechanically ventilated 

Fig. 1  Flow diagram. ICU intensive care unit, CMO comfort measures only
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at the start of their ICU stay (Table  S4), and when we 
examined the duration of mechanical ventilation among 
survivors (Table S5).

The results were also similar when we divided the 
caseload into categories based on quartile, allowing 
for a more flexible, non-linear relationship between 
daily caseload and outcome. Specifically, compared to 
Quartile 1 (days in which caseload was one to seven), 
there was no significant difference in mortality on 
days in which the caseload was in Quartile 2 (8–11, 
hazard ratio: 1.00, 95% confidence interval: 0.76–1.33, 
p = 0.97); Quartile 3 (12–15, hazard ratio: 0.90, 95% 
confidence interval: 0.68–1.19); or Quartile 4 (caseload 
16 and higher, hazard ratio: 0.89, 95% CI 0.65–1.23, 
p = 0.48).

Finally, the results were similar in a simplified logis-
tic regression model looking at just the first two days of 
each patient’s stay (adjusted odds ratio for in-hospital 

mortality: 1.006, 95% confidence interval: 0.988–1.025, 
p = 0.53; and Fig. 3).

Discussion
In a multi-center retrospective cohort study of ICU 
admissions in the United States we found no significant 
association between the intensivist-to-patient ratio and 
mortality. This finding was robust to different strategies 
for modelling the intensivist-to-patient ratio and differ-
ent statistical approaches. The effect was also similar in 
an interaction model that allowed the effect of the inten-
sivist-to-patient ratio to vary depending on the presence 
of a physician-in-training, physician assistant, or nurse 
practitioner to assist with care.

Our study makes important methodological advances 
over past studies in this area by (a) directly measuring 
intensivist-to-patient ratios rather than inferring them 
from surveys; and (b) modelling the ratio in a way that 
allows it to change from day to day rather than modelling 
as an average value over the course of an ICU stay, which 
better reflects actual practice. Nonetheless, our findings 
are largely consistent with past studies, which in general 
do not show that higher daily caseloads are associated 
with worse patient outcomes [16–18]. Taken together, 
these results suggest that guidelines recommending spe-
cific ratios are premature and policies capping intensiv-
ist-to-patient ratios at specific numbers are unlikely to 
improve ICU mortality [21].

Table 1  Intensive care unit characteristics (n = 29)

Characteristic Value

Unit type
 Mixed medical and surgical 8 (28%)

 Surgical or surgical/trauma 8 (28%)

 Medical 5 (17%)

 Cardiac/cardio-thoracic surgery 5 (17%)

 Neurological 3 (10%)

Physician staffing model
 Closed 20 (69%)

 Mandatory consult 9 (31%)

Presence of physicians-in-training
 High (> 25% of days) 14 (48%)

 Low (> 0 to 25% of days) 13 (45%)

 None 2 (7%)

Presence of nurse practitioners and physician 
assistants

 High (> 25% of days) 7 (24%)

 Low (> 0 to 25% of days) 19 (66%)

 None 3 (10%)

Predominant nurse-to-patient ratio
 1:2 29 (100%)

Patient shifts with 1:3 nurse to patient ratio or 
greater (%)

 Total range 1.8–19.1

 Median [interquartile range] 7.8 [5.5–9.2]

Number of beds
 Total range 7–32

 Median [interquartile range] 14 [8–20]

28-day mortality (%)
 Total range 3.8–17

 Median [interquartile range] 6.6 [5.9–10.1]

Table 2  Patient characteristics (n = 51,656)

Data are frequency (percent) unless otherwise noted

ICU intensive care unit, SOFA sequential organ failure score
a  Mortality truncated at 28 days

Characteristic Value

Age, mean ± standard deviation 63.4 ± 17

Female 23,658 (45.8%)

ICU admission source
 Emergency department 25,029 (48.5%)

 Operating theatre 5314 (10.3%)

 Procedure unit 4720 (9.1%)

 Intermediate care unit 3635 (7%)

 Ward 6387 (12.4%)

 Other 5613 (10.9%)

 Missing 958 (1.9%)

Mechanical ventilation on ICU admission 17,184 (33.3%)

SOFA on ICU admission
 Mean ± standard deviation 4.0 ± 2.8

 Median [interquartile range] 4 [2–6]

Mortality
 Within ICUa 4078 (7.9%)

 Within-hospital 6077 (11.8%)
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Although we did not find an association between 
intensivist-to-patient ratios and mortality, it is possible 
that high ratios might impact other important aspects of 
ICU quality, including patient-centered outcomes such 
as functional status among survivors, quality of death 
and dying, and family satisfaction [27]; and provider-
centered outcomes such as staff satisfaction, quality of 
teaching for individuals in training, and burnout [28]. In 
particular, capping intensivist-to-patient ratios may be a 
valuable strategy for mitigating the epidemic of burnout 
among ICU providers [29]. However, such efforts might 
have unintended consequences if intensivist physicians 

Fig. 2  Distribution of intensivist-to-patient ratio across the entire 
sample (Panel A) and across individual intensive care units (Panel B). 
In Panel A, the histogram shows the distribution of daily intensivist-
to-patient ratios across the entire sample. The dotted lines are 
provided at 11.8 and 14.0 representing the sample-wide average and 
currently recommended caseload cap, respectively. In Panel B, the 
box plots show medians, interquartile ranges, and total ranges at the 
level of the intensive care unit day, with outliers excluded for legibil-
ity. Intensive care units are ordered on the x-axis from lowest median 
ratio to highest median ratio

Table 3  Association between  daily intensivist-to-patient 
ratios and mortality

All models control for age, gender, intensive care unit admission source, patient 
comorbidities, daily sequential organ failure score, mechanical ventilation, 
count of new admissions, and the presence of a physician-in-training, physician 
assistant, or nurse practitioner

HR hazard ratio; CI confidence interval
a  In this analysis the hazard ratio is interpreted as the change in the daily risk of 
death associated with each additional patient per intensivist
b  In this analysis the hazard ratio is interpreted as the change in the daily risk of 
death associated with each day in which the caseload is over the sample-wide 
average
c  In this analysis the hazard ratio is interpreted as the change in the daily risk of 
death associated with each day in which the caseload is over 14
d  In this analysis the hazard ratio is interpreted as the change in the daily risk 
of death associated with each cumulative day in which the caseload is over the 
sample-wide average
e  In this analysis the hazard ratio is interpreted as the change in the daily risk of 
death associated with each cumulative day in which the caseload is over 14

Exposure HR 95% CI p value

Caseload as a continuous variablea 0.987 0.968–1.007 0.20

Secondary analyses
 Caseload over averageb 0.907 0.763–1.077 0.26

 Caseload over 14c 0.955 0.795–1.148 0.62

 Rolling sum of caseload over averaged 0.991 0.966–1.018 0.52

 Rolling sum of caseload over 14e 0.996 0.969–1.024 0.79

0
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Fig. 3  Relationship between average intensivist-to-patient ratio over 
the first two days of intensive care unit admission and in-hospital 
mortality. The figure shows point estimates and 95% confidence 
intervals for adjusted mortality derived from a logistic regression 
model in which the dependent variable was in-hospital mortality and 
the independent variable was the daily caseload averaged over the 
first two days, adjusting for age, gender, intensive care unit admission 
source, comorbidities, mechanical ventilation (maximum over the 
first two days), the presence of a physician-in-training, physician 
assistant, or nurse practitioner (maximum over the first two days), 
SOFA score (maximum over the first two days) and the count of new 
admissions (averaged over the first two days), using direct standardi-
zation (N = 44,235). Point estimates were calculated at the mean of all 
covariates
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have to work more shifts to accommodate lower ratios, 
which might paradoxically increase burnout. Indeed, 
in one major study of ICU physician burnout, less time 
off between shifts was associated with increased rates of 
burnout, while intensivist-to-patient ratio was not [30].

More broadly, our findings indicate that under most 
circumstances ICUs function as high-reliability organiza-
tions, in that they are able to maintain consistent effec-
tiveness during times of stress on the system [31–33]. 
This is not to say that stress in the form of an increased 
caseload does not have the potential to harm patients. 
Rather, it is likely that ICU teams employ specific strate-
gies during times of stress that help mitigate its effects. 
At the ICU level, these strategies might include clinical 
protocols, care pathways, and checklists, all of which can 
empower non-physician providers and reduce errors of 
omission [34]. At the physician level, intensivists might 
have the ability to implicitly triage their time during peri-
ods of stress, focusing efforts on the marginal patients 
most likely to benefit from intensive care and spending 
less time caring for patients that are very likely to survive 
or very likely to die [35].

These results should not be interpreted to mean that 
high intensivist-to-patient ratios are always safe. Rather, 
we demonstrate that high caseloads do not appear to 
influence mortality on average. It is possible that a small 
number of patients were harmed by high ratios in ways 
that we could not observe, or that strain can affect ICU 
performance independent of specific intensivist-to-
patient ratios. It is also possible that the effects of strain 
are more influential when patients are extremely com-
plex or when intensivists have competing duties outside 
the ICU. These results should also not be used to inform 
pandemic planning. We intentionally limited our study’s 
time period to exclude the dramatic surges in demand for 
critical care seen during the COVID-19 pandemic, since 
including this time period would reduce generalizability 
[36]. During the COVID-19 pandemic, hospitals used 
a wide variety of strategies to accommodate increased 
demand [37]. The effects of these strategies and how they 
interact with intensivist-to-patient ratios remain impor-
tant areas for future research [38].

Although our results were consistent across most 
subgroup analyses, we did find that higher ratios were 
associated with lower mortality among the subgroup of 
patients receiving mechanical ventilation. Given that this 
effect size was small, not robust to different modelling 
approaches, and limited to this single subgroup, we sus-
pect that it is unlikely to represent a true association [39]. 
Nonetheless, this finding is consistent with another study 
suggesting that mortality decreases at high average case-
loads [15], potentially warranting further investigation.

Our study has several limitations. First, we evaluated 
only short-term mortality. It is possible that high ratios 
could affect post-discharge outcomes and non-mortal 
outcomes important to patients such as neurocognitive 
and emotional deficits. Second, we assigned intensivists 
to patients using EHR meta-data via a retrospective algo-
rithm, rather than directly observing ratios prospectively. 
This approach enabled us to perform our study at scale, 
i.e. in many hospitals over a long time period, but it may 
also have led to exposure misclassification that could bias 
our results toward the null. Third, as in all observational 
research it is possible that our results could be affected 
by unmeasured confounding. Fourth, as with all studies 
of ICU organization, our results are dependent on local 
contexts. The exact role of intensivists varies from ICU 
to ICU, and it’s conceivable that the daily caseload plays 
a larger role in specific situations depending on what 
specific duties the intensivist has in the ICU. More spe-
cifically, our results do not apply to open ICUs, which we 
excluded, or to small rural ICUs, which were absent from 
our study. Our results also might not generalize to ICUs 
that are organized differently than those in our sample, 
such as ICUs in other health systems or other countries 
outside the United States. Specifically, it is worth noting 
that the majority of our ICUs provided support for inten-
sivists in the form of physicians-in-training, nurse practi-
tioners, or physician assistants, and that nurse-to-patient 
ratios were generally low. Findings may differ in ICUs 
without this level of staffing support.

Conclusions
In a sample of United States ICUs, intensivist-to-patient 
ratios did not influence patient mortality in the ICU. 
Future work should examine this issue in other health 
systems, particularly those outside the United States. 
Future work should also identify the strategies ICUs 
employ to enable physicians to provide high-quality care 
during times of stress, the relative effectiveness and effi-
ciency of these strategies, and how to best use these strat-
egies during times of extreme stress.
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