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Abstract Infectious diseases remain a formidable challenge
to human health, and understanding pathogen evolution is
crucial to designing effective therapeutics and control strat-
egies. Here, we review important evolutionary aspects of
HIV infection, highlighting the concept of selection at mul-
tiple spatial and temporal scales. At the smallest scale, a
single cell may be infected by multiple virions competing
for intracellular resources. Recombination and phenotypic
mixing introduce novel evolutionary dynamics. As the virus
spreads between cells in an infected individual, it continu-
ally evolves to circumvent the immune system. We discuss
evolutionary mechanisms of HIV pathogenesis and progres-
sion to AIDS. Viral spread throughout the human population
can lead to changes in virulence and the transmission of
immune-evading variation. HIV emerged as a human path-
ogen due to selection occurring between different species,
adapting from related viruses of primates. HIV also evolves
resistance to antiretroviral drugs within a single infected
host, and we explore the possibility for the spread of these
strains between hosts, leading to a drug-resistant epidemic.
We investigate the role of latency, drug-protected compart-
ments, and direct cell-to-cell transmission on viral

evolution. The introduction of an HIV vaccine may select
for viral variants that escape vaccine control, both within an
individual and throughout the population. Due to the strong
selective pressure exerted by HIV-induced morbidity and
mortality in many parts of the world, the human popu-
lation itself may be co-evolving in response to the HIV
pandemic. Throughout the paper, we focus on trade-offs
between costs and benefits that constrain viral evolution
and accentuate how selection pressures differ at different
levels of selection.
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Introduction

Over the course of the twentieth century, human life spans
increased dramatically in many parts of the world. This re-
duction inmortality is largely attributed to a reduced burden of
infectious diseases, due to improved nutrition and sanitation,
and the introduction of both antibiotics and vaccines. We were
so confident of our domination over the microbial world that
in the mid-twentieth century it was common to surmise the
end of infectious diseases as a significant health issue [1–3].
This sentiment turned out to be especially ill timed as the last
few decades saw the emergence of many novel and extremely
dangerous pathogens, including Ebola, SARS, Lyme disease,
Legionella, and drug-resistant malaria and tuberculosis. Per-
haps no disease shattered this view as much as the outbreak of
the human immunodeficiency virus (HIV) and the acquired
immune deficiency syndrome (AIDS) that it causes. Reaching
34 million currently infected worldwide [4], a prevalence of
0.3 % in the USA [5], and near 100 % untreated fatality rate,
the HIV pandemic exemplifies humanity’s continued
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vulnerability to pathogens and highlights how much we have
yet to learn about infectious diseases.

Evolution has been used to understand human disease
processes from allergy to cancer to cystic fibrosis, reviving
the field of evolutionary medicine [6, 7]. Nowhere is the
connection between evolution and medicine more evident
than in the field of infectious diseases. Although we have
recently added vaccines and chemotherapy to our arsenal of
defenses against microorganisms, augmenting the protection
offered by our innate and adaptive immune responses, it is
now accepted that the rapid rate of pathogen evolution
ensures infectious diseases will inevitably remain important
health concerns. Therefore, understanding the evolutionary
processes relevant to infectious diseases is absolutely nec-
essary to prevent, control, treat, and ultimately minimize the
damage to human health due to pathogens.

HIV infection is a particularly well-suited example to high-
light the medical relevance of evolutionary dynamics occur-
ring simultaneously on multiple spatial and temporal scales
(Fig. 1), including the evolution of the virus within an individ-
ual and at the global level, as well as the coevolution between
HIV and the human population. HIV originated from a cross-
species transmission of simian immunodeficiency virus (SIV),
and it eventually evolved adaptations facilitating productive
infection in, and transmission between, human hosts. At the
individual level, the virus evolves in response to a dynamic,
variably hostile environment presented by the immune system
and drug treatment. At the population level, HIV likely evolves
to evade immune control, optimizing virulence levels, and
possibly transmitting drug resistance. Creation of a vaccine is
hindered by rapid and unpredictable evolution of the virus, and
if introduced, may further drive viral evolution, potentially
causing resistance to the vaccination. Due to the strong selec-
tive pressure exerted by HIV-induced morbidity and mortality
in many parts of the world, evolution of human populations in
response to the virus is likely.

In this review, we will summarize the range of evolution-
ary processes important to HIV and highlight how under-
standing them can help guide prevention, control, and
treatment of AIDS. We first summarize the natural history
of the epidemic and the host-driven selective pressures that
the virus faces regardless of treatment. We then consider the
effect of medical interventions on viral evolution, focusing
on recent efforts to understand and quantify the mechanisms
that can render treatment ineffective.

Natural history of the HIV pandemic

High retroviral mutation rate facilitates rapid evolution

Evolution requires the generation of variation through mu-
tation. The capacity for HIV to evolve exceeds that of many
other pathogens, due in part to the high mutation rate of
retroviruses. At ~3×10−5 substitutions per base per replica-
tion cycle [8] and a genome size of 9,800 base pairs, one in
every three replication events is expected to create a mutated
genome. This puts the virus very near the error catastrophe
threshold: at mutation rates higher than approximately one
per genome per replication cycle, it is not possible for a
genome to accumulate and maintain beneficial alleles, and a
lineage risks extinction [9–12] (Section 3.1.8 of [11]). While
the high mutation rate of retroviruses is usually explained by
the fact that their virally encoded reverse transcriptase lacks
error-correcting domains found in other organisms, it is
currently unknown how much of this mutation rate is due
to HIV reverse transcriptase and how much is due to host
cell RNA polymerase since experiments to date cannot
separate out these two steps. High mutation rates are
expected to be favored more often in heterogeneous or
rapidly changing environments than in stable ones[13],
and due to the chronic nature of HIV infection and its ability
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Fig. 1 HIVevolution occurs on multiple spatial and temporal scales. a
Multiple virions may infect a single cell, competing for cellular resour-
ces controlling viral replication. Budding virions may contain RNA,
structural proteins, and enzymes from various genetic backgrounds. b
During infection of a single individual, HIV diversifies into multiple
strains that compete to infect CD4+ T cells and evade immune
responses and drug treatment. c As HIV spreads through the human

population it may adapt, becoming more or less virulent and accumu-
lating mutations selected by immune responses or even widespread
drug use. d HIV arose from a cross-species transmission of simian
immunodeficiency virus (SIV), known to infect many primate groups.
Primate phylogeny, from left to right: humans, chimpanzees, gorillas,
orangutans, gibbons, old world monkeys, new world monkeys,
prosimians
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to reach many tissues, it is possible that its high mutation
rate has been favored by natural selection. Recent theoretical
modeling work demonstrates that host–pathogen coevolu-
tion may also generate selective pressure for high pathogen
mutation rates, even in a static, homogeneous environment
[13, 14]. Interestingly, mutation in HIV seems to be strongly
skewed towards adenosines, much more than is represented
by the adenosine bias in its sequence composition [15, 16].
The high mutation rate of HIV leads to tremendous variation
in a given viral population; with up to 10 % sequence
variation between strains within an individual and up to
50 % between different types circulating over the globe
(Fig. 7.10 Section 7.2 of [11, 17]).

Humans and other primates actually have an innate defense
targeted towards the high mutation rate of retroviruses. The
APOBEC3G enzyme edits the viral cDNA during reverse
transcription, likely as part of a host defense mechanism.
HIV encodes a protein Vif that facilitates polyubiquitylation
and subsequent proteasomal degradation of APOBEC3G, but
in the absence of Vif, the enzyme causes sufficient mutation to
scramble the viral genome, triggering an “error catastrophe”
and preventing productive infection [18–20].

In addition to mutation, the potential of the virus to
recombine during replication is high as reverse transcriptase
typically jumps templates about ten times per genome [21].
If two distinct viral strains infect the same cell (the likely
frequency of such an event is discussed in a later section on
within-cell competition), then each one may contribute to
one of the two RNA copies in budding virus. When this
virion infects a new cell, recombination between the two
parental genomes may then occur. Many strains of HIV
currently circulating the globe appear to be recombinant
forms of divergent virus strains [22].

The emergence of HIV

As HIV spreads between individuals in a population, selec-
tion occurs on traits that maximize its transmission. HIV is a
zoonotic disease, meaning it had its origins in a closely
related infection of animals; in this case, non-human pri-
mates. Analysis of molecular phylogenies has traced the
origin of HIV-1 (for example, see Section 7.2 in [11]), the
viral strain responsible for the largest global epidemic, to the
simian immunodeficiency virus infecting chimpanzees [23].
Similar cross-species jumps have happened with other pri-
mate species: a smaller epidemic of HIV restricted mainly to
western Africa is caused by HIV-2, with origins in the virus
of sooty mangabeys [24].

Adaptation of any disease to a new species proceeds
through five phases (adapted from Chapters 12 and 16 of
[6]): Firstly, there must be contact between the animal
reservoir and humans that allows transfer of the pathogen.
For SIV, this is hypothesized to have occurred through

hunting for and preparing primate bushmeat. The second
phase of adaptation—the ability to produce a productive
infection in the new human host—is calculated to have
occurred at the turn of the twentieth century near Kinshasa
in the present-day Democratic Republic of Congo [25].
However, both these first and second phases have occurred
more than once: humans in some central African regions
may have antibodies to multiple simian viruses [26] (sug-
gesting primary transmissions may be frequent), and the
ancestry of HIV-1 subtypes implies distinct human–chim-
panzees zoonoses (Section 7.2 in [11]). SIV infection of
humans is not able to generate high viral loads needed for
transmission. The third phase is for the disease to become
transmittable between humans. However, to cause an epi-
demic, the pathogen must be suitably adapted to the new
host so that every infected individual passes the disease on
average to at least one other individual [27, 28]. HIV has
been in this fourth phase of emergence for the past three
decades. This phase may be facilitated by viral adaptations,
or by changes in the host population that increase transmis-
sion [29], such as higher population density and increase in
behaviors that facilitate transmission. The latter is believed
to be an important factor for HIV, potentially explaining the
delay between the evolution of HIV’s ability to productively
infect humans, and the beginning of the global epidemic.

Determining the origins of HIV is not just for scientific
and historical interest—hopes are that it could be key to
determining how to control the disease. SIV infections are
common in many species of primates, and related CD4-
tropic lentiviruses are found in many other mammals, with
current evidence pointing to a lentiviral origin over 7 million
years ago [30]. Most SIV infections in their native hosts do
not lead to AIDS-like immunodeficiency illness. Viral loads
may be sustained at very high levels, but CD4+ T cell levels
remain high. These findings have strongly suggested that
HIV pathogenesis is driven by more than direct killing of
target cells by the virus [31]. Chronic immune activation is
emerging as a potential mechanism for HIV pathogenesis; in
natural SIV infection, immune activation is only transient
[32]. In SIV infections, there are also strong cellular immune
responses that seem to recognize highly conserved regions
of the viral genome [33, 34]. The recency of successful
immune control and avirulence of SIV in natural host pop-
ulations is a topic of debate. Rapid host-virus coevolution
towards reduced pathogenicity would result in a selective
sweep, which would likely be detected by molecular phylo-
genetic methods as a relative absence of lineages that coa-
lesce prior to the emergence of avirulence [35, 36].
Molecular clock-based techniques suggest that the most
recent intraspecies common ancestors of SIV in sooty man-
gabeys and chimpanzees, respectively, existed just 200 and
500 years ago, consistent with very recent evolution of an
avirulent infection in both viral strain [35]. Biogeographical
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evidence gathered from comparisons of island and mainland
viral strains in west Central Africa, however, suggests that
SIV evolution proceeds at a rate two orders of magnitude
slower than HIV evolution, implying a corresponding in-
crease in the time since a common ancestor [37]. Further
supporting this analysis, phylogenetic reconstruction that is
unconstrained by geological or historical evidence may sys-
tematically underestimate branch lengths when lineages are
subject to strong purifying selection, as is generally the case
for RNA viruses [38].

While viruses represent only about 15 % of all human
pathogens, the majority of emerging diseases are RNA
viruses, with high mutation rates (Chapter 16 of [6]).
Emerging diseases tend to have reservoirs in animals, and
they tend to be adapted to a broad range of hosts prior to
arrival in humans. By examining likely patterns of cross-
species transmission in HIV/SIVand other widespread RNA
viruses [36], we may uncover clues that allow us to identify
pathogens at risk for jumping the species barrier into
humans.

Frequent viral recombination presents a major obstacle to
an accurate understanding of HIVorigins. Indeed, the entire
scheme of classifying the main group of HIV-1 into nine
subtypes has recently been called into question by evidence
that subtype G may actually have resulted from recombina-
tion between subtypes A and J [39]. The occurrence of
recombination, which requires infection of a cell by two
strains and so should grow roughly as the square of viral
load, may mirror the situation in some bacterial species, in
which the frequency of horizontal gene transfer depends on
population density [40]. The recent growth and success of
“species tree” approaches in molecular systematics provides
a powerful method for disentangling the discordant evolu-
tionary histories of multiple loci that are brought together by
recombination (reviewed in [41]). Though useful in meta-
zoic taxa, these approaches have not been applied to virus
evolution; they require the partitioning of the genome into
discrete loci, with recombination occurring between, but not
within, loci [41, 42]. The frequency of recombination in
HIV may be prohibitively high, and therefore the “effective
locus size” prohibitively small, in order to import these
methods wholesale to the study of its evolutionary history.

Is HIV evolving to be less virulent?

The fifth and final phase of emergence of a new infectious
disease is adaptation of the pathogen to optimize transmis-
sion between hosts and the switch from an epidemic phase
(rapidly increasing prevalence) to an endemic one. Although
disease prevalence may remain approximately constant in
this phase, the system is by no means static—both pathogen
and host populations can evolve continually to circumvent
each other, in an evolutionary arms race (also known as

“Red Queen” race) [43]. The infectivity of a strain is defined
as the rate of infection of susceptible individuals, and the
virulence is usually defined as the increased death rate that
infected individuals suffer due to the virus. At first glance, it
seems that it would be optimal for a disease to evolve to
both maximize its infectivity and minimize its virulence in a
host, the latter allowing the host to live longer and infect
more people. However, there are often trade-offs between
these two parameters that complicate the optimization of
transmission—for example, high numbers of pathogens
within a host may be necessary for infectivity but may
contribute to virulence [44]. As well, there are clear conflicts
between the role of within-host evolution and population
level evolution on virulence-related traits. Competition
within a host selects for the fastest replicating strain, which
could be more virulent, while at the population level, an
intermediate replication rate that maximizes transmission
may be favored [45, 46]. Even within a host there is selec-
tion to control the death rate of infected cells to maximize
transmission between cells. Bottlenecks that occur at trans-
mission may to some extent “reset” viral evolution between
hosts [17], with the result being that within-host selection
may have little effect on the long-term, population level
evolution of HIV. However, recent studies have shown that
in the case of HIV, there is heritable variation in virulence
(measured by viral load) between 20 and 60 % (reviewed in
[47]). There is no clear consensus as to whether HIV is
evolving at a population level to become less virulent (sum-
marized in [17, 48]), although a recent meta-analysis has
concluded that virulence has actually increased over the past
three decades [49]. A recent paper modeling the evolution of
HIV virulence based on known viral load–transmission rate
and viral load–mortality relations concluded that HIV has
already reached the optimal virulence to maximize transmis-
sion between hosts [48].

Does competition within a single cell drive evolution?

In HIV infection, there is potential for multiple genetically
distinct virions to infect a single cell [50]. This results in a
new level of selection for the virus which we call within-cell
(as opposed to within-host and population level), which
introduces novel viral dynamics. Firstly, competition for
resources related to viral replication within the cell can
select for an increased production rate of virions and hence
greater cytopathicity [51]. Secondly, when multiple virions
infect the same cell, the new virions created will have a mix
of genetic material from both strains and structural proteins
and enzymes (determining “phenotype”) also from both
strains. This is termed phenotypic mixing [52]. As a result,
deleterious mutations may persist at a higher frequency than
expected by mutation–selection balance since they can be
shielded by the wild-type phenotype [52, 53]. Virions carry
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two strands of RNA genome, which may be from different
strains. When this virion infects a new cell, these genomes
may recombine as reverse transcriptase often jumps between
RNA strands [21]. Recombination alters the spread of viral
genotypes maintained by mutation and changes the error
catastrophe threshold [54]. Together, the effects of co-
infection have been shown in models to accelerate the rate
of immune escape [55] but may either promote or hinder the
development of drug resistance, depending on whether mul-
tiple mutations display synergistic or antagonistic epistasis
[56]. Importantly, a prerequisite for these dynamics to affect
the genetic composition of the population is the existence of
a significant number of cells co-infected with genetically
distinct virions. Some studies claim that co-infection with
genetically distinct virions happens quite frequently in the
lymph tissue [57], but much lower rates (1–10 %) have been
found in the peripheral blood [58] and have been estimated
from effective recombination rates measured from patient
sequence data [59, 60].

HIV pathogenesis involves immune-directed evolution

Despite three decades of research on HIV, its mechanism of
pathogenesis is still not entirely clear. Evolutionary process-
es are implicated to a large extent in the hypothesized
mechanisms of disease progression [61–64]. It is well un-
derstood that over the course of a single infection, HIV
continually evolves to circumvent host defenses. HIV
infects CD4+ T lymphocytes, also known as helper T cells,
using the receptors that they uniquely express to gain access
to the cell. After initial HIV infection, patients experience
very high viral loads and occasionally the flu-like symptoms
of acute viremia, after which viral load declines to a com-
paratively low level called the “set point,” where it may
remain for many years. This decline occurs both due to the
limitation of uninfected target CD4+ T cells [65] and by the
appearance of cellular immune responses against HIV [66].

Immune control of HIV is largely due to CD8+ T cells
[67–69] (also called “killer” T cells or cytotoxic T lympho-
cytes (CTLs)), though antibodies [70] and innate immunity
[71] also play a role. Small virus-derived peptides called
epitopes are presented on the surface of infected cells by the
human leukocyte antigen (HLA) class 1 molecules, which
then allows CTLs to recognize and kill these cells. Through-
out the course of chronic infection, which may last from a
few years to a decade, viral diversity and fitness gradually
increase [17, 72, 73]. Antigenic diversity also increases, as
HIV continuously generates escape mutations in CTL epit-
opes, preventing them from being presented or recognized
[63, 72, 74–76]. About 2/3 of mutations acquired over the
course of HIV infection have been attributed to CTL selec-
tion pressure [77]. These mutants are subsequently selected
and may grow to a high frequency. The immune response is

further weakened by the fact that HIV is infecting and
destroying cells involved in immune control.

While evolution is typically thought of as an open-ended
process that may follow many paths, certain aspects of HIV
evolution are very predictable. For a given HLA allele
present in an individual, certain escape mutations in epitope
regions are highly consistent between patients [78, 79].
Another predictable evolutionary event is a switch in
the virus’s machinery for entering its target cells
(reviewed in [80, 81]). HIV enters cells by binding to
the CD4+ cell surface receptor, but also requires a co-
receptor. Early in infection, the viral population seems to
be composed of strains that preferentially use the CCR5
co-receptor, termed “R5” virus. Later on in infection,
about 50 % of patients experience a switch in the
tropism of the dominant virus population to an “X4”
virus that instead uses another co-receptor, CXCR4, for
entry. The factors determining this switch are not com-
pletely understood. It seems that R5 viruses have a
selective advantage early in infection and dominate the
viral population after sexual, mother-to-child, or direct
blood-to-blood transmission, though individuals homozy-
gous for the Δccr5 mutation can be infected with X4
virus [82]. Later in infection, selection pressure seems to
change to favor X4 virus. This is hypothesized to be a
result of the change in the population composition of
T cells over the course of chronic infection. X4 virus
seems to be more susceptible to antiviral immunity but
able to infect a broader range of target cells, including
resting T cells, and so as immune function declines, it
may outcompete R5 viruses. The reason only 50 % of
patients experience this switch is unclear, though could
be a result of the chance accumulation of multiple muta-
tions required to make the tropism switch. Patients with
X4 virus tend to experience more rapid decline in CD4+

T cells, and so this phenotype switch may be facilitated
by immune deficiency but then lead to accelerating
deficiency. The co-receptor switch is less common in
treated patients [83].

Mathematical models have demonstrated that the accu-
mulation of escape mutations can explain the clinical course
of HIV infection [61, 84, 85] (Fig. 2). Viral diversity
increases as HIV progressively escapes CTL responses,
resulting in higher viral load, and due to HIV-induced dam-
age of CD4+ T cell populations, a progressively weaker
immune response. There is an asymmetry in the HIV–T cell
interaction since any strain of HIV can infect and damage
any CD4+ T cell, but each CTL can only target the HIV
strain it is specific for. Eventually, infection reaches a point
where the immune response is unable to control the variable
strains of HIV, and viral loads rapidly increase as CD4+ T
cell levels fall. This is called the “diversity threshold,” and
could explain the onset of the clinical symptoms of immune
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deficiency, called AIDS. This theory highlights that the two
specific features of HIV, which make it especially harmful to
the host, are the fact that its target cells are involved in
orchestrating the immune response and its high rate of
evolution in a single infected host.

Despite its elegance, the evolutionary model for HIV
pathogenesis may not be the whole story. Various lines of
evidence suggest that CTL responses are important for viral
control, including the observation that the selective advan-
tage of escape mutations correlates with rate of disease
progression (specifically, the portion of this rate that is
statistically associated with particular HLA alleles) [86].
However, it has been observed that only a small fraction
of CD4+ T cells are infected with HIV, making it difficult to
explain how either direct viral killing or CTL killing, for
which death rates have been measured, could be responsible
for such a large decline in their numbers. During infection,
there is a large increase in the death rate of uninfected
(termed “bystander”) CD4+ T cells. Multiple, though not
mutually exclusive, mechanisms have been proposed to
explain this observation, including (1) direct cytotoxicity
of free-floating HIV proteins on uninfected cells, (2) an
increase in apoptotic signals, or (3) an increase in the frac-
tion of activated, short-lived T cells due to HIV-induced
immune activation [81, 87, 88]. While the importance of
each of these mechanisms remains to be determined, it is
interesting to note that models for many potential pathogen-
ic processes have found that the extremely slow decline of
CD4+ T cells is difficult to explain by any process that does
not, at some level, involve gradual evolution and an accom-
panying change in the balance between the virus and host
defenses [89]. However, evolution could be either viral or
related to somatic evolution of T cells: an increased turnover
rate of cells could lead to the accumulation of deleterious
mutations and eventual senescence of immune cells [90].
The ability of HIV to induce immune activation may itself
be subject to selection. The direction and strength of selec-
tion depend on the trade-off between creating more target
cells and increased virulence. However, the ability to cause
immune activation is only under selection if it preferentially
changes the fitness of a particular viral genotype, that is, if it
is local. The ability to cause systemic immune activation
affecting all viral genotypes is a selectively neutral trait [91].

Clues to the virus’s mechanism of harm can be deduced
from a rare group of patients who become infected with
HIV, but maintain lifelong low viral loads and do not seem
to progress to AIDS [92]. Existence of these “elite control-
lers” suggests that immune control of the virus is possible in
humans, though how this control works is still under inves-
tigation. This subpopulation of individuals is enriched for
certain HLA alleles, and their CTL responses tend to have
higher HLA avidity, proliferate more, kill better, and pref-
erentially recognize epitopes from the HIV capsid protein

Gag (reviewed in [93]). Immune activation levels remain
relatively low in elite controllers. Despite very low viral
loads, they do seem to experience ongoing viral replication,
and even continual evolution, including escape mutations
[94]. How then, do they avoid increasing viral loads and
decreasing immune function? When HIV mutates to avoid
immune recognition, these mutations often harm native
functions of the virus, leading to a fitness cost (defined as
a reduction in replication rate as compared to a wild-type
virus in a laboratory environment, free of immune re-
sponse). The selective advantage of an escape mutant
depends on a trade-off between the benefit attained from
escaping CTL killing and the fitness cost of the mutation,
and it in elite controllers, the cost of escape may be so great
and the advantage so low that viral loads remain approxi-
mately constant [95–97]. The “diversity threshold”model of
HIV pathogenesis mentioned earlier does include specific
parameter regimes where indefinite control of the virus
occurs [98], but it has yet to be determined if these param-
eter regimes are quantitatively consistent with elite
controllers.

The ability of HIV to rapidly escape from immune con-
trol has important implications for vaccine development.
There are currently effective vaccines for many diseases,
including measles, smallpox, and polio. For each of these
diseases, a single natural infection provides lasting immuni-
ty. Vaccine-induced immunity is similarly effective. In con-
trast, individuals infected with HIV can be superinfected
with other strains and effective immune control is rarely
achieved. Designing an HIV vaccine requires first determin-
ing the unknown correlates of immune control. Such a
vaccine will have to elicit immune responses to an extreme-
ly diverse viral population. All currently used protective
vaccines elicit antibodies, which until recently were be-
lieved to be generally ineffective in controlling HIV, leading
to much focus on CTL-based vaccines [99]. However, re-
cent years have seen advances in the characterization of
“elite neutralizers,” individuals capable of naturally control-
ling HIV infection with potent broadly neutralizing antibody
responses, which has renewed confidence in the future of
antibody-based vaccines (reviewed in [100]). This strategy
is complicated by the finding that elite neutralizers can
produce these antibodies only after extensive somatic muta-
tion of B cells, suggesting that a vaccine may have to elicit
the “ancestral” antibodies and then direct evolution through
particular affinity maturation pathways. Studying the mech-
anisms of immune control in elite controllers and elite
neutralizers will likely continue to be an important step in
research towards a vaccine [101].

HIV’s ability to evade immune responses also empha-
sizes the importance of trade-offs in evolution [102]. Over-
all, HIV and other lentiviruses have evolved an infection
strategy that evades many defenses of the immune response,
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allowing the virus to persist and establish a chronic infection
lasting many years. One of the particular adaptations enabling
this strategy is the arrangement of the cell-binding proteins in
the viral envelope. These proteins are placed so that conserved
regions are inaccessible to antibody recognition, explaining
the scarcity of broadly neutralizing antibodies against HIV.
However, as a result, HIV’s ability to infect cells is compro-
mised. In immune-free cell culture, strains quickly evolve
which have higher replication rates but are more susceptible
to antibodies. Other viruses infecting humans take a different
strategy; replicating very quickly and relying on most trans-
mission to occur before the host mounts an immune response,
which will then likely clear the infection. This trade-off be-
tween the “acute infector” and “persistor” viral lifecycle strat-
egies is reminiscent of life history theory [103, 104], which
posits that trade-offs constrain fertility and that organisms
respond to dynamic environments with a variety of reproduc-
tive strategies, e.g., producing few offspring and investing
heavily in each, or producing many offspring each with a
low chance of survival.

Is HIV evolving at the population level response to human
immune control?

There is evidence that HIV may be evolving at the popula-
tion level, evading immune responses characteristic of

specific human subpopulations. Escape mutations prevent
the virus from being recognized by a certain individual
host’s immune response, and when the virus is transmitted
to another host, they may revert back to wild type [105] or
be maintained [74]. Studies have shown that in various
populations, the prevalence of escape mutations in particular
epitopes was highly correlated with the prevalence of the
HLA allele presenting that epitope, even when only individ-
uals without the allele were considered. Particular escape
mutants also appeared to be increasing in prevalence over
time [106, 107]. It has been suggested that in populations
where there are HLA alleles common to many individuals,
CTL escape mutations may be retained upon transmission
and contribute to increasing virulence of the epidemic, while
in populations with high HLA diversity (many African
populations), it is more likely for virulence to decrease [17].

Host–pathogen coevolution: are humans evolving
in response to HIV?

We have so far discussed evolution of HIV in response to
selection pressure imposed by host immune defenses and by
potential vaccines. It is however also possible that the hu-
man population may be evolving in responding to the virus.
Given the high prevalence of HIV in certain regions, and the
severe decrease in reproductive success incurred by
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Fig. 2 Hypothetical evolutionary mechanism for HIV pathogenesis.
Colors schematically represent diversity of viral strains. Bottlenecks
during transmission lead to acute infection growing from approximate-
ly a single viral strain. Viral loads peak and decline rapidly during
acute infection, with diversity remaining low. During asymptomatic
infection, which may last from months to decades, viral loads remain
near a lower set point. Diversity gradually increases, potentially as
mutants that escape cytotoxic T cells are generated. At a certain point,

helper (CD4+ T cells) reach a critically low level, due to direct and
indirect effects of HIV, leading to a rapid rise in viral load and
progression to the clinical symptoms of AIDS. Mathematical models
suggest that crossing a diversity threshold could cause progression to
disease. At the final stages of disease, diversity begins to decrease,
possibly due to reduced selection pressure from a failing immune
system. Figure adapted from [17, 169–172]
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untreated HIV-positive individuals, a strong selective pres-
sure for protective alleles is expected and changes in allele
frequency should be apparent in several generations. Since
severe disease burdens have only existed for one to two
generations so far, these changes may not yet be detectable.

Studies have identified various sources of natural genetic
variation to HIV infection in humans [108–110]. Heterozy-
gosity at the HLA loci, and certain HLA alleles, especially
at the HLA-B locus, are strongly related to slower disease
progression. Two cellular proteins involved in innate anti-
viral immunity show strong signatures of positive selection
in human populations, and polymorphisms have been im-
plicated in differential susceptibility to HIV infection.
TRIM5α interferes with the uncoating of the viral capsid
upon entry into a host cell, and APOBEC3G, as discussed
earlier, can edit viral cDNA during reverse transcription,
leading to hypermutation of viral genomes. Variation in
cytokine loci is also implicated in HIV control. About 1 %
of the European population is homozygous for a 32-base
pair deletion in the CCR5 gene (Δccr5), rendering them
resistant to infection by HIV, which requires the CCR5
protein as a co-receptor during initial infection. To the extent
that these polymorphisms are prevalent in regions with a
high burden of HIV-induced mortality, their frequency may
change in response to the epidemic.

HIV evolution in response to medical interventions

How might an HIV vaccine drive population level
virulence?

Attempts to make a vaccine against HIV have so far been
unsuccessful, largely due to the enormous genetic variation
of HIV, both within an individual, starting early in infection,
and worldwide. Due to the fact that HIV is only rarely
controlled by antibodies, which are induced by most vac-
cines to date, and that the virus quickly establishes long-
lived reservoirs in latently infected cells, it has been sug-
gested that a potential vaccine may not be able to prevent
infection, but may instead only lead to a reduced viral load
set point [111]. Theory suggests that vaccines that complete-
ly prevent infection could lead to reduced virulence, either
by directly targeting virulence factors (as is the case with the
diphtheria vaccines), or by reducing co-infection and hence
the strength of within-host competition, which often selects
for high replication rates and high virulence [46, 112]. The
latter effect is likely to be relevant in certain high-risk
populations where infection with multiple strains is com-
mon, though in general multiple infections are a rare occur-
rence [113]. However, “leaky” vaccines that allow some
infection but reduce host death rate, like that proposed for
HIV, can alter the virulence/infectivity trade-off, making

increased virulence less costly (less chance of host death)
and more beneficial (to achieve high transmission in face of
reduced pathogen titers), and therefore lead to evolution of
increased virulence [112]. Virus may also escape vaccine
control, similar to escape to naturally occurring immune
responses, with unknown consequences for virulence.

HIV evolves resistance to antiretroviral drugs

In the developed world, deaths from AIDS have decreased
dramatically since the introduction of highly active antire-
troviral therapy (HAART) in the late 1990s [114]. By target-
ing multiple HIV proteins with drug combinations at high
doses, HAART minimizes the likelihood of developing
resistance. However, these drugs remain prohibitively ex-
pensive and inaccessible to most HIV-infected individuals,
and suboptimal adherence and drug resistance remain a
problem worldwide. At first, we consider the case of resis-
tance evolving de novo, in an individual initially infected
with drug-sensitive HIV; later, we consider the less frequent
case where resistance is transmitted.

Like the host immune response, antiretroviral drug treat-
ment provides a strong selective pressure on the virus, and
over the course of a single individual’s infection, HIV can
evolve drug resistance. Unlike the immune response in a
typical individual, drug treatment easily results in a negative
growth rate for the virus, limiting ongoing viral replication
and slowing the rate of evolution. Resistance mutations can
arise from one of three sources [16]. Firstly, if treatment
does not completely suppress all viral replication, new
mutations may arise during treatment from the residual viral
replication. This likelihood of generating resistance depends
on the strength of the drug, measured by the fraction of viral
replication events prevented by the drug at a given concen-
tration. Secondly, viral loads are generally quite high when
treatment starts, and mutations may preexist in the viral
population with some low frequency termed mutation–se-
lection balance [115, 116], which is determined by the
mutation rate and the fitness cost of the mutation in the
absence of treatment. Thirdly, occasionally HIV-infected
CD4+ T cells revert to a resting state, bringing with them
integrated HIV in their genome. These cells comprise the
latent reservoir and may remain in a resting state for many
years, unaffected by drug treatment, which only inhibits
active viral replication. Cells in the latent reservoir harbor
a representative sample of viral genomes that have existed in
the plasma over the course of infection. Mutation frequen-
cies in the reservoir are likewise determined by mutation–
selection balance, and resting cells may reactivate randomly
at any point during drug treatment, reseeding the infection
with both wild-type and mutant viruses.

In order for clinical drug resistance to emerge, resistant
viral strains must be selected for. Viral fitness is determined
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by drug concentration and typically follows a sigmoidal
dose–response curve with a variable IC50 and slope [117].
Mutant viruses have altered dose–response curves and ben-
efit from having a higher IC50 or lower slope. Resistant
mutants also tend to carry a fitness cost, meaning that in
the absence of the drug, their fitness is lower than the wild-
type virus [118]. As a result, there is only a certain range of
intermediate drug concentrations, termed the mutant selec-
tion window (MSW), where any particular mutant is select-
ed over the wild type (Fig. 3a). At lower concentrations, the
wild type is favored, and at higher concentrations, even

mutant fitness is so low that the growth rate is negative.
No HIV mutants have been characterized that lack suscep-
tibility to any drug concentration, though many may only be
controlled with concentrations that are not clinically achiev-
able due to toxicity [118]. Even when concentrations fall
within the MSW, the favored mutant may still be lost to
random drift, with a probability depending on the popula-
tion dynamics of the infection. Heterogeneity and fluctua-
tions in the host environment during treatment generally
increase drift, making a favored mutant less likely to estab-
lish a persistent lineage (see Box 1).

Several studies have estimated the effective population size (denoted Ne) of the HIV infection at various stages of the infection.
This quantity is used to describe the strength of random genetic drift [119], and so it is important for understanding the
likelihood that a favored drug resistance mutation will by lost by chance [120,121]. Since effective population size is an
abstract concept defined in the context of particular mathematical models, the appropriate definition to use depends on the
particular biological question being asked.  To demonstrate this point, we explore a general mathematical description of
emergence of drug resistance from the latent reservoir.  Though simple, this framework can be used to understand clinical
data on the frequency of treatment failure due to drug resistance [120].

While a patient is on suppressive HAART, the rate at which a drug-resistant mutation from the latent reservoir becomes
active and generates a persistent resistant strain is               

rDRM := a * Pmutant * Psurvive

where a is the rate at which infected cells exit the latent reservoir, Pmutant is the probability that a randomly selected latently
infected cell carries a resistance mutation, and Psurvive is the probability that a resistance mutation, once in the actively
replicating population, survives drift and establishes a persistent lineage during drug treatment.

A patient on fully suppressive HAART still has approximately 3000 cells in the actively infected population [16,122,123],
all of which come from the latent reservoir.  Since these cells have a lifespan of approximately 1 day [124], a can be
estimated to be 3000 cells per day.

If the latent reservoir is seeded by a pre-treatment population that has reached mutation-selection balance, then Pmutant can 
be estimated as u / s, where u is the rate at which a resistance mutation occurs during replication, and s is the selective  
disadvantage (fitness cost) of the mutation in the absence of treatment.  The value of u for a single-nucleotide replacement
varies from 2*10-7 to 6*10-5, with a genome-wide average of 3*10-5 [15,16]. The value of s also varies widely, from 0.05
to 0.9 [16,118].  Note that, while u / s represents an average value, stochastic effects can cause Pmutant to vary over time
and among patients, even taking zero values for many patients.  In particular, a smaller pre-treatment effective population
size would lead to a more dispersed Pmutant distribution.

The probability Psurvive depends on the population dynamics during treatment.  Assuming that the wildtype (drug-susceptible)
virus cannot replicate during treatment, only the description of mutant replication matters for calculating Psurvive.  The viral
fitness, defined as the basic reproductive ratio R0, is the expected number of offspring cells generated by a single mutant-
infected cell during its lifetime[64].  For this simple model, we assume that R0 is constant (that is, fluctuations in drug
concentration are negligible). If this value is not too much greater than 1, then a second-order approximation can be used
to estimate survival probability [120,125]:                                       

2,σ

Box 1. Population size and emergence of drug-resistant mutation from the latent reservoir
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Drug concentrations within the MSWmay inhibit wild-type
growth but select for resistance. Drug concentrations are not
constant in a given individual, but fluctuate due to the dose
taken, the drug bioavailability and half-life, and the patient’s
adherence to medication (Fig. 3b). Consequently, selection
pressures also fluctuate (Fig. 3c). Drug concentrations that are
high, yet still within the MSW, may slow the rate of emergence
of resistance since ongoing viral replication is greatly reduced
and resistant mutants can only arise if they are preexisting
(either in the actively infected cells or in the latent reservoir).

Keeping drug levels above the MSW is required to guar-
antee the resistant mutant will not be selected for. If these
concentrations are clinically possible, then this particular
mutant alone is not an insurmountable threat since if it
arose, it could be eradicated by ensuring that drug concen-
trations exceed the MSW for sufficient time. However,
clinically relevant resistance may require more than a single
mutation. If a single resistance mutation arises, it may
facilitate the emergence of stronger, untreatable strains with
multiple mutations (Fig. 3g), or with compensatory muta-
tions, which reduce the fitness cost of the first mutation. It is
possible that these strains will then be untreatable at maxi-
mum clinical drug concentrations, in which case they will
lead to treatment failure.

Most current first-line antiretroviral regimens include a
drug that can reduce viral replication by at least five orders
of magnitude, even at minimum clinical plasma concentra-
tions [117, 129], and so it is likely that multiple factors

acting in concert are typically required to provoke treatment
failure. Three main environmental factors can conspire to
enable viral replication despite ongoing treatment. First,
drug concentrations may temporarily drop, either when the
concentration reaches a minimum prior to a scheduled dose
or when the patient fails to adhere to the regimen. Certain
drugs, notably the protease inhibitors, have very sharp dose–

Fig. 3 Drug-dependent fitness landscape for the antiretroviral drug
efavirenz derived using measured pharamacodynamic and pharmacoki-
netic parameters for wild-type and the K103N drug-resistant strain. Viral
growth rate is positive only when R0 >1 (above gray dotted line). a
Fitness of wild-type and resistant strains follow dose–response curves,
resulting in amutant selection windowwhere resistant strains are selected.
We compare a single mutant (K103N) to two hypothetical double mutants
by adding either a second equivalent resistant mutation (further increases
IC50 and decreases slope) or a compensatory mutation (changes fitness
cost only). bDrug concentrations decay over time according to drug half-
life. c Relative fitnesses of wild-type and resistant strains consequently
change over time as drug decays. d In the CSF, reduced drug penetration
results in concentrations reduced to 0.5 %, allowing viral replication at
higher systemic drug levels. e Assuming about 10 % of cells are suscep-
tible to direct cell-to-cell transmission, which typically occurs with
around 100 virions and is sustainable with a single virion. f Combining
the effects of (d) and (e). g At the maximum clinical drug concentration
(immediately following a dose), only the doubly resistant mutant can
grow. h At intermediate concentrations, the single resistant mutant can
grow, facilitating evolution of the compensated mutation or the
untreatable doubly resistant mutant. i Without treatment, the wild
type is favored. While the doubly resistant mutant can stepwise
revert to wild type, the compensated mutant is less likely to do so
due to the presence of a fitness valley at either of the intermediate single
mutants. See Appendix for methods

�

future infection dynamics during treatment.  Using resistance data from a 3-year clinical study to parameterize the expression
for rDRM [128], a study estimated a / 2 to be only 5 cells per day [120], which (using a = 3000) implies an enormous
variance 2 ≈ 600. This result could be achieved, e.g., with R0 ≈ 2 and reproductive skew (as defined above) of k ≈ 300.
In that case, the vast majority of resistant mutants do not reproduce, but 0.7 % give rise to 300 or more offspring. This
extreme state of affairs is plausible if the host environment is heterogeneous, and in addition to being resistant, an infected
cell must find itself in a replication-permissive locale in order to have any offspring at all.  Three important sources of this
heterogeneity are discussed in the main text: temporal variation in drug concentrations spatial variation in drug concentrations
and spatial variation in target cell density.         

σ
σ

where 2 is the variance in expected number of offspring for the drug-resistant mutant during treatment. This parameter
is higher for “winner-take-all” types of infection dynamics. In the limit that 2

→ 0, Psurvive approaches either 0 or 1, and
and this approximation does not hold. To see more concretely how 2 relates to a possible scenario involving reproductive
skew: if a single infected cell may either die or give rise to k many offspring cells in a single timestep, then 2 = R0 (k - R0).

Combining the three factors, the rate at which drug-resistance emerges is      

rDRM ≈ 2 a u (R0 – ) / (s 2).  

Note that this rate does not depend upon the infection population size, except insofar as the parameter a depends on the
size of the latent reservoir.  Estimates of the pre-treatment Ne [125,126] are not relevant to understanding the expected value
of rDRM, though they can explain inter-patient variation in this rate.

The composite quantity a /   2 may be thought of as an ersatz “effective reservoir exit rate” analogous to an effective
population size.  It is, roughly, the number of cells activating from the latent reservoir each day that are relevant to the

σ

σ

σ

σ
σ

σ

1
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response curves, meaning that despite having the benefit of
requiring lower concentrations to achieve the same inhibi-
tion, have the disadvantage that a small decline in drug
concentration can lead to a large drop in viral suppression
[117]. Secondly, replication rates are increased in tissues
such as lymph nodes that are densely populated with target
cells. In particular, multiple infections per cell (for example,
by local spread of virus or direct cell-to-cell transmission via
virological synapses) may occur in such tissues [130, 131],
although the evidence for a high multiplicity of infection in
vivo is limited [57, 58]. The presence of even a small
collection of cells vulnerable to this mode of transmission
may suffice to dampen a drug regimen’s inhibitory effect by
an order of magnitude [132] (Fig. 3e, f).

Finally, drug concentrations in certain anatomical com-
partments may be a small fraction of plasma levels. The
concentration of efavirenz in the CNS, for instance, is typ-
ically only 0.5 % of the plasma level [133] (Fig. 3d, f).
Infected monocytes may introduce the virus to the CNS or
other drug refuge, thereby initiating a locally blooming
infection, despite successful viral suppression elsewhere in
the host [133–135]. For example, on the basis of a simple
calculation using dose–response curves measured in vitro,
we estimate that wild-type (drug-susceptible) virus can gen-
erate a self-sustaining infection in the CNS if target cells are
also capable of direct cell-to-cell transmission [132], in the
presence of efavirenz therapy just below the clinical mini-
mum drug concentration (Fig. 3d). A single missed or
delayed dose would allow concentrations to dip below this
minimum level, allowing the infection to grow locally. If a
resistance mutation occurs every 104 replication events, then
a transient growth in viral load to detectable levels (~50
copies/ml, or 25 virions/ml) confined to the CNS (~200 ml),
experiencing daily turnover [124], should generate a resis-
tant mutant every other day. This explains why resistant
strains may evolve in vulnerable anatomical compartments
even while plasma viral load is suppressed, potentially lead-
ing to therapy failure [136, 137]. Equations and parameters
for generating Fig. 3 are given in the Appendix.

Drugs that inhibit binding of HIV to host cells (entry or
fusion inhibitors) are currently in various stages of develop-
ment. Like antiretrovirals that act at other phases of the viral
lifecycle, these drugs come with a risk for the development
of resistance, but they may also have other consequences for
disease progression. Models have shown that drugs that
inhibit the CCR5 co-receptor (for example, FDA-approved
Maraviroc) could facilitate the switch to more pathogenic
X4 variants, while anti-CXCR4 drugs may have the
added benefit of decreasing selection pressure for X4 strains
[138, 139].

The risk of resistance can be reduced with higher drug
concentrations and by ensuring that drugs penetrate all
tissue compartments; combination therapy plays a crucial

role. When multiple drugs with different sites of action are
used, the virus may need mutations that reduce susceptibil-
ity to all drugs in order for treatment failure to occur. Since
multiple independent mutation events are relatively unlikely
to occur on the same viral genome, it is generally more
difficult for the virus to become fully resistant to combina-
tion therapy than to single therapy.

Predicting drug resistance should be an important con-
sideration when designing dosing regimes for antiretroviral
drugs, and would ideally be done as a part of the drug design
process. Laboratory assays can characterize costs and bene-
fits of mutant strains in the presence of drugs [118]; how-
ever, mutations are typically chosen for study only after they
are observed in patients failing therapy. Bioinformatic tech-
niques are needed to predict sites where resistance-
conferring mutations may occur and how multiple mutations
interact [140–142]. High-throughput implementations of
known techniques for creating and testing mutant strains
could help prevent the emergence of resistance and aid in
design of "resistance-proof" drug regimens.

There are a few novel ideas for drug treatments that act in
a very different way from current antiretrovirals, which
reduce viral infectivity; instead, they aim to alter HIV’s
intrinsic mutation rate. Drugs have been proposed which
increase the mutation rate beyond the error catastrophe dis-
cussed previously, besetting the viral genome with unsus-
tainable levels of deleterious mutational load (reviewed in
Section 4.3 of [11]). An example is inhibitors of the viral
protein Vif, which prevents the cellular APOBEC3G en-
zyme from hypermutating HIV cDNA during reverse tran-
scription. A mutagenic drug (ribavirin) that acts with a
different mechanism already exists for hepatitis C, foot
and mouth disease, and respiratory syncytial virus [143]. It
is also possible that drugs that decrease the mutation rate
may be useful since much of HIV’s proposed pathogenesis
is due to its high mutation rate. It has also been hypothesized
that drugs could be used in concert with natural immune
control to create an evolutionary trap for HIV: if drugs are
designed such that any potential resistance mutations are
potent CTL-eliciting epitopes, then the virus would be un-
able to escape both methods of control simultaneously
[144].

HIV exhibits a lurker strategy, allowing the infection to
“wait out” drug treatment

A range of cells harbor HIV in different forms. The virus can
exist as a productive retroviral infection in active CD4+ T
cells, macrophages, and monocytes; as integrated yet unex-
pressed viral DNA in resting CD4+ T cells; or as opsonized
viral particles trapped on the surface of B cells and follicular
dendritic cells. Though this last case does not involve infec-
tion per se, the envelope proteins of these trapped particles
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appear to be protected from decay, prolonging the particles’
infectivity until they can be transferred to a CD4+ T cell or
other target [145]. The longevity of these cell types varies
by several orders of magnitude—with productively infected
T cells lasting no more than a few days, resting T cells
lasting years, and the other cell types existing for an inter-
mediate period of time [134]. Transmission of virus between
these different cell types results in complex viral dynamics
and allows HIV to enact a strategy of drug evasion in treated
individuals: though an infected cell may initially inhabit a
drug-rich environment hostile to viral replication, longer-
lived cells can store the virus and later transmit it to short-
lived cells in a replication-permissive environment, allow-
ing the infection to persist and ultimately grow. We term this
general pattern of turnover between long-lived and short-
lived target cells a lurker strategy as it relies on a population
of unexpressed virus that persists in the presence of antire-
troviral drugs. A similar strategy observed in Escherichia
coli involves alternation between a normal and a slow-
growing phenotype, allowing a clone to survive as it peri-
odically confronts antibiotic-rich or other stressful environ-
ments [146]. The most prominent example attesting to
HIV’s ability to lurk is the persistence of the latent reservoir
of resting CD4+ T cells, which, along with the inability of
the immune response to control even low-level viremia,
prevents antiretroviral therapy from eradicating the infection
[147]. Treatment interruption presents a “window of oppor-
tunity” for a strain residing in long-lived cells to transmit to
cells with faster turnover and grow in abundance. The
ability of HIV to take advantage of this lurker strategy
may constitute of form of cryptic drug resistance that cannot
be detected in phenotypic assays that measure viral replica-
tion under a constant drug concentration.

It is unclear whether the various mechanisms prolonging
the viral life cycle can be considered adaptations that were
selected for the specific purpose of using a lurker strategy to
cope with a dynamic host environment. In other words, a
lurker strategy may be a mere side effect of selection for
CD4 tropism, resulting from the heterogeneity of cell types
expressing the CD4 receptor and the ability of CD4+ T cells
to establish a long-lived memory phenotype. Given the short
timeline of HIV evolution in the human species and the
observation that HIV phylogenies reveal very little positive
selection at the global population level [148], any selection
for lurking would need to have taken place over the history
of SIV evolution, prior to the modern human zoonosis. This
strategy would therefore not have evolved in response to
fluctuating drug pressures, but rather in response to the ances-
tral simian host/immune environment. The dynamic environ-
ment presented by the immune system, including shifting
immunodominance [63], may have provided the necessary
alternation between replication-permissive and harsh environ-
ments to select for mechanisms that enable lurking.

One such mechanism involves HIV’s ability to probabi-
listically postpone viral production [149]. The regulatory
circuit controlled by the viral protein Tat (Trans-Activator
of Transcription) is a stochastic switch that controls viral
production, and so it is a promising candidate mechanism in
which to investigate selection for lurking. Tat is a small
protein (101 amino acids) that has existed for at least 7
million years in ancestral lentivirus strains [30], and it is
expressed early at low abundance in infected cells. When
acetylated, Tat enhances elongation of the 5′-LTR viral
promoter. As a consequence, Tat also enhances its own
transcription, triggering a transient feedback loop that gen-
erates a “pulse” of transcriptional activity. The duration of
this pulse is determined stochastically by the initial cellular
concentration of Tat. Starting from a high concentration, the
pulse may last several days, exhausting the productive life-
time of an infected CD4+ T cell [150]. If the initial Tat
concentration is too low, however, the duration may not
support complete viral production, meaning that the proviral
genome remains essentially inactive until a subsequent sto-
chastic fluctuation in Tat expression triggers self-sustaining
viral expression [151]. This unreliable feedback loop creates
a variable delay before the start of productive infection,
during which time the host cell avoids much of the cyto-
pathic effect of viral proteins. If an infected CD4+ T cell can
enter a resting state with constant probability per unit time,
then a long unproductive state would increase the chance
that the cell enters the latent reservoir. Stochastic fluctua-
tions in Tat therefore mediate a probabilistic lurking
strategy.

That the virus can take advantage of this stochastic ma-
chinery to enter latency does not, by itself, imply that the
machinery evolved for the purpose of enabling a lurker
strategy. Increasing the number of acetylation sites in Tat
would increase the rate at which Tat becomes active, possi-
bly to the extent of kicking the feedback loop into an
“always on” state [150]. The fact that Tat contains two of
these sites, and no more, may be because continual trans-
activation precludes a beneficial lurker strategy, or it could
merely be because the potential benefit of increased Tat
activation does not outweigh the fitness cost involved in
lengthening the genome to add an additional site. Explicit
modeling of the evolutionary trade-offs involved in modi-
fying the parameters of the Tat feedback loop may clarify
the range of dynamic environments under which lurking
would be selected.

Could HIV become a drug-resistant epidemic?

It is generally assumed that individuals are infected with
drug-sensitive virus, and that suboptimal treatment (i.e.,
monotherapy) or poor adherence leads to the de novo gen-
eration and selection of resistant mutants within that
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individual, as described earlier. Recent data, however, sug-
gest a significant minority of cases where individuals are
infected with a resistant strain. Worldwide, the detection of
transmitted drug resistance in treatment-naive individuals is
becoming increasingly worrisome. Between 10 and 25 % of
individuals in high-risk groups in the USA and Europe are
infected with virus harboring mutations associated with
resistance to one or more antiretroviral drug [152, 153].
Surprisingly, drug resistance is transmitted not only from
treated individuals, but may be transmitted directly between
untreated individuals [154]. Transmitted drug resistance
occurs much more frequently in regions where antiretroviral
use is more prevalent. As drugs become more readily avail-
able globally, will the HIV epidemic become untreatable?

Widespread transmission of drug resistance requires both
the generation of resistance within infected individuals as
well as the maintenance of these mutations upon transmis-
sion to uninfected individuals. Traditionally, it was believed
that the fitness cost of resistance mutations, resulting in
them having a lower fitness that wild-type strains in untreat-
ed individuals, made persistence of resistance unlikely
(Fig. 3a, i). Often, reversion of resistance mutations is
observed when studying transmission pairs. However, re-
version to wild type is observed to occur much more slowly
than the initial take-over by a resistant mutant [155], some-
times taking years due to smaller relative difference in
fitness in the absence of drugs to that in their presence
(see Fig. 3g–i). In other cases, resistance may persist. This
occurs when the fitness of resistance mutations is offset by
the accumulation of compensatory mutations, which have
been identified for many resistance mutations. Even if these
compensatory mutations are unable to fully offset the cost,
reversion may be very unlikely to occur if intermediate
mutational steps leading back to the wild type are less fit
than the original (multi-step) mutant [152, 156, 157]
(Fig. 3i). When this occurs, resistance is no longer revers-
ible, and persistence of resistant strains in untreated individ-
uals will occur, compromising their likelihood of treatment
success when they begin antiretroviral therapy.

Transmitted drug resistance is just beginning to be stud-
ied in the context of HIV. The finding that overall, lower
viral loads are not observed with transmitted drug resistance
[158] suggests that the mutations are not costly, and it was
also shown that transmitted resistance impairs treatment
responses [159]. A recent modeling study for the spread of
drug resistance in San Francisco, where prevalence of trans-
mitted resistance is among the highest in the world, sug-
gested that the most important determinants of spread are
the relative fitnesses of the wild-type and resistant strain,
especially during the asymptomatic (i.e., early, untreated)
stage of infection [160].

Many other diseases have already established widespread,
costly, and often deadly drug-resistant epidemics: examining

them may help assess the threat of spread of drug-resistant
HIV (reviewed in [6, 161] (Chapter 10 of [6]). Antibiotic-
resistant bacterial epidemics, such as methicillin-resistant
Staphylococcus aureus and vancomycin-resistant Enterococ-
cus, are facilitated in hospital settings bywidespread antibiotic
use and easy transfer between high densities of often immu-
nocompromised patients. Bacteria may acquire drug-resistant
genes on plasmids through horizontal gene transfer with unre-
lated bacterial species. Since many antibiotics were derived
from naturally occurring compounds, resistance genes may
preexist in certain environmental bacteria [162]. Widespread
use of antibiotics in livestock exacerbates this problem. Mul-
tiple factors contribute to the persistence of resistance genes
even when bacteria infect untreated individuals. When carried
on small plasmids or linked (on plasmids) to beneficial genes,
there may be little fitness cost incurred for carrying the resis-
tance gene. Plasmids may potentially carry resistance genes to
multiple drugs. Drug-resistant infections may be more or
less virulent than susceptible ones, due to either linked
virulence factors or fitness costs to resistance, and studies
have found that both scenarios occur [163]. The multidrug-
resistant tuberculosis epidemic in the developed world first
emerged in immunocompromised individuals, particularly
AIDS patients [164], and has been suggested though not
consistently demonstrated to be less virulent and transmis-
sible [165]. It is clear that persistence of HIV drug resis-
tance is not influenced by many of these factors facilitating
antibiotic resistance.

Examining the potential for transmitted drug resistance
from an evolutionary point of view suggests that it will
likely be easier to prevent such an epidemic from occurring
than to control it once it emerges. Worldwide, there have
been multiple population level attempts to reduce the
prevalence of drug-resistant infections by lowering subthera-
peutic use of antibiotics (for example, in agriculture, or in mild
infections of humans): they have shown very little success.
Predicting resistance during drug development will be
an important step. Improving patient adherence to drugs
is extremely important. Most currently HAART regimes
involve drug combinations that suppress viral replication
to such an extent that clinical resistance is extremely
unlikely, and the strongest predictor of resistance is
patient adherence, which currently averages around
70 % [166]. While using antiretroviral treatment as a
preventative measure against HIV infection in high-risk
groups (called preexposure prophylaxis, or PrEP) may
reduce the number of new infections, in some cases it
could increase the percent of infections that are drug
resistant [167]. A similar effect could potentially occur
for “test-and-treat” strategies, which aim to scale-up
diagnostic tests in underserved areas and to start anti-
retroviral treatment as soon as individuals are diagnosed
with HIV [168].
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