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1. Introduction

Our purpose in this paper is to establish a global method for relaxation appli-
cable in the context of multi-levelled structured deformations. The aim is to
provide an integral representation for a class of functionals, defined in the set
of (L + 1)-level (first-order) structured deformations (see Definition 2.2), via
the study of a related local Dirichlet-type problem, and to identify the corres-
ponding relaxed energy densities, under quite general assumptions (we refer
to [7,8] for the introduction of the method in the BV and SBVp contexts).

First-order structured deformations were introduced by Del Piero and
Owen [12] in order to provide a mathematical framework that captures the
effects at the macroscopic level of smooth deformations and of non-smooth
deformations (disarrangements) at one sub-macroscopic level. In the classical
theory of mechanics, the deformation of the body is characterised exclusively
by the macroscopic deformation field g and its gradient ∇g. In the framework
of structured deformations, an additional geometrical field G is introduced
with the intent to capture the contribution at the macroscopic scale of smooth
sub-macroscopic changes, while the difference ∇g−G captures the contribution
at the macroscopic scale of non-smooth sub-macroscopic changes, such as slips
and separations (referred to as disarrangements [13]). The field G is called the
deformation without disarrangements, and, heuristically, the disarrangement
tensor M :=∇g − G is an indication of how “non-classical” a structured defor-
mation is. This broad theory is rich enough to address mechanical phenomena
such as elasticity, plasticity and the behaviour of crystals with defects.

The variational formulation for first-order structured deformations in the
SBV setting was first addressed by Choksi and Fonseca [11] where a (first-
order) structured deformation is defined to be a pair (g,G) ∈ SBV (Ω;Rd) ×
Lp(Ω;Rd×N ), p � 1. Departing from a functional which associates to any
deformation u of the body an energy featuring a bulk contribution, which
measures the deformation (gradient) throughout the whole body, and an in-
terfacial contribution, accounting for the energy needed to fracture the body,
an integral representation for the “most economical way” to approach a given
structured deformation was derived.

The theory of first-order structured deformations was broadened by Owen
and Paroni [22] to second-order structured deformations, which also account
for other geometrical changes, such as curvature, at one sub-macroscopic level.
The variational formulation in the SBV 2 setting for second-order structured
deformations was carried out by Barroso, Matias, Morandotti and Owen [3].
This last formulation allows for jumps on both the approximating fields, as well
as on their gradients. In [19], and the references therein, the interested reader
can find a comprehensive survey about the theory of structured deformations,
as well as applications.

In the recent contribution [15], Deseri and Owen took a further step,
extending the theory of [12] and the field theory in [14], to hierarchical sys-
tems of structured deformations in order to include the effects of disarrange-
ments at more than one sub-macroscopic level. Indeed, in the context of dyna-
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mics and large isothermal deformations, the field theory in [14] is a first step
in a programme to employ structured deformations of continua in order to
study the evolution of bodies that undergo smooth deformations at a macro-
scopic level, but can also dissipate energy at a sub-macroscopic level. How-
ever, many natural and man-made materials, for example, muscles, cartilage,
bones, plants and some biomedical materials, exhibit different levels of dis-
arrangements. Moreover, toughening mechanisms, characterized by distribu-
tions of sub-macroscopic separations at the various sub-macroscopic levels, do
closely follow the internal arrangements of such materials. For these reasons,
Deseri and Owen extended the work in [14], by proposing the generalized field
theory in [15] which sharpens the description of the physical nature of dissi-
pative mechanisms that can arise, including the effects of different levels of
microstructure.

The main aim of our work is to provide a mathematical framework to
address more general problems in the context of the richer theory in [15]. In
particular, this work provides a tool allowing for the extension, to different sub-
macroscopic levels, of the applications of the theory of structured deformations
collected in [19].

In the setting of hierarchical systems of structured deformations, a first-
order structured deformation (g,G) corresponds to a two-level hierarchical
system (the macroscopic level, g, plus one microscopic level, G), while, for
L > 1, an L + 1-level hierarchical system consists of (g,G1, . . . , GL), where
each Gi, i = 1, . . . L, provides the effects at the macro-level of the corresponding
sub-macroscopic level i.

A first approach to the mathematical formulation of hierarchical sys-
tems of structured deformations was considered in [4], where the authors pro-
vide an approximation theorem for an (L + 1)-level structured deformation
(g,G1, . . . GL) and propose the assignment of an energy to this multi-levelled
structured deformation by means of a well-posed recursive relaxation process.
This consists of iterated applications of the integral representation result for
first-order structured deformations in [11], considering at each step k + 1 new
energy densities given by [11, Theorems 2.16 and 2.17] assuming as parameters
the matrices in the position of the fields Gi, i = 1, . . . , k, see [4, Theorem 3.4].

The global method for relaxation, introduced by Bouchitté, Fonseca and
Mascarenhas [7] in the BV setting, and later addressed in the SBVp setting
by Bouchitté, Fonseca, Leoni and Mascarenhas [8], provides a general method
for the identification of the integral representation of a class of functionals
defined on BV (Ω;Rd) × O(Ω), where O(Ω) represents the family of open sets
contained in Ω. Since its inception, this global method for relaxation has known
numerous applications and generalizations, in particular, very recently it was
used in the context of variable exponent spaces, see [23], spaces of bounded
deformations, see [10] and [6], and second-order structured deformations in the
space BH(Ω;Rd) × O(Ω) by Fonseca, Hagerty and Paroni [17]. Note that in
the BH case, only jumps on gradients are allowed.



   50 Page 4 of 37 A. C. Barroso, J. Matias and E. Zappale NoDEA

In this work we obtain a global method for relaxation appropriate for
the study of functionals defined on the space of L+1-levelled hierarchical sys-
tems of first-order structured deformations of any order L � 1. Our method
is general and covers, with the same proof, any choice of L ∈ N, with no need
of iterating procedures as a standard relaxation approach would demand (see
[5] and the previous iterative method proposed in [4]). It is also worthwhile
to stress that, although the functional spaces used to model structured de-
formations are BV and Lp, due to the nature of structured deformations (cf.
Definition 2.4), neither the global method for relaxation in [7], nor the one
in [8], can be simply extended in a naive way to consider product topologies.
In particular, the considered convergences are not the ones used in the clas-
sical SBVp setting, hence Ambrosio’s compactness theorem (see [2, Theorems
4.7 and 4.8]) cannot be applied, due to the lack of a uniform control on the
length of the singular set of the approximant bounded energy sequences (cf.
the coercivity condition (5)). This is, in fact, the reason why in the structured
deformation setting there is a distinction between the part of the deformation
arising as the limit of the entire approximants and the part emerging as the
limit of only their smooth parts (see the introductory comments in [11] for
further details).

We also provide several applications, with the aim of showing that our
main integral representation theorem, Theorem 3.2, already covers, and im-
proves, in a unified way, several results available in the literature in the first-
order structured deformation context.

As a first application of our general theorem, we are able to extend the
integral representation for first-order structured deformations proved in [11,
Theorems 2.16 and 2.17], and later generalized in [20, Theorem 5.1] to allow
for an explicit dependence on the spatial variable, to the case of Carathéodory
bulk energy densities. This latter setting is more realistic, for instance, it allows
for the modelling of materials with a very different behaviour from one point
to another, as multigrain-type materials, or other types of mixtures, which also
appear in the optimal design context (cf. for instance [21]). On the other hand,
the assumptions on the surface energy density can be weakened, compared
with [11], although, in the inhomogeneous setting, the continuity with respect
to the spatial variable is still needed due to the fact that, in this case, it is
meaningless to consider Lebesgue measurability for elliptic integrands defined
on N − 1 dimensional sets. See Theorem 4.1 for the precise statement. In
particular, under the same set of hypotheses considered therein, we recover
the formulae in [11] (see also [3] and [20] for the inhomogeneous setting). We
further show that, in the case p > 1, the cell formulae for the interfacial relaxed
energy density in [11] and [20], still hold when the bulk energy densities are
Carathéodory (see Theorems 4.1 and 4.2).

We stress that a standard relaxation approach, mimicking the arguments
in [11], could also be achieved in the measurable bulk energy setting, but
this would require the proof of many auxiliary steps, while a global method
approach is more direct.
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We point out that each step of the recursive relaxation procedure for
multi-levelled hierarchies of structured deformations, presented in [4], whose
densities, at each stage, satisfy hypotheses (1)–(8), also fits into the scope of
Theorem 3.2. We refer to Sect. 4.4 for more details and also for a different
energetic formulation relying on Theorem 3.2 in its full generality.

Another natural application of our abstract result is to homogenization
problems, such as the one considered in [1]. In that paper, only the case p > 1
was treated under uniform continuity hypotheses on the densities, while here
we can extend the result to include also p = 1, Carathéodory bulk densities
and weaker assumptions on the elliptic integrands. In this setting, we depart
from an energy of the form

Eε(u):=
∫

Ω

W (x/ε,∇u(x)) dx

+
∫

Ω∩Su

ψ(x/ε, [u](x), νu(x)) dHN−1(x),

where ε → 0+. Besides a periodicity condition, the densities W and ψ satisfy
other hypotheses (cf. Theorem 4.3) which ensure that the relaxed functional
(4.13) can be placed in the setting of our main theorem.

As a further application, we recover the integral representation for one
of the relaxed energies in [3]. In this paper, an integral representation for the
relaxation of an energy arising in the context of second-order structured de-
formations is obtained. A simple argument allows for the decomposition of the
relaxed functional I as the sum of two terms, I = I1 + I2. Although I1 does
not fit the scope of our global method result, due to the topology which is
considered in its definition, we will show that Theorem 3.2 applies to I2 (in
order to avoid conflicting notation to that introduced in (4.2), in Sect. 4 I2 will
be denoted by J). As in some of the previously mentioned applications, our
global method for relaxation applies under milder assumptions than those con-
sidered in [3, Theorem 5.7], recovering for our densities the same expressions
that were deduced in [3] when those hypotheses are considered.

A classical approach to a relaxation result for hierarchical systems of
first-order structured deformations with an arbitrary number of levels L, and
the comparison both with the method implied in [4] and with this abstract
formulation, will be the subject of a forthcoming work [5]. We emphasize that
the method in [5], although it is expected to provide more explicit formulae,
requires a direct proof for each choice of the level L ∈ N in a iterated way,
while the global method does not require any iterative process as outlined in
Sect. 4.4.

The paper is organized as follows: in Sect. 2 we set the notation which
will be used in the sequel and recall the notion of a multi-levelled structured
deformation, as well as the approximation theorem for these deformations. In
Sect. 3 we state and prove our main theorem (see Theorem 3.2), whereas Sect. 4
is devoted to the aforementioned applications of our abstract result.



   50 Page 6 of 37 A. C. Barroso, J. Matias and E. Zappale NoDEA

2. Preliminaries

2.1. Notation

We will use the following notations

• N denotes the set of natural numbers without the zero element;
• Ω ⊂ R

N is a bounded, connected open set with Lipschitz boundary;
• S

N−1 denotes the unit sphere in R
N ;

• Q:=(− 1
2 , 1

2 )N denotes the open unit cube of R
N centred at the origin;

for any ν ∈ S
N−1, Qν denotes any open unit cube in R

N with two faces
orthogonal to ν;

• for any x ∈ R
N and δ > 0, Q(x, δ):=x+ δQ denotes the open cube in R

N

centred at x with side length δ; likewise Qν(x, δ):=x + δQν ;
• O(Ω) is the family of all open subsets of Ω, whereas O∞(Ω) is the family

of all open subsets of Ω with Lipschitz boundary;
• LN and HN−1 denote the N -dimensional Lebesgue measure and the

(N − 1)-dimensional Hausdorff measure in R
N , respectively; the symbol

dx will also be used to denote integration with respect to LN ;
• M(Ω;Rd×N ) is the set of finite matrix-valued Radon measures on Ω;

M+(Ω) is the set of non-negative finite Radon measures on Ω; given
μ ∈ M(Ω;Rd×N ), the measure |μ| ∈ M+(Ω) denotes the total variation
of μ;

• SBV (Ω;Rd) is the set of vector-valued special functions of bounded varia-
tion defined on Ω. Given u ∈ SBV (Ω;Rd), its distributional gradient Du
admits the decomposition Du = Dau+Dsu = ∇uLN+[u]⊗νuHN−1 Su,
where Su is the jump set of u, [u] denotes the jump of u on Su, and νu

is the unit normal vector to Su; finally, ⊗ denotes the dyadic product;
• Lp(Ω;Rd×N ) is the set of matrix-valued p-integrable functions;
• for p � 1, SDp(Ω):=SBV (Ω;Rd)×Lp(Ω;Rd×N ) is the space of structured

deformations (g,G) (notice that SD1(Ω) is the space SD(Ω) introduced
in [11]); the norm in SD(Ω) is defined by ‖(g,G)‖SD(Ω) := ‖g‖BV (Ω;Rd) +
‖G‖L1(Ω;Rd×N );

• C represents a generic positive constant that may change from line to
line.

A detailed exposition on BV functions is presented in [2].
The following result, whose proof may be found in [18], will be used in

the proof of Theorem 3.2.

Lemma 2.1. Let λ be a non-negative Radon measure in R
N . For λ a.e. x0 ∈

R
N , for every 0 < δ < 1 and for every ν ∈ S

N−1, the following holds

lim sup
ε→0+

λ(Qν(x0, δε))
λ(Qν(x0, ε))

� δN ,

so that

lim
δ→1−

lim sup
ε→0+

λ(Qν(x0, δε))
λ(Qν(x0, ε))

= 1.
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2.2. Approximation theorem for hierarchical (first-order) structured defor-
mations

Definition 2.2. For L ∈ N, p � 1 and Ω ⊂ R
N a bounded connected open set,

we define

HSDp
L(Ω):=SBV (Ω;Rd) × Lp(Ω;Rd×N ) × · · · × Lp(Ω;Rd×N )︸ ︷︷ ︸

L-times

the set of (L + 1)-level (first-order) structured deformations on Ω.

In the case L = 1 and p = 1, this space was introduced and studied in [11],
where it was denoted by SD(Ω). In particular, the following approximation
result was shown (see [11, Theorem 2.12]).

Theorem 2.3. (Approximation Theorem in SD(Ω)) For every (g,G) ∈ SD(Ω),
there exists a sequence un in SBV (Ω;Rd) which converges to (g,G) in the sense
that

un → g in L1(Ω;Rd) and ∇un
∗
⇀ G in M(Ω;Rd×N ).

We now present the definition of convergence of a sequence of SBV func-
tions to an (L + 1)-level structured deformation (g,G1, . . . , GL) belonging to
either HSD1

L(Ω) or HSDp
L(Ω).

Definition 2.4. Let L ∈ N, let p > 1, let (g,G1, . . . , GL) ∈ HSDp
L(Ω), and let

N
L � (n1, . . . , nL) 	→ un1,...,nL

∈ SBV (Ω;Rd) be a (multi-indexed) sequence.
We say that un1,...,nL

converges in the sense of HSDp
L(Ω) to (g,G1, . . . , GL) if

(i) limn1→+∞ · · · limnL→+∞ un1,...,nL
= g, with each of the iterated limits in

the sense of L1(Ω;Rd);
(ii) for all � = 1, . . . , L − 1, limn�+1→+∞ · · · limnL→+∞ un1,...,nL

=:gn1,...,n�
∈

SBV (Ω;Rd) and

lim
n1→+∞ · · · lim

n�→+∞ ∇gn1,...,n�
= G�,

with each of the iterated limits in the sense of weak convergence in
Lp(Ω;Rd×N );

(iii) limn1→+∞ · · · limnL→+∞ ∇un1,...,nL
= GL with each of the iterated limits

in the sense of weak convergence in Lp(Ω;Rd×N );

we use the notation un1,...,nL

p−⇀ (g,G1, . . . , GL) to indicate this convergence.
In the case p = 1, if (g,G1, . . . , GL) ∈ HSD1

L(Ω) and if the weak Lp

convergences above are replaced by weak-* convergences in M(Ω;Rd×N ), then
we say that un1,...,nL

converges in the sense of HSD1
L(Ω) to (g,G1, . . . , GL) and

we use the notation un1,...,nL

∗−⇀ (g,G1, . . . , GL) to indicate this convergence.

The sequential application of the idea behind the Approximation
Theorem 2.3 provides the method for constructing a (multi-indexed) sequence
un1,...,nL

that approximates an (L + 1)-level structured deformation
(g,G1, . . . , GL). We thus obtain the following result, whose proof may be found
in [4].
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Theorem 2.5. (Approximation Theorem for (L + 1)-level structured deforma-
tions) Let (g,G1, . . . , GL) belong to HSDp

L(Ω). Then there exists a sequence
(n1, . . . , nL) 	→ un1,...,nL

∈ SBV (Ω;Rd) converging to (g,G1, . . . , GL) in the
sense of Definition 2.4.

3. The global method

Motivated by the Approximation Theorem 2.5, let p � 1 and let F : HSDp
L(Ω)×

O(Ω) → [0,+∞] be a functional satisfying the following hypotheses

(H1) for every (g,G1, . . . , GL) ∈ HSDp
L(Ω), F(g,G1, . . . , GL; ·) is the restric-

tion to O(Ω) of a Radon measure;
(H2) for every O ∈ O(Ω), if p > 1, F(·, ·, . . . ;O) is HSDp

L-lower semicontinu-
ous, i.e., if (g,G1, . . . , GL) ∈ HSDp

L(Ω) and (gn, Gn
1 , . . . , Gn

L) ∈ HSDp
L(Ω)

are such that gn → g in L1(Ω;Rd), Gn
i ⇀ Gi in Lp(Ω;Rd×N ), as n →

+∞, for every i = 1, . . . L, then

F(g,G1, . . . , GL;O) � lim inf
n→+∞ F(gn, Gn

1 , . . . , Gn
L;O);

the same holds in the case p = 1, replacing the weak convergences Gn
i ⇀

Gi in Lp(Ω;Rd×N ), as n → +∞, for every i = 1, . . . L, with weak star
convergences in the sense of measures M(Ω;Rd×N );

(H3) for all O ∈ O(Ω), F(·, . . . , ·;O) is local, that is, if g = u, G1 = U1, . . . ,
GL = UL a.e. in O, then F(g,G1, . . . , GL;O) = F(u,U1, . . . , UL;O);

(H4) there exists a constant C > 0 such that

1
C

(
L∑

i=1

‖|Gi|p‖L1(O;Rd×N ) + |Dg|(O)

)
� F(g,G1, . . . , GL;O)

� C

(
LN (O) +

L∑
i=1

‖|Gi|p‖L1(O;Rd×N ) + |Dg|(O)

)
,

for every (g,G1, . . . , GL) ∈ HSDp
L(Ω) and every O ∈ O(Ω).

Remark 3.1. Due to hypotheses (H1) and (H4), given any (u,U1, . . . , UL) ∈
HSDp

L(Ω) and any open sets O1 ⊂⊂ O2 ⊆ Ω, it follows that

F(u,U1, . . . , UL;O2) � F(u,U1, . . . , UL;O1)

+ C

(
LN (O2 \ O1) +

L∑
i=1

‖|Ui|p‖L1(O2\O1;Rd×N ) + |Du|(O2 \ O1)

)
.

Indeed, for ε > 0 small enough, let Oε := {x ∈ O1 : dist(x, ∂O1) > ε} and
notice that O2 is covered by the union of the two open sets O1 and O2 \ Oε.
Thus, by (H1) and (H4) we have
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F(u,U1, . . . , UL;O2) � F(u,U1, . . . , UL;O1) + F(u,U1, . . . , UL;O2 \ Oε)

� F(u,U1, . . . , UL;O1)

+ C

(
LN (O2 \ Oε) +

L∑
i=1

‖|Ui|p‖L1(O2\Oε;Rd×N ) + |Du|(O2 \ Oε)

)
.

To conclude the result it suffices to let ε → 0+.

Given (g,G1, . . . , GL) ∈ HSDp
L(Ω) and O ∈ O∞(Ω), we introduce the

space of test functions

CHSDp
L
(g,G1, . . . , GL;O) := {(u,U1, . . . , UL) ∈ HSDp

L(Ω) :
u = g in a neighbourhood of ∂O,∫

O

(Gi − Ui) dx = 0, i = 1, . . . , L

}
, (3.1)

and we let m : HSDp
L(Ω) × O∞(Ω) be the functional defined by

m(g,G1, . . . , GL;O) := inf
{

F(u,U1, . . . , UL;O) :

(u,U1, . . . , UL) ∈ CHSDp
L
(g,G1, . . . , GL;O)

}
. (3.2)

Following the ideas of the global method of relaxation introduced in [7],
our aim in this section is to prove the theorem below.

Theorem 3.2. Let p � 1 and let F : HSDp
L(Ω) × O(Ω) → [0,+∞] be a func-

tional satisfying (H1)–(H4). Then

F(u,U1, . . . , UL;O) =
∫

O

f(x, u(x),∇u(x), U1(x), . . . , UL(x)) dx

+
∫

O∩Su

Φ(x, u+(x), u−(x), νu(x)) dHN−1(x),

where

f(x0, a, ξ, B1, . . . , BL) := lim sup
ε→0+

m(a + ξ(· − x0), B1, . . . , BL;Q(x0, ε))
εN

,

(3.3)

Φ(x0, λ, θ, ν) := lim sup
ε→0+

m(vλ,θ,ν(· − x0), 0, . . . , 0;Qν(x0, ε))
εN−1

, (3.4)

for all x0 ∈ Ω, a, θ, λ ∈ R
d, ξ,B1, . . . , BL ∈ R

d×N , ν ∈ S
N−1, and where 0 is

the zero matrix in R
d×N and vλ,θ,ν is defined by vλ,θ,ν(x) :=

{
λ, if x · ν > 0
θ, if x · ν � 0.

Remark 3.3. It follows immediately from the definitions given in (3.3) and in
(3.4), and from Theorem 3.6, that if F is translation invariant in the first
variable, i.e. if

F(u + a, U1, . . . , UL;O) = F(u,U1, . . . , UL;O),
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for every ((u,U1, . . . , Ul), O) ∈ HSDp
L(Ω) × O(Ω) and for every a ∈ R

d, then
the function f in (3.3) does not depend on a and the function Φ in (3.4) does
not depend on λ and θ but only on the difference λ − θ. Indeed, in this case
we conclude that

f(x0, a, ξ, B1, . . . , BL) = f(x0, 0, ξ, B1, . . . , BL) and
Φ(x0, λ, θ, ν) = Φ(x0, λ − θ, 0, ν),

for all x0 ∈ Ω, a, θ, λ ∈ R
d, ξ,B1, . . . , BL ∈ R

d×N and ν ∈ S
N−1. With an

abuse of notation we write

f(x0, ξ, B1, . . . , BL) = f(x0, 0, ξ, B1, . . . , BL) and
Φ(x0, λ − θ, ν) = Φ(x0, λ − θ, 0, ν).

The proof of Theorem 3.2 is based on several auxiliary results and follows
the reasoning presented in [7, Theorem 3.7] and [17, Theorem 4.6]. For this
reason we don’t provide the arguments in full detail but point out only the
main differences that arise in our setting. We start by proving the following
lemma which is used to obtain Theorem 3.6.

Lemma 3.4. Assume that (H1) and (H4) hold. For any (u,U1, . . . , UL)
∈ HSDp

L(Ω) it follows that

• if p > 1,

lim sup
δ→0+

m(u,U1, . . . , UL;Qν(x0, (1 − δ)r)) � m(u,U1, . . . , UL;Qν(x0, r)),

where Qν(x0, r) is any cube centred at x0 with side length r, two faces
orthogonal to ν and contained in Ω;

• if p = 1,

lim sup
δ→0+

m(u,U1, . . . , UL;Oδ) � m(u,U1, . . . , UL;O),

where Oδ = {x ∈ O : dist(x, ∂O) > δ} and O ∈ O(Ω).

Proof. Suppose first that p > 1. Without loss of generality we can assume that
x0 = 0, r = 1, ν = e1 and Q ⊂ Ω. For every ε > 0 there exists (v, V1, . . . VL) ∈
CHSDp

L
(u,U1, . . . UL;Q) such that

F(v, V1, . . . , VL;Q) � m(u,U1, . . . , UL;Q) + ε. (3.5)

Let 0 < δ < 1 be small enough so that u = v in a neighbourhood of Q\Q(1 −
2δ), and let δ < α(δ) < 2δ be such that lim

δ→0+
α(δ) = 0, Q(1−α(δ)) ⊂⊂ Q(1−δ)

and

LN (Q \ Q(1 − α(δ)))
LN (Q(1 − δ) \ Q(1 − α(δ)))

� C, (3.6)

where the constant C depends only on the space dimension N and is, therefore,
independent of δ.
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For every i = 1, . . . , L, define

V i =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Vi, in Q(1 − α(δ))
1

LN (Q(1 − δ) \ Q(1 − α(δ)))(∫
Q(1−δ)

Ui dx −
∫

Q(1−α(δ))

Vi dx

)
, in Q(1 − δ) \ Q(1 − α(δ))

Ui, in Ω \ Q(1 − δ)

and

v =

{
v, in Q(1 − α(δ))
u, in Ω \ Q(1 − α(δ)).

It is easily verified that (v, V 1, . . . , V L) ∈ CHSDp
L
(u,U1, . . . , UL;Q(1 − δ)).

Thus, by Remark 3.1, by (H1) and by (3.5), we have

m(u,U1, . . . , UL;Q(1 − δ)) � F(v, V 1, . . . , V L;Q(1 − δ))

� F(v, V1, . . . , VL;Q(1 − α(δ))) + C
[
LN (Q1−δ \ Q(1 − α(δ)))

+ |Dv|(Q(1 − δ) \ Q(1 − α(δ))) +
L∑

i=1

‖|V i|p‖L1(Q(1−δ)\Q(1−α(δ));Rd×N )

]

� F(v, V1, . . . , VL;Q) + C
[
LN (Q1−δ \ Q(1 − α(δ)))

+ |Dv|(Q(1 − δ) \ Q(1 − α(δ))) +
L∑

i=1

‖|V i|p‖L1(Q(1−δ)\Q(1−α(δ));Rd×N )

]

� m(u,U1, . . . , UL;Q) + ε + C
[
LN (Q1−δ \ Q(1 − α(δ)))

+ |Dv|(Q(1 − δ) \ Q(1 − α(δ))) +
L∑

i=1

‖|V i|p‖L1(Q(1−δ)\Q(1−α(δ));Rd×N )

]
.

(3.7)

Clearly, lim
δ→0+

LN (Q1−δ\Q(1 − α(δ))) = 0 and, since u = v on ∂Q(1 − α(δ)), it

also follows that

lim
δ→0+

|Dv|(Q(1 − δ) \ Q(1 − α(δ))) = 0.

On the other hand, for every i = 1, . . . , L, we have

‖|V i|p‖L1(Q(1−δ)\Q(1−α(δ));Rd×N )

=
1

(LN (Q(1 − δ) \ Q(1 − α(δ))))p−1
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∣∣∣∣∣
∫

Q(1−δ)

Ui dx −
∫

Q(1−α(δ))

Vi dx

∣∣∣∣∣
p

=
1

(LN (Q(1 − δ) \ Q(1 − α(δ))))p−1∣∣∣∣∣
∫

Q(1−α(δ))

Ui − Vi dx +
∫

Q(1−δ)\Q(1−α(δ))

Ui dx

∣∣∣∣∣
p

� C

(LN (Q(1 − δ) \ Q(1 − α(δ))))p−1

(∣∣∣∣∣
∫

Q(1−α(δ))

Ui − Vi dx

∣∣∣∣∣
p

+

∣∣∣∣∣
∫

Q(1−δ)\Q(1−α(δ))

Ui dx

∣∣∣∣∣
p)

. (3.8)

Recalling that
∫

Q

Ui − Vi dx = 0, ∀i = 1, . . . , L, the first term in (3.8) can be

estimated by using Hölder’s inequality yielding

C

(LN (Q(1 − δ) \ Q(1 − α(δ))))p−1

∣∣∣∣∣
∫

Q(1−α(δ))

Ui − Vi dx

∣∣∣∣∣
p

=
C

(LN (Q(1 − δ) \ Q(1 − α(δ))))p−1

∣∣∣∣∣
∫

Q\Q(1−α(δ))

Ui − Vi dx

∣∣∣∣∣
p

� C

(LN (Q(1 − δ) \ Q(1 − α(δ))))p−1

‖Ui − Vi‖p
Lp(Q\Q(1−α(δ));Rd×N )

(LN (Q \ Q(1 − α(δ))))p−1.

By (3.6) and the fact that lim
δ→0+

LN (Q\Q(1 − α(δ))) = 0 we conclude that

lim
δ→0+

C

(LN (Q(1 − δ) \ Q(1 − α(δ))))p−1

∣∣∣∣∣
∫

Q(1−α(δ))

Ui − Vi dx

∣∣∣∣∣
p

= 0.

Regarding the second term in (3.8), a similar argument using Hölder’s inequal-
ity leads to

lim
δ→0+

C

(LN (Q(1 − δ) \ Q(1 − α(δ))))p−1

∣∣∣∣∣
∫

Q(1−δ)\Q(1−α(δ))

Ui dx

∣∣∣∣∣
p

� lim
δ→0+

C‖Ui‖p
Lp(Q(1−δ)\Q(1−α(δ));Rd×N )

= 0.

Therefore, from (3.7), we obtain

lim sup
δ→0+

m(u,U1, . . . , UL;Q(1 − δ)) � m(u,U1, . . . , UL;Q) + ε

and it suffices to let ε → 0+ to complete the proof in the case p > 1.
When p = 1 the proof is similar and we omit the details. In this case the

estimate of the last term in (3.7) is simpler and does not require the use of
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Hölder’s inequality. Also, in this case, more general sets other than cubes may
be considered as there is no need to use inequality (3.6) (see also [17]). �

Following [7,8], for a fixed (u,U1, . . . , UL) ∈ HSDp
L(Ω), we set μ :=

LNΩ + |Dsu| and we define

O	(Ω) := {Qν(x, ε) : x ∈ Ω, ν ∈ S
N−1, ε > 0},

and, for O ∈ O(Ω) and δ > 0, we let

mδ(u,U1, . . . , UL;O) := inf

{ ∞∑
i=1

m(u,U1, . . . , UL;Qi) :

Qi ∈ O	(Ω), Qi ⊆ O,Qi ∩ Qj = ∅ if i �= j,

diam(Qi) < δ, μ

(
O \

∞⋃
i=1

Qi

)
= 0

}
.

Since δ 	→ mδ(u,U1, . . . , UL;O) is a decreasing function, we now define

m	(u,U1, . . . , UL;O) : = sup
δ>0

mδ(u,U1, . . . , UL;O)

= lim
δ→0+

mδ(u,U1, . . . , UL;O).

Adapting the reasoning given in [17, Lemma 4.2 and Theorem 4.3], with
an even easier argument due to our hypothesis (H2) and to the fact that our
fields u have bounded variation, we obtain the two results below.

Lemma 3.5. Let p � 1 and assume that (H1)–(H4) hold. Then, for all (u,U1,
. . . , UL) ∈ HSDp

L(Ω) and all O ∈ O(Ω), we have

F(u,U1, . . . , UL;O) = m	(u,U1, . . . , UL;O).

Theorem 3.6. Let p � 1 and assume that hypotheses (H1), (H2) and (H4)
hold. Then, for every ν ∈ S

N−1 and for every (u,U1, . . . , UL) ∈ HSDp
L(Ω), we

have

lim
ε→0+

F(u,U1, . . . , UL;Qν(x0, ε))
μ(Qν(x0, ε))

= lim
ε→0+

m(u,U1, . . . , UL;Qν(x0, ε))
μ(Qν(x0, ε))

for μ-a.e. x0 ∈ Ω, where μ := LNΩ + |Dsu|.
We now present the proof of our main result of this section.

Proof of Theorem 3.2. We begin by proving that, for LN - a.e. x0 ∈ Ω,
dF(u,U1, . . . , UL; ·)

dLN
(x0)

= f(x0, u(x0),∇u(x0), U1(x0), . . . , UL(x0)). (3.9)

Let x0 be a fixed point in Ω satisfying the following properties

lim
ε→0+

1
ε

∫
Q(x0,ε)

|u(x) − u(x0) − ∇u(x0)(x − x0)|dx = 0; (3.10)

lim
ε→0+

1
εN

|Du|(Q(x0, ε)) = |∇u(x0)|, lim
ε→0+

1
εN

|Dsu|(Q(x0, ε)) = 0; (3.11)
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lim
ε→0+

∫
Q(x0,ε)

|Ui(x) − Ui(x0)|dx = 0,∀i = 1, . . . , L; (3.12)

dF(u,U1, . . . , UL; ·)
dLN

(x0) = lim
ε→0+

F(u,U1, . . . , UL;Q(x0, ε))
εN

= lim
ε→0+

m(u,U1, . . . , UL;Q(x0, ε))
εN

; (3.13)

dF(va, U1(x0), . . . , UL(x0); ·)
dLN

(x0) = lim
ε→0+

m(va, U1(x0), . . . , UL(x0);Q(x0, ε))
εN

;

(3.14)

where we are denoting by va the function defined in Ω by va(x) := u(x0) +
∇u(x0)(x − x0). It is well known that the above properties hold for LN - a.e.
point x0 in Ω, taking also in consideration Theorem 3.6 in (3.13) and (3.14).

Having fixed x0 as above, let δ ∈ (0, 1) and let ε > 0 be small enough so
that Q(x0, ε) ⊂ Ω. Given the definition of the density f in (3.3), due to (3.13)
and (3.14), we want to show that

lim
ε→0+

m(va, U1(x0), . . . UL(x0);Q(x0, ε))
LN (Q(x0, ε))

− lim
ε→0+

m(u,U1, . . . UL;Q(x0, ε))
LN (Q(x0, ε))

=0.

(3.15)

Let (ũ, Ũ1, . . . , ŨL) ∈ CHSDp
L
(va, U1(x0), . . . , UL(x0);Q(x0, δε)) be such

that

εN+1 + m(va, U1(x0), . . . , UL(x0);Q(x0, δε)) � F(ũ, Ũ1, . . . , ŨL;Q(x0, δε)).
(3.16)

Then, as ũ = va on ∂Q(x0, ε), we have

|tr u − tr ũ|(∂Q(x0, δε)) :=
∫

∂Q(x0,δε)

|ũ(x) − u(x)|dHN−1(x)

=
∫

∂Q(x0,δε)

|va(x) − u(x)|dHN−1(x). (3.17)

Let δ′ ∈ (δ, 1) be such that Q(x0, δε) ⊂⊂ Q(x0, δ
′ε) and define

ṽε :=
{

ũ, in Q(x0, δε),
u, in Ω \ Q(x0, δε)

and, for every i ∈ {1, . . . , L}, let

Ṽ i
ε (x) :=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Ũi(x), in Q(x0, δε),
1

LN (Q(x0, ε) \ Q(x0, δε))[∫
Q(x0,ε)

Ui(x) dx − ∫
Q(x0,δε)

Ui(x0) dx
]
, in Ω \ Q(x0, δε).
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Recall that
∫

Q(x0,δε)

Ũi(x) dx =
∫

Q(x0,δε)

Ui(x0) dx = Ui(x0)(δε)N , for ev-

ery i ∈ {1, . . . , L}, so it is easy to see that (ṽε, Ṽ
1
ε , . . . , Ṽ L

ε ) ∈ CHSDp
L
(u,U1,

. . . , UL;Q(x0, ε)). Hence, by Remark 3.1, (H4) and (3.16), we have

m(u,U1, . . . , UL;Q(x0, ε)) � F(ṽε, Ṽ
1
ε , . . . , Ṽ L

ε ;Q(x0, ε))

� F(ṽε, Ṽ
1
ε , . . . , Ṽ L

ε ;Q(x0, δ
′ε)) + F(ṽε, Ṽ

1
ε , . . . , Ṽ L

ε ;Q(x0, ε) \ Q(x0, δε))

� F(ṽε, Ṽ
1
ε , . . . , Ṽ L

ε ;Q(x0, δε)) + F(ṽε, Ṽ
1
ε , . . . , Ṽ L

ε ;Q(x0, ε) \ Q(x0, δε))

+ C
(
LN (Q(x0, δ

′ε) \ Q(x0, δε)) + |Dṽε|(Q(x0, δ
′ε) \ Q(x0, δε))

+
L∑

i=1

∫
Q(x0,δ′ε)\Q(x0,δε)

|Ṽ i
ε |p dx

)

� F(ũ, Ũ1, . . . , ŨL;Q(x0, δε)) + C
(
LN (Q(x0, ε) \ Q(x0, δε))

+
L∑

i=1

∫
Q(x0,ε)\Q(x0,δε)

|Ṽ i
ε |p dx + |Dṽε|(Q(x0, ε) \ Q(x0, δε))

)

� εN+1 + m(va, U1(x0), . . . , UL(x0);Q(x0, δε))

+ C
(
εN (1 − δN ) + |Du|(Q(x0, ε) \ Q(x0, δε)) + |tr ũ − tr u|(∂Q(x0, δε))

+
L∑

i=1

∫
Q(x0,ε)\Q(x0,δε)

|Ṽ i
ε |p dx

)
. (3.18)

We observe that for every i ∈ {1, . . . , L} we have

∫
Q(x0,ε)\Q(x0,δε)

|Ṽ i
ε |p dx � 1

εN(p−1)(1 − δN )p−1

∣∣∣∣∣
∫

Q(x0,ε)
Ui(x) dx −

∫
Q(x0,δε)

Ui(x0) dx

∣∣∣∣∣
p

� C

εN(p−1)(1 − δN )p−1

(∣∣∣∣∣
∫

Q(x0,ε)\Q(x0,δε)
Ui(x) dx

∣∣∣∣∣
p

+

∣∣∣∣∣
∫

Q(x0,δε)
(Ui(x) − Ui(x0)) dx

∣∣∣∣∣
p)

� CεNp

εN(p−1)(1 − δN )p−1

(∣∣∣∣∣
∫

Q(x0,ε)
Ui(x) dx − δ

N
∫

Q(x0,δε)
Ui(x) dx

∣∣∣∣∣
p

+

∣∣∣∣∣δ
N
∫

Q(x0,δε)
Ui(x) − Ui(x0) dx

∣∣∣∣∣
p)

.

(3.19)

Thus, to obtain (3.15), taking into account (3.18), (3.19) and Lemma 2.1, we
have

lim
ε→0+

m(u,U1, . . . , UL;Q(x0, ε))
LN (Q(x0, ε))

− lim
ε→0+

m(va, U1(x0), . . . , UL(x0);Q(x0, ε))
LN (Q(x0, ε))

� lim
ε→0+

m(u,U1, . . . , UL;Q(x0, ε))
εN
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− lim sup
δ→1−

lim
ε→0+

m(va, U1(x0), . . . , UL(x0);Q(x0, δε))
εN

� lim sup
δ→1−

lim sup
ε→0+

(
ε + C(1 − δN )+

|Du|(Q(x0, ε) \ Q(x0, δε) + |tr ũ − tr u|(∂Q(x0, δε))
εN

+
C

(1 − δN )p−1

L∑
i=1

|Ui(x0) − δNUi(x0)|p
)

(3.20)

where in the last line we have used the fact that x0 is a Lebesgue point for Ui,
see (3.12).

Using (3.11) and [2, (5.79)] yields

lim sup
δ→1−

lim sup
ε→0+

|Du|(Q(x0, ε) \ Q(x0, δε))
εN

� lim
δ→1−

|∇u(x0)|(1 − δN ) = 0.

(3.21)

On the other hand, by (3.17) and a change of variables, we can apply [7,
Lemma 2.3] to conclude that

lim sup
ε→0+

|tr ũ − tr u|(∂Q(x0, δε))

εN
= lim sup

ε→0+
δN |tr va − tr u|(∂Q(x0, δε))

δNεN

= lim sup
ε→0+

δN

∫
∂Q

|tr(uεδ − ∇u(x0)y)| dHN−1(y) = 0, (3.22)

since, denoting by uεδ(y) :=
u(x0 + δεy) − u(x0)

δε
, it follows from (3.10) and

(3.11) that uεδ → ∇u(x0)y in L1(Q;Rd) and |Duεδ|(Q) → |∇u(x0)|, as ε →
0+.

Taking into account (3.20), (3.21) and (3.22) we conclude that

lim
ε→0+

m(u,U1, . . . , UL;Q(x0, ε))
εN

� lim
ε→0+

m(va, U1(x0), . . . , UL(x0);Q(x0, ε))
εN

.

Interchanging the roles of (u,U1, . . . , UL) and (va, U1(x0), . . . , UL(x0)), the re-
verse inequality is proved in a similar fashion. This completes the proof of
(3.9).

Next we want to prove that, for HN−1- a.e x0 ∈ Su,

dF(u,U1, . . . , UL; ·)
dHN−1Su

(x0) = Φ(x0, u
+(x0), u−(x0), νu(x0)).

For simplicity of notation we denote by ν the unit vector νu and by vj

the function defined in Ω by

vj(x) = vu+(x0),u−(x0),ν(x0)(x − x0) :=
{

u+(x0) if (x − x0) · ν(x0) > 0,
u−(x0) if (x − x0) · ν(x0) � 0.

It is well known that, for HN−1 a.e x0 ∈ Su, the following hold

lim
ε→0+

∫
Qν(x0,ε)

|u(x) − vj(x)|dx = 0; (3.23)
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lim
ε→0+

1
εN−1

|Du|(Qν(x0, ε)) = |[u](x0)|; (3.24)

dF(u,U1, . . . , UL; ·)
dHN−1Su

(x0) = lim
ε→0+

F(u,U1, . . . , UL;Qν(x0, ε))
εN−1

= lim
ε→0+

m(u,U1, . . . , UL;Qν(x0, ε))
εN−1

; (3.25)

dF(vj , 0, . . . , 0; ·)
dHN−1Su

(x0) = lim
ε→0+

m(vj , 0, . . . , 0;Qν(x0, ε))
εN−1

; (3.26)

lim
ε→0+

1
εN−1

∫
Qν(x0,ε)

|Ui(x)|p dx = 0, ∀i = 1, . . . , L; (3.27)

where Theorem 3.6 was used in (3.25) and (3.26).
Let x0 be a fixed point in Ω satisfying the above properties, let δ ∈ (0, 1)

and let ε > 0 be small enough so that Qν(x0, ε) ⊂ Ω. Also, let δ′ ∈ (δ, 1) be
such that Qν(x0, δε) ⊂⊂ Qν(x0, δ

′ε).
Given the definition of the density Φ in (3.4), due to (3.25) and (3.26),

we want to show that

lim
ε→0+

m(vj , 0, . . . , 0;Qν(x0, ε))
εN−1

− lim
ε→0+

m(u,U1, . . . , UL;Qν(x0, ε))
εN−1

= 0

(3.28)

where 0 is the null function from Ω to R
d×N .

To this end, let (ũ, Ũ1, . . . , ŨL) ∈ CHSDp
L
(vj , 0, . . . , 0);Qν(x0, δε)) be such

that

εN + m(vj , 0, . . . , 0;Qν(x0, δε)) � F(ũ, Ũ1, . . . , ŨL;Qν(x0, δε)). (3.29)

Notice that, as ũ = vj on ∂Qν(x0, δε), we have

|tru − trũ|(∂Qν(x0, δε)) =
∫

∂Qν(x0,δε)

|tr(ũ(x) − u(x))|dHN−1(x)

=
∫

∂Qν(x0,δε)

|tr(vj(x) − u(x))|dHN−1(x). (3.30)

Define

ṽε :=
{

ũ in Qν(x0, δε),
u in Ω \ Qν(x0, δε)

and, for every i ∈ {1, . . . , L}, let

Ṽ i
ε (x) :=

⎧⎨
⎩

Ũi(x) in Qν(x0, δε),
1

LN (Qν(x0, ε) \ Qν(x0, δε))

∫
Qν(x0,ε)

Ui(x) dx in Ω \ Qν(x0, δε).

Recall that, for every i ∈ {1, . . . , L}, we have
∫

Qν(x0,δε)

Ũi(x) dx = 0. Thus,

(ṽε, Ṽ
1
ε , . . . , Ṽ L

ε ) belongs to the class of admissible test functions
CHSDp

L
(u,U1, . . . , UL);Qν(x0, ε)) and therefore we obtain, using also Remark

3.1, (H4) and (3.29),
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m(u, U1, . . . , UL; Qν(x0, ε)) � F(ṽε, Ṽ
1

ε , . . . , Ṽ L
ε ; Qν(x0, ε))

� F(ṽε, Ṽ
1

ε , . . . , Ṽ L
ε ; Qν(x0, δ

′ε)) + F(ṽε, Ṽ
1

ε , . . . , Ṽ L
ε ; Qν(x0, ε) \ Qν(x0, δε))

� F(ṽε, Ṽ
1

ε , . . . , Ṽ L
ε ; Qν(x0, δε)) + F(ṽε, Ṽ

1
ε , . . . , Ṽ L

ε ; Qν(x0, ε) \ Qν(x0, δε))

+ C
(
LN (Qν(x0, δ

′ε) \ Qν(x0, δε)) + |Dṽε|(Qν(x0, δ
′ε) \ Qν(x0, δε))

+
L∑

i=1

∫
Qν(x0,δ′ε)\Qν(x0,δε)

|Ṽ i
ε |p dx

)

� F(ũ, Ũ1, . . . , ŨL; Qν(x0, δε)) + C
(
LN (Qν(x0, ε) \ Qν(x0, δε))

+
L∑

i=1

∫
Qν(x0,ε)\Qν(x0,δε)

|Ṽ i
ε |p dx + |Dṽε|(Qν(x0, ε) \ Qν(x0, δε))

)

� εN + m(vj , 0, . . . , 0; Qν(x0, δε))

+ C
(
εN (1 − δN ) + |Du|(Qν(x0, ε) \ Qν(x0, δε)) + |tr ũ − tr u|(∂Qν(x0, δε))

+

L∑
i=1

∫
Qν(x0,ε)\Qν(x0,δε)

|Ṽ i
ε |p dx

)
. (3.31)

For every i ∈ {1, . . . , L} we have, using Hölder’s inequality,

∫
Qν(x0,ε)\Qν(x0,δε)

|Ṽ i
ε |p dx � 1

εN(p−1)(1 − δN )p−1

∣∣∣∣∣
∫

Qν(x0,ε)

Ui(x) dx

∣∣∣∣∣
p

� εN(p−1)

εN(p−1)(1 − δN )p−1
‖Ui‖p

Lp(Qν(x0,ε);Rd×N )

=
1

(1 − δN )p−1
‖Ui‖p

Lp(Qν(x0,ε);Rd×N )
. (3.32)

Hence, from (3.31) and (3.32), taking into account (3.27) and Lemma 2.1,
it follows that

lim
ε→0+

m(u,U1, . . . UL;Qν(x0, ε))
εN−1

� lim sup
δ→1−

lim sup
ε→0+

C

(
ε +

m(vj , 0, . . . , 0;Qν(x0, δε))
εN−1

+ε(1 − δN ) +
1

(1 − δN )p−1

L∑
i=1

1
εN−1

‖Ui‖p
Lp(Qν(x0,ε);Rd×N )

+
|Du|(Qν(x0, ε) \ Qν(x0, δε))

εN−1
+

|trũ − tru|(∂Qν(x0, δε))
εN−1

)

� lim
ε→0+

m(vj , 0, . . . 0;Qν(x0, ε))
εN−1

+ lim sup
δ→1−

(1 − δN )|[u]|(x0)

= lim
ε→0+

m(vj , 0, . . . 0;Qν(x0, ε))
εN−1

(3.33)
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since, by [2, (5.79)] and (3.24),

lim
ε→0+

|Du|(Qν(x0, ε) \ Qν(x0, δε))
εN−1

� (1 − δN )|[u]|(x0)

and

lim
ε→0+

|trũ − tru|(∂Qν(x0, δε))
εN−1

= 0. (3.34)

To prove this last fact we change variables and use (3.30) to obtain

lim
ε→0+

|trũ − tru|(∂Qν(x0, δε))
εN−1

= lim
ε→0+

δN−1

∫
∂Qν

|tr(vj(x0 + δεy) − u(x0 + δεy))|dHN−1(y)

= lim
ε→0+

δN−1

∫
∂Qν

|tr(vu+(x0),u−(x0),ν(x0)(y) − uδε(y))|dHN−1(y)

where uδε(y) = u(x0 + δεy). Then (3.23) and (3.24) yield

uδε → vu+(x0),u−(x0),ν(x0) in L1(Qν ;Rd) as ε → 0+

and

|Duδε|(Qν) =
1

(δε)N−1
|Du|(Qν(x0, δε)) → |[u]|(x0)

= |Dvu+(x0),u−(x0),ν(x0)|(Qν) as ε → 0+.

Hence (3.34) follows from [7, Lemma 2.3] and this completes the proof of
inequality (3.33). The reverse inequality can be shown in a similar way by
interchanging the roles of (u,U1, . . . , UL) and (vj , 0, . . . , 0) leading to the con-
clusion stated in (3.28).

Theorem 3.2 is thus proved. �

4. Applications

In this section we present some applications of the global method for relaxation
obtained in Theorem 3.2.

4.1. 2-level (first-order) structured deformations

The first application concerns the case of a two-level structured deformation,
that is, we take L = 1 in Definition 2.2. In this setting, given a deformation
u ∈ SBV (Ω;Rd), and two non-negative functions W : Ω × R

d×N → [0,+∞)
and ψ : Ω × R

d × S
N−1 → [0,+∞), we consider the initial energy of u defined

by

E(u):=
∫

Ω

W (x,∇u(x)) dx +
∫

Ω∩Su

ψ(x, [u](x), νu(x)) dHN−1(x), (4.1)

which is determined by the bulk and surface energy densities W and ψ,
respectively.
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Then, as justified by the Approximation Theorem 2.5, we assign an energy
to a structured deformation (g,G) ∈ HSDp

1(Ω), which is equivalent to saying
that (g,G) ∈ SD(Ω) and G ∈ Lp(Ω;Rd×N ), via

Ip(g,G):= inf
{

lim inf
n→∞ E(un) : un ∈ SBV (Ω;Rd), un

∗−⇀
SD

(g,G)
}

. (4.2)

To simplify notation, here and in what follows, we write un
∗−⇀

SD
(g,G)

to mean un → g in L1(Ω;Rd) and ∇un ⇀ G in Lp(Ω;Rd×N ), if p > 1, and
∇un

∗
⇀ G in M(Ω;Rd×N ), if p = 1. Notice that this notion of convergence

coincides, in the case L = 1, with the one given in Definition 2.4.
Under our coercivity hypothesis (3) below, the definition of Ip coincides

with the one considered in [11], see [11, Remark 2.15].
The functional in (4.2) was studied in [11], in the homogeneous case,

and later in [20], in the case of a uniformly continuous x dependence, where,
under certain hypotheses on W and ψ (cf. [20, Theorem 5.1]) it was shown
that Ip admits an integral representation, that is, that there exist functions
Hp : Ω × R

d×N × R
d×N → [0,+∞) and hp : Ω × R

d × S
N−1 → [0,+∞) such

that

Ip(g, G) =

∫
Ω

Hp(x, ∇g(x), G(x)) dx +

∫
Ω∩Sg

hp(x, [g](x), νg(x)) dHN−1(x).

(4.3)

In order to present the expressions of the relaxed energy densities Hp and hp

we start by introducing some notation.
For A,B ∈ R

d×N let

Cbulk
p (A,B):=

{
u ∈ SBV (Q;Rd) : u|∂Q(x) = Ax,

∫
Q

∇u dx = B, |∇u| ∈ Lp(Q)
}

, (4.4)

and for λ ∈ R
d and ν ∈ S

N−1 let uλ,ν be the function defined by

uλ,ν(x):=

{
λ if x · ν � 0,

0 if x · ν < 0,
(4.5)

and consider the classes given by

Csurf
p (λ, ν):=

{
u ∈ SBV (Qν ;Rd) :

u|∂Qν
(x) = uλ,ν(x),∇u(x) = 0 for LN − a.e. x ∈ Qν

}
,

for p > 1, and for p = 1,

Csurf
1 (λ, ν):=

{
u ∈ SBV (Qν ;Rd) : u|∂Qν

(x) = uλ,ν(x),
∫

Q

∇u dx = 0
}

.
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Then, the functions Hp and hp appearing in (4.3) are given by (cf. [20, (5.6),
(5.7)])

Hp(x0, A,B):= inf
{∫

Q

W (x0,∇u(x)) dx

+
∫

Q∩Su

ψ(x0, [u](x), νu(x)) dHN−1(x) : u ∈ Cbulk
p (A,B)

}
, (4.6)

for all x0 ∈ Ω and A,B ∈ R
d×N , and, for all x0 ∈ Ω, λ ∈ R

d and ν ∈ S
N−1,

hp(x0, λ, ν):= inf
{

δ1(p)
∫

Qν

W∞(x0,∇u(x)) dx

+
∫

Qν∩Su

ψ(x0, [u](x), νu(x)) dHN−1(x) : u ∈ Csurf
p (λ, ν)

}
, (4.7)

where W∞ denotes the recession function at infinity of W with respect to the
second variable, given by

W∞(x,A):= lim sup
t→+∞

W (x, tA)
t

, ∀x ∈ Ω,∀A ∈ R
d×N .

In (4.7), δ1(p) = 1 if p = 1 and δ1(p) = 0 if p �= 1, so that the relaxed surface
energy density depends on the recession function of W only in the case p = 1.

In what follows we obtain an integral representation result for Ip(g,G),
by means of Theorem 3.2, under a similar set of hypotheses on W and ψ as
those considered in [11] and [20], but requiring only measurability, rather than
uniform continuity, of W in the x variable.

Precisely, we assume that W : Ω × R
d×N → [0,+∞) and ψ : Ω × R

d ×
S

N−1 → [0,+∞) are Carathéodory functions such that the following condi-
tions hold:
(1) (p-Lipschitz continuity) there exists CW > 0 such that, for a.e. x ∈ Ω

and A1, A2 ∈ R
d×N ,

|W (x,A1) − W (x,A2)| � CW |A1 − A2|
(
1 + |A1|p−1 + |A2|p−1

)
;

(2) there exists A0 ∈ R
d×N such that W (·, A0) ∈ L∞(Ω);

(3) there exists cW > 0 such that, for a.e. x ∈ Ω and every A ∈ R
d×N ,

cW |A|p − 1
cW

� W (x,A);

(4) (symmetry) for every x ∈ Ω, λ ∈ R
d and ν ∈ S

N−1,

ψ(x, λ, ν) = ψ(x,−λ,−ν);

(5) there exist cψ, Cψ > 0 such that, for all x ∈ Ω, λ ∈ R
d and ν ∈ S

N−1,

cψ|λ| � ψ(x, λ, ν) � Cψ|λ|;
(6) (positive 1-homogeneity) for all x ∈ Ω, λ ∈ R

d, ν ∈ S
N−1 and t > 0

ψ(x, tλ, ν) = tψ(x, λ, ν);

(7) (sub-additivity) for all x ∈ Ω, λ1, λ2 ∈ R
d and ν ∈ S

N−1,

ψ(x, λ1 + λ2, ν) � ψ(x, λ1, ν) + ψ(x, λ2, ν);
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(8) there exists a continuous function ωψ : [0,+∞) → [0,+∞) with ωψ(s) →
0 as s → 0+ such that, for every x0, x1 ∈ Ω, λ ∈ R

d and ν ∈ S
N−1,

|ψ(x1, λ, ν) − ψ(x0, λ, ν)| � ωψ(|x1 − x0|)|λ|.
Under this set of hypotheses we prove the following theorem.

Theorem 4.1. Let p � 1 and let Ω ⊂ R
N be a bounded, open set. Consider

E given by (4.1) where W : Ω × R
d×N → [0,+∞) and ψ : Ω × R

d × S
N−1 →

[0,+∞) satisfy (1)–(5) and ψ is continuous. Let (g,G) ∈ SD(Ω), with G ∈
Lp(Ω;Rd×N ), and assume that Ip(g,G) is defined by (4.2).

Then, there exist f : Ω×R
d×N ×R

d×N → [0,+∞), Φ : Ω×R
d ×SN−1 →

[0,+∞) such that

Ip(g,G) =
∫

Ω

f(x,∇g(x), G(x)) dx +
∫

Ω∩Sg

Φ(x, [g](x), νg(x)) dHN−1(x),

(4.8)

where the relaxed energy densities are given by

f(x0, ξ, B) := lim sup
ε→0+

m(ξ(· − x0), B;Q(x0, ε))
εN

, (4.9)

Φ(x0, λ, θ, ν) := lim sup
ε→0+

m(uλ−θ,ν(· − x0), 0;Qν(x0, ε))
εN−1

, (4.10)

for all x0 ∈ Ω, θ, λ ∈ R
d, ξ,B ∈ R

d×N and ν ∈ S
N−1. In the above expres-

sions 0 denotes the zero R
d×N matrix, uλ−θ,ν(y) :=

{
λ − θ, if y · ν > 0
0, if y · ν � 0

,

the functional m : SD(Ω) × O∞(Ω) → [0,+∞) is given by (3.2) with L = 1
and F = Ip, and CHSDp

1
(g,G;O) is given by (3.1), taking into account that

HSDp
1(Ω) in Definition 2.2 coincides with the set of fields (g,G) ∈ SD(Ω)

such that G ∈ Lp(Ω;Rd×N ).
Furthermore, if p > 1 and ψ also satisfies (6)–(8), then Φ(x0, λ, θ, ν) =

hp(x0, λ − θ, ν), for every x0 ∈ Ω, θ, λ ∈ R
d and ν ∈ S

N−1, where hp is the
function given in (4.7).

Proof. Given O ∈ O(Ω) and (g,G) ∈ SD(Ω), with G ∈ Lp(Ω;Rd×N ), we
introduce the localized version of Ip(g,G), namely

Ip(g,G;O):= inf
{

lim inf
n→∞ E(un) : un ∈ SBV (O;Rd), un

∗−⇀
SD

(g,G) in O
}

.

Our goal is to verify that Ip(g,G;O) satisfies assumptions (H1)–(H4) of
Theorem 3.2 in the case L = 1.

We start by proving the following nested subadditivity result: if O1, O2, O3

are open subsets of Ω such that O1 � O2 ⊆ O3, then

Ip(g,G;O3) � Ip(g,G;O2) + Ip(g,G;O3 \ O1).

Indeed, let un ∈ SBV (O2;Rd) and vn ∈ SBV (O3\O1;Rd) be two sequences
such that un → g in L1(O2;Rd), ∇un ⇀ G in Lp(O2;Rd×N ), vn → g in
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L1(O3\O1;Rd), ∇vn ⇀ G in Lp(O3\O1;Rd×N ), and, in addition,

Ip(g,G;O2) = lim
n→+∞

[∫
O2

W (x,∇un(x)) dx+

∫
Sun∩O2

ψ(x, [un](x), νun
(x)) dHN−1(x)

]

and

Ip(g,G;O3 \ O1) = lim
n→+∞

[∫
O3\O1

W (x,∇vn(x)) dx

+
∫

Svn∩(O3\O1)

ψ(x, [vn](x), νvn
(x)) dHN−1(x)

]
.

Notice that

un − vn → 0 in L1(O2 ∩ (O3 \ O1);Rd) (4.11)

and

∇un − ∇vn ⇀ 0 in Lp(O2 ∩ (O3 \ O1);Rd×N ).

For δ > 0 define

Oδ := {x ∈ O2 : dist(x,O1) < δ}.

For x ∈ O3 let d(x) := dist(x,O1). Since the distance function to a fixed set
is Lipschitz continuous (see [24, Exercise 1.1]), we can apply the change of
variables formula [16, Sect. 3.4.3, Theorem 2], to obtain∫

Oδ\O1

|un(x) − vn(x)| |det ∇d(x)|dx

=
∫ δ

0

[∫
d−1(y)

|un(x) − vn(x)|dHN−1(x)

]
dy

and, as |det ∇d| is bounded and (4.11) holds, by Fatou’s Lemma, it follows
that for almost every ρ ∈ [0, δ] we have

lim inf
n→+∞

∫
d−1(ρ)

|un(x) − vn(x)|dHN−1(x)

= lim inf
n→+∞

∫
∂Oρ

|un(x) − vn(x)|dHN−1(x) = 0. (4.12)

Fix ρ0 ∈ [0, δ] such that ‖GχO2‖(∂Oρ0) = 0, ‖GχO3\O1
‖(∂Oρ0) = 0 and such

that (4.12) holds. For this choice of ρ0, we may pass to subsequences of un

and vn (not relabelled) such that the liminf in (4.12) is actually a limit. We
observe that Oρ0 is a set with locally Lipschitz boundary since it is a level set
of a Lipschitz function (see, e.g., [16]). Hence we can consider un, vn on ∂Oρ0

in the sense of traces and define

wn =

{
un in Oρ0

vn in O3 \ Oρ0 .
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Then, by the choice of ρ0, wn is admissible for Ip(g,G;O3) so, by (5), (4.11)
and (4.12), we obtain

Ip(g,G;O3) � lim inf
n→+∞

[∫
O3

W (x,∇wn(x)) dx

+
∫

Swn∩O3

ψ(x, [wn](x), νwn
(x)) dHN−1(x)

]

� lim inf
n→+∞

[∫
O2

W (x,∇un(x)) dx +
∫

Sun∩O2

ψ(x, [un](x), νun
(x)) dHN−1(x)

+
∫

O3\O1

W (x,∇vn(x)) dx +
∫

Svn∩(O3\O1)

ψ(x, [vn](x), νvn
(x)) dHN−1(x)

+
∫

Swn∩∂Oρ0

C|un(x) − vn(x)|dHN−1(x)

]

= Ip(g,G;O2) + Ip(g,G;O3 \ O1),

which concludes the proof.
From here, the reasoning in [11, Proposition 2.22], which is still valid

with the same proof in the non-homogeneous case, yields (H1).
To show that (H2) holds, we argue as in [11, Proposition 5.1]. Indeed,

we can prove lower semicontinuity of Ip(·, ·;O) along sequences (gn, Gn) con-
verging in L1(O;Rd)strong ×Lp(O;Rd×N )weak (the second convergence is weak
star in M(Ω;Rd×N ), if p = 1).

(H3) is an immediate consequence of the previous lower semicontinuity
property in O, as observed in [7, eq. (2.2)], whereas (H4) follows by standard
arguments (as in [11, Lemma 2.18]) from (1), (2), (3) and (6) above and by
the lower semicontinuity of integral functionals of power type and the total
variation along weakly converging sequences. We point out that in order to
obtain the lower bound in (H4) we can replace, without loss of generality, W
by W + 1

CW
.

Hence, Theorem 3.2 can be applied to conclude that, for every (g,G) ∈
SD(Ω) × Lp(Ω;Rd×N ), we have

Ip(g,G) =
∫

Ω

f(x, g(x),∇g(x), G(x)) dx

+
∫

Ω∩Sg

Φ(x, g+(x), g−(x), νg(x)) dHN−1(x),

where the relaxed densities f and Φ are given by

f(x0, a, ξ, B) = lim sup
ε→0+

m(a + ξ(· − x0), B;Q(x0, ε))
εN

,

and

Φ(x0, λ, θ, ν) = lim sup
ε→0+

m(vλ,θ,ν(· − x0), 0;Qν(x0, ε))
εN−1

,

for all x0 ∈ Ω, a, θ, λ ∈ R
d, ξ,B ∈ R

d×N , ν ∈ S
N−1.
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It is easy to see that the functional Ip is invariant under translation in
the first variable, that is,

Ip(g + a,G;O) = Ip(g,G;O), ∀(g,G) ∈ SD(Ω), O ∈ O(Ω), a ∈ R
d.

Indeed, it suffices to notice that if {un} is admissible for Ip(g,G;O), then the
sequence un + a is admissible for Ip(g + a,G;O). Hence, taking into account
Remark 3.3 and the abuse of notation stated therein, we obtain (4.8) with f
and Φ given by (4.9) and (4.10), respectively.

On the other hand, for p > 1, Theorem 3.6 and the fact that F = Ip,
yield, for every x0 ∈ Ω, λ, θ ∈ R

d and ν ∈ S
N−1,

Φ(x0, λ, θ, ν) = Φ(x0, λ − θ, ν) = lim sup
ε→0+

m(uλ−θ,ν(· − x0), 0;Qν(x0, ε))
εN−1

= lim sup
ε→0+

Ip(uλ−θ,ν(· − x0), 0;Qν(x0, ε))
εN−1

= lim sup
ε→0+

1
εN−1

inf

{
lim inf
n→+∞

[∫
Qν(x0,ε)

W (x,∇un(x)) dx

+
∫

Qν(x0,ε)∩Sun

ψ(x, [un](x), νun
(x)) dHN−1(x)

]
:

un ∈ SBV (Qν(x0, ε);Rd), un → uλ−θ,ν(· − x0) in L1(Qν(x0, ε);Rd),

∇un ⇀ 0 in Lp(Qν(x0, ε);Rd×N )

}

� lim sup
ε→0+

1
εN−1

inf

{
lim inf
n→+∞

∫
Qν(x0,ε)∩Sun

ψ(x, [un](x), νun
(x)) dHN−1(x) :

un ∈ SBV (Qν(x0, ε);Rd), un → uλ−θ,ν(· − x0) in L1(Qν(x0, ε);Rd),

∇un = 0 a.e. in Qν(x0, ε)

}
,

where uλ−θ,ν is given by (4.5), with λ replaced by λ − θ, and we have taken
into account the growth condition on W given by (1) and hypothesis (2), and
the fact that the latter class of test functions is contained in the initial one.

Given that this last expression no longer depends on the initial bulk
density W , but only on ψ for which the uniform continuity condition (8) holds,
we may apply this condition to replace x by x0 and obtain

Φ(x0, λ, θ, ν) � lim sup
ε→0+

1
εN−1

inf

{
lim inf
n→+∞

∫
Qν(x0,ε)∩Sun

ψ(x0, [un](x), νun
(x)) dHN−1(x) :
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un ∈ SBV (Qν(x0, ε);Rd), un → uλ−θ,ν(· − x0) in L1(Qν(x0, ε);Rd),

∇un = 0 a.e. in Qν(x0, ε)

}
.

We now invoke the periodicity argument used in the first part of the proof of
[11, Proposition 4.2] to conclude that

Φ(x0, λ, θ, ν) � lim sup
ε→0+

1
εN−1

inf

{∫
Qν(x0,ε)∩Sv

ψ(x0, [v](x), νv(x)) dHN−1(x) : v ∈ SBV (Qν(x0, ε);Rd),

∇v(x) = 0 a.e. in Qν(x0, ε), v(· − x0)|∂Qν(x0,ε) = uλ−θ,ν(· − x0)

}
,

which, by a simple change of variables, coincides with

inf

{∫
Qν∩Sv

ψ(x0, [u](y), νu(y)) dHN−1(y) : u ∈ SBV (Qν ;Rd),

∇u(x) = 0 a.e. in Qν , u|∂Qν
= uλ−θ,ν

}

= hp(x0, λ − θ, ν),

so it follows that

Φ(x0, λ, θ, ν) � hp(x0, λ − θ, ν).

To prove the reverse inequality, we use the fact that W � 0 to obtain

Φ(x0, λ, θ, ν) = lim sup
ε→0+

Ip(uλ−θ,ν(· − x0), 0;Qν(x0, ε))
εN−1

� lim sup
ε→0+

1
εN−1

inf

{
lim inf
n→+∞

∫
Qν(x0,ε)∩Sun

ψ(x, [un](x), νun
(x)) dHN−1(x) :

un ∈ SBV (Qν(x0, ε);Rd), un → uλ−θ,ν(· − x0) in L1(Qν(x0, ε);Rd),

∇un ⇀ 0 in Lp(Qν(x0, ε);Rd×N )

}

= lim sup
ε→0+

1
εN−1

inf

{
lim inf
n→+∞

∫
Qν(x0,ε)∩Sun

ψ(x0, [un](x), νun
(x)) dHN−1(x) :

un ∈ SBV (Qν(x0, ε);Rd), un → uλ−θ,ν(· − x0) in L1(Qν(x0, ε);Rd),

∇un ⇀ 0 in Lp(Qν(x0, ε);Rd×N )

}
,
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where the uniform continuity of ψ in the first variable was used in the final
equality.

We now argue as in [11, Propositions 4.2 and 4.4], in order to replace
each weakly converging sequence un by one which converges strongly to 0 in
Lp. In this way, we are lead to the conclusion that

Φ(x0, λ, θ, ν) � hp(x0, λ − θ, ν).

We have thus proved that, for p > 1,

Φ(x0, λ, θ, ν) = hp(x0, λ − θ, ν),

for every x0 ∈ Ω, λ, θ ∈ R
d and ν ∈ S

N−1, where hp is the function given in
(4.7). �

Theorem 4.2. Let p � 1. Under the conditions of the previous theorem, if, in
addition to the hypotheses stated therein, the density W also satisfies

(9) there exists a continuous function ωW : [0,+∞) → [0,+∞) such that
lim

t→0+
ωW (t) = 0 and

|W (x1, A) − W (x0, A)| � ωW (|x1 − x0|)(1 + |A|p), ∀x0, x1 ∈ Ω, A ∈ R
d×N ;

(10) if p = 1, there exist α ∈ (0, 1) and L > 0 such that∣∣∣∣W∞(x,A) − W (x, tA)
t

∣∣∣∣ � C

tα
,

for all t > L, x ∈ Ω and A ∈ R
d×N with |A| = 1,

then (4.8) holds for every (g,G) ∈ SD(Ω) such that G ∈ Lp(Ω;Rd×N ), with
f(x0, ξ, B) = Hp(x0, ξ, B), for every x0 ∈ Ω, ξ,B ∈ R

d×N , where Hp is given
by (4.6), and Φ(x0, λ, θ, ν) = hp(x0, λ − θ, ν), for every x0 ∈ Ω, λ, θ ∈ R

d and
ν ∈ S

N−1, where hp is the function given in (4.7).

Proof. As seen in the previous proof, Ip(g,G; ·) is the restriction to O(Ω) of a
Radon measure. Assuming (9), putting together Theorem 3.6, (4.9) and [20,
Theorem 5.1], it follows that for every x0 ∈ Ω, ξ,B ∈ R

d×N , we have

f(x0, ξ, B) = Hp(x0, ξ, B).

On the other hand, by (9), (10), 3.6, (4.10) and [20, Theorem 5.1], we conclude
that

Φ(x0, λ, θ, ν) = hp(x0, λ − θ, ν),

for every x0 ∈ Ω, λ, θ ∈ R
d and ν ∈ S

N−1, where hp is the function given in
(4.7). �

4.2. Homogenization problems

Our method also applies to homogenization problems like the one considered in
[1]. Indeed, it improves the result therein allowing us to consider also the linear
growth case, as well as Carathéodory, rather than continuous, bulk energy
densities, as the following result states.
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Theorem 4.3. Let p � 1 and Ω ⊂ R
N be a bounded, open set. Let ε → 0+ and

consider Eε given by

Eε(u):=
∫

Ω

W (x/ε,∇u(x)) dx +
∫

Ω∩Su

ψ(x/ε, [u](x), νu(x)) dHN−1(x),

where W : Ω × R
d×N → [0,+∞) is a Carathéodory function and ψ : Ω × R

d ×
S

N−1 → [0,+∞) is a continuous function, both Q-periodic in the first variable
and such that they satisfy (1)–(5). Let (g,G) ∈ SD(Ω) and let Ip,hom be the
functional defined by

Ip,hom(g,G):= inf
{

lim inf
ε→0

Eε(uε) : uε ∈ SBV (Ω;Rd), uε
∗−⇀

SD
(g,G)

}
.

(4.13)

Then, there exist fhom : Rd×N ×R
d×N → [0,+∞), Φhom : Rd × SN−1 →

[0,+∞) such that

Ip,hom(g, G) =

∫
Ω

fhom(∇g(x), G(x)) dx +

∫
Ω∩Sg

Φhom([g](x), νg(x)) dHN−1(x),

where the limiting energy densities are given by

fhom(x0, ξ, B) := lim sup
ε→0+

m(ξ(· − x0), B;Q(x0, ε))
εN

, (4.14)

Φhom(x0, λ, θ, ν) := lim sup
ε→0+

m(vλ,θ,ν(· − x0), 0;Qν(x0, ε))
εN−1

, (4.15)

for all x0 ∈ Ω, λ, θ ∈ R
d, ξ,B ∈ R

d×N and ν ∈ S
N−1. In the above ex-

pressions 0 denotes the zero R
d×N matrix, vλ,θ,ν(y) :=

{
λ, if y · ν > 0
θ, if y · ν � 0

,

the functional m : SD(Ω) × O∞(Ω) → [0,+∞) is given by (3.2) with L = 1
and F = Ip,hom, and CHSDp

1
(g,G;O) is given by (3.1), taking into account

that, if p > 1, HSDp
1(Ω) in Definition 2.2 coincides with the set of fields

(g,G) ∈ SD(Ω) such that G ∈ Lp(Ω;Rd×N ).

As in the case of Theorem 4.1, the proof of this theorem amounts to the
verification that the functional Ip,hom‘ satisfies all of the assumptions of The-
orem 3.2, we omit the details. We also refer to [1, Lemma A.1 and Proposition
A.2], where the arguments were presented in the case p > 1, but they can be
repeated word for word if p = 1. We point out that fhom is actually indepen-
dent of x0 and a and Φhom is independent of x0, due to the fact that Ip,hom

verifies the conditions of [7, Lemma 4.3.3] which in turn can be proven in full
analogy with [9, Lemma 3.7].

Notice that, in view of the results in [1], in the case p > 1 and
assuming (6)–(9), the densities given by (4.14) and (4.15) coincide with the
bulk and surface energy densities Hhom and hhom obtained in [1, eq. (1.11) and
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(1.12), respectively]. In particular, when p > 1 (4.15) admits the equivalent
representation (see [1, Proposition 3.5]),

Φhom(λ, θ, ν):= lim sup
T→+∞

1
TN−1

inf
{∫

(TQν)∩Su

ψ(x, [u](x), νu(x)) dHN−1(x) : u ∈ SBV (TQν ;Rd),

u|∂(TQν)(x) = vλ,θ,ν(x), ∇u(x) = 0 a.e. in TQν

}

for every (λ, θ, ν) ∈ R
d × R

d × S
N−1.

4.3. Functionals arising in the analysis of second-order structured deforma-
tions

As a further application of our abstract global method for relaxation, we re-
cover the integral representation for one of the energies appearing in [3]. In
this paper a model for second-order structured deformations is proposed in
the space SBV2, giving rise to two energies (see [3, Theorem 3.2]). This de-
composition relies strictly on hypotheses (I) and (II) below and (4)–(5) from
Theorem 4.1, but in the matrix setting. Although the first of these energies
does not satisfy the conditions of Theorem 3.2, we will apply our result to
the second (to avoid confusion with the notation used in the previous appli-
cations we denote it here by J) which is defined on matrix-valued structured
deformations, J : SD(Ω;Rd×N ) → [0,+∞), and is given by

J(G,Γ) := inf

{
lim inf
n→+∞

[∫
Ω

W (x, vn(x),∇vn(x)) dx

+
∫

Svn

Ψ(x, [vn](x), νvn
(x)) dHN−1(x)

]
: vn ∈ SBV (Ω;Rd×N ),

vn → G in L1(Ω;Rd×N ),∇vn
∗
⇀ Γ in M(Ω;Rd×N2

)

}
.

It was proved in [3, Proposition 4.6] that the functional J admits the
following alternative characterization,

J(G,Γ) := inf

{
lim inf
n→+∞

[∫
Ω

W (x,G(x),∇vn(x)) dx

+
∫

Svn

Ψ(x, [vn](x), νvn
(x)) dHN−1(x)

]
:
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vn ∈ SBV (Ω;Rd×N ), vn → G in L1(Ω;Rd×N ),

∇vn
∗
⇀ Γ in M(Ω;Rd×N2

)

}
, (4.16)

in particular the density of the bulk term does not depend explicitly on the
sequence vn, as we can fix the second variable equal to G, but only on the
gradient of vn.

In the above expression the density W satisfies the hypotheses

(I) (Lipschitz continuity) there exists a constant CW > 0 such that, for all
x ∈ Ω, A1, A2 ∈ R

d×N and M1,M2 ∈ R
d×N2

,

|W (x,A1,M1) − W (x,A2,M2)| � CW (|A1 − A2| + |M1 − M2|);
(II) there exists cW > 0 such that, for every (x,A,M) ∈ Ω×R

d×N ×R
d×N2

,

1
cW

(|A| + |M |) − cW � W (x,A,M) � cW (1 + |A| + |M |);

(III) there exists a continuous function ωW : [0,+∞) → [0,+∞) such that
lim

t→0+
ωW (t) = 0 and

|W (x1, A,M) − W (x0, A,M)| � ωW (|x1 − x0|)(1 + |A| + |M |),
for every x0, x1 ∈ Ω, A ∈ R

d×N , M ∈ R
d×N2

;
(IV) there exists α ∈ (0, 1) and L > 0 such that∣∣∣∣W∞(x,A,M) − W (x,A, tM)

t

∣∣∣∣ � C

tα
,

for all t > L, x ∈ Ω, A ∈ R
d×N and M ∈ R

d×N2
with |M | = 1, where

W∞ denotes the recession function at infinity of W (x,A, ·);
and Ψ satisfies, in the matrix setting, (4)–(8) considered in Theorem 4.1.

Under hypotheses (I), (II), (4)–(5) considering the localized version of J ,
defined in SD(Ω;Rd×N ) × O(Ω) by

J(G,Γ;O) := inf

{
lim inf
n→+∞

[∫
O

W (x,G(x),∇vn(x)) dx

+
∫

Svn∩O

Ψ(x, [vn](x), νvn
(x)) dHN−1(x)

]
:

vn ∈ SBV (O;Rd×N ), vn → G in L1(O;Rd×N ),

∇vn
∗
⇀ Γ in M(O;Rd×N2

)

}
,

it was shown in [3, Theorem 4.5] that J is the restriction to the open subsets
of Ω of a Radon measure. Standard diagonalization arguments prove that it is
sequentially lower semicontinuous in L1(O;Rd×N )×M(O;Rd×N2

), from which
locality follows.
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Using the characterization of J given in (4.16) it is also easy to see that
the growth hypothesis (H4) from Theorem 3.2 holds.

Hence, denoting by m the functional defined, in the matrix setting, by
(3.2) with L = 1, this result applies to yield the following representation:

J(G,Γ) =
∫

Ω

f(x,G(x),∇G(x),Γ(x)) dx

+
∫

Ω∩SG

Φ(x, [G](x), νG(x)) dHN−1(x), (4.17)

where

f(x0, A,B,D) := lim sup
ε→0+

m(A + B(· − x0),D;Q(x0, ε))
εN

,

and

Φ(x0, λ − θ, ν) := lim sup
ε→0+

m(uλ−θ,ν , 0;Qν(x0, ε))
εN−1

,

for all x0 ∈ Ω, A, λ, θ ∈ R
d×N , B,D ∈ R

d×N2
, ν ∈ S

N−1, where 0 denotes the

zero R
d×N2

matrix and uλ−θ,ν(y) :=

{
λ − θ, if y · ν > 0
0, if y · ν � 0.

The reasoning is similar to the one presented in Theorem 4.1, without
the translation invariance, as hypotheses (I) and (II) ensure that W (·, G(·), ·)
is Carathéodory in Ω × R

d×N2
.

Assuming, in addition, that hypotheses (III), (IV), (6)–(8) hold, we will
now show that the relaxed densities f and Φ coincide with those obtained in
[3, Theorems 3.2 and 5.7], to this end we use the alternative characterization
of J given in (4.16). Theorems 3.2 and 5.7 in [3] provide the following integral
representation for J

J(G,Γ) =
∫

Ω

W2(x,G(x),∇G(x),Γ(x)) dx

+
∫

Ω∩SG

γ2(x, [G](x), νG(x)) dHN−1(x),

where

W2(x0, A,B,D) = inf
u∈SBV (Q;Rd×N )

{∫
Q

W (x0, A,∇u(y)) dy

+
∫

Su∩Q

Ψ(x0, [u](y), νu(y)) dHN−1(y) :

u|∂Q(y) = B · y,

∫
Q

∇u(y) dy = D

}
, (4.18)

γ2(x0, A, λ − θ, ν) = inf
u∈SBV (Qν ;Rd×N )

{∫
Qν

W∞(x0, A,∇u(y)) dy

+
∫

Su∩Qν

Ψ(x0, [u](y), νu(y)) dHN−1(y) :
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u|∂Qν
= uλ−θ,ν ,

∫
Qν

∇u(y) dy = 0
}

. (4.19)

In order to show that the densities in (4.17) are given by (4.18) and (4.19),

f(x0, A,B,D) = W2(x0, A,B,D) and Φ(x0, λ − θ, ν) = γ2(x0, A, λ − θ, ν),

for all x0 ∈ Ω, A, λ, θ ∈ R
d×N , B,D ∈ R

d×N2
, ν ∈ S

N−1, we begin by stressing
the fact that the dependence of γ2 on A is fictitious. Indeed assumptions (I)
and (IV) guarantee that W∞ does not depend on A, i.e.

W∞(x,A,M) = W∞(x, 0,M), for a.e. x ∈ Ω,∀A ∈ R
d×N ,M ∈ R

d×N2
,

where 0 represents the zero matrix in R
d×N .

As x0 and A are fixed, we may invoke Propositions 3.1 and 4.1 in [11] to
conclude that

W2(x0, A, B, D) = inf

{
lim inf
n→∞

[∫
Q

W (x0, A, ∇un(y)) dy

+

∫
Sun ∩Q

Ψ(x0, [un](y), νu(y)) dHN−1(y)

]
:

un ∈ SBV (Q;Rd×N ), un → B · y in L1(Q;Rd×N ), ∇un
∗
⇀ D in M(Q;Rd×N2

)

}
,

and

γ2(x0, λ − θ, ν) = inf

{
lim inf
n→∞

[∫
Qν

W∞(x0, 0,∇un(y)) dy

+
∫

Sun∩Qν

Ψ(x0, [un](y), νun
(y)) dHN−1(y)

]
:

un ∈ SBV (Qν ;Rd×N ), un → uλ−θ,ν in L1(Qν ;Rd×N ),

∇un
∗
⇀ 0 in M(Q;Rd×N2

)

}
, (4.20)

respectively.
Reasoning as in the proof of Theorem 4.1, by Theorem 3.6 and the fact

that F = J , for every x0 ∈ Ω, λ, θ ∈ R
d and ν ∈ S

N−1, we have

Φ(x0, λ, θ, ν) = Φ(x0, λ − θ, ν) = lim sup
ε→0+

m(uλ−θ,ν(· − x0), 0;Qν(x0, ε))
εN−1

= lim sup
ε→0+

J(uλ−θ,ν(· − x0), 0;Qν(x0, ε))
εN−1

= lim sup
ε→0+

1
εN−1

inf

{
lim inf
n→+∞

[∫
Qν(x0,ε)

W (x, uλ−θ,ν(x − x0),∇vn(x)) dx

+
∫

Qν(x0,ε)∩Svn

Ψ(x, [vn](x), νvn
(x)) dHN−1(x)

]
:
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vn ∈ SBV (Qν(x0, ε);Rd×N ),∇vn
∗
⇀ 0 in M(Q;Rd×N2

),

vn → uλ−θ,ν(· − x0) in L1(Qν(x0, ε);Rd×N )

}

= lim sup
ε→0+

inf

{
lim inf
n→+∞

[∫
Qν

εW

(
x0 + εy, uλ−θ,ν(y),

1
ε
∇un(y)

)
dy

+
∫

Qν∩Sun

Ψ(x0 + εy, [un](y), νun
(y)) dHN−1(y)

]
:

un ∈ SBV (Qν ;Rd), un → uλ−θ,ν in L1(Qν ;Rd),∇un
∗
⇀ 0 in M(Q;Rd×N2

)

}
,

where in the last equality we performed a change of variables. Using hypotheses
(III) and (8) first, and then (IV), we obtain

Φ(x0, λ − θ, ν) = lim sup
ε→0+

inf

{
lim inf
n→+∞

[∫
Qν

εW

(
x0, uλ−θ,ν(y),

1
ε
∇un(y)

)
dy

+
∫

Qν∩Sun

Ψ(x0, [un](y), νun
(y)) dHN−1(y)

]
:

un ∈ SBV (Qν ;Rd), un → uλ−θ,ν in L1(Qν ;Rd),

∇un
∗
⇀ 0 in M(Q;Rd×N2

)

}

= inf

{
lim inf
n→+∞

[∫
Qν

W∞ (x0, uλ−θ,ν(y),∇un(y)) dy

+
∫

Qν∩Sun

Ψ(x0, [un](y), νun
(y)) dHN−1(y)

]
:

un ∈ SBV (Qν ;Rd), un → uλ−θ,ν in L1(Qν ;Rd),

∇un
∗
⇀ 0 in M(Q;Rd×N2

)

}

= inf

{
lim inf
n→+∞

[∫
Qν

W∞ (x0, 0,∇un(y)) dy

+
∫

Qν∩Sun

Ψ(x0, [un](y), νun
(y)) dHN−1(y)

]
:

un ∈ SBV (Qν ;Rd), un → uλ−θ,ν in L1(Qν ;Rd),
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∇un
∗
⇀ 0 in M(Q;Rd×N2

)

}

= γ2(x0, λ − θ, ν).

We have thus proved the equality between the densities of the surface
term

Φ(x0, λ, θ, ν) = γ2(x0, λ − θ, ν),

for every x0 ∈ Ω, λ, θ ∈ R
d×N and ν ∈ S

N−1, where γ2 is given in (4.20).
The proof that f(x0, A,B,D) = W2(x0, A,B,D) is similar and we omit

the details.
Thus our integral representation for J , obtained via the global method

given in Theorem 3.2, recovers the one proved in [3, Theorems 3.2 and 5.7],
and we emphasize the fact that γ2 given in (4.19) does not really depend on
the variable A.

4.4. Multi-levelled structured deformations

The global method for relaxation that we propose in Theorem 3.2, allows us
not only to recover the recursive relaxation procedure presented in [4, Sect. 3.2
and Theorem 3.4], since in each step the obtained densities satisfy hypotheses
(1)–(9), thus entitling us to apply Theorems 4.1 and 4.2, but also to propose
an alternative direct strategy.

Indeed, as it will be rigorously shown in [5], one can associate to each
multi-levelled structured deformation an energy satisfying hypotheses (H1)–
(H4) in Sect. 3. The alternative procedure of assigning this energy very possibly
yields an expression lower than the one obtained in [4, Sect. 3.2].

More precisely, referring to the case L = 2 for simplicity of exposition,
starting from (4.1) and given (g,G1, G2, G3) ∈ HSDp

2(Ω), Theorem 3.2 pro-
vides an integral representation for the functional

I3(g,G1, G2, G3):= inf
{un1,n2,n3}⊂SBV (Ω;Rd){

lim inf
n1→+∞,n2→+∞,n3→+∞ E(un1,n2,n3) : un1,n2,n3 →

H
(g,G1, G2, G3),

‖∇gn1‖Lp(Ω;Rd×N ), ‖∇gn1n2‖Lp(Ω;Rd×N ), ‖∇un1,n2,n3‖Lp(Ω;Rd×N ) < +∞
}

,

where gn1 := lim
n2,n3

un1n2n3 , gn1n2 := lim
n3

un1n2n3 , the convergences are those

in Definition 2.4 and I3 represents, by definition, the energy assigned to the
three-levelled structured deformation (g,G1, G2, G3).
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Via A. Scarpa, 16
00161 Rome
Italy
e-mail: elvira.zappale@uniroma1.it

Received: 17 September 2023.

Revised: 23 February 2024.

Accepted: 24 February 2024.

http://arxiv.org/abs/2204.09530

	A global method for relaxation for multi-levelled structured deformations
	Abstract
	1. Introduction
	2. Preliminaries
	2.1. Notation
	2.2. Approximation theorem for hierarchical (first-order) structured deformations

	3. The global method
	4. Applications
	4.1. 2-level (first-order) structured deformations
	4.2. Homogenization problems
	4.3. Functionals arising in the analysis of second-order structured deformations
	4.4. Multi-levelled structured deformations

	Acknowledgements
	References


