Nonlinear Differ. Equ. Appl. (2024) 31:26
© 2024 The Author(s)

1021-9722/24/020001-39 . . . .
published online February 8, 2024 Nonlinear Differential Equations

https://doi.org/10.1007/500030-023-00918-z and Applications NoDEA

Check for
updates

Asymptotics for singular limits via phase
functions

Samuel Nordmann and Steve Schochet

Abstract. The asymptotic behavior of solutions as a small parameter tends
to zero is determined for a variety of singular-limit PDEs. In some cases
even existence for a time independent of the small parameter was not
known previously. New examples for which uniform existence does not
hold are also presented. Our methods include both an adaptation of geo-
metric optics phase analysis to singular limits and an extension of that
analysis in which the characteristic variety determinant condition is sup-
plemented with a periodicity condition.
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1. Introduction

The modern theory of singular limits of nonlinear evolutionary PDEs was first
developed for the case when uniform Sobolev-space bounds can be obtained for
both solutions and their first time derivative [14,15]. Although the requirement
that the first time derivative be uniformly bounded was later eliminated [7,22],
the many results that followed ([1-3,6,8,11,17,20,23] and references therein)
still require that the solution and some number of its spatial derivatives be
uniformly bounded. Almost all of those singular limit results involve systems
in which the large terms have constant coefficients, but even the few results
for systems with variable-coefficient large terms [4,5,9,13,24] concern cases for
which uniform spatial estimates can be proven.

However, the derivatives of solutions to many systems of nonlinear evo-
lutionary PDEs containing a parameter do not remain uniformly bounded as
that parameter tends to its limit. As will be discussed in Sect.6.1, in some
cases this lack of uniform bounds causes the time of existence of the solutions
to tend to zero, but in other cases the solution nevertheless exists for a uni-
form time. One case of particular interest is when the solution has a particular
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structure

w=U(t, T, D) 4 o(1) (1.1)

€

that explains the persistence of the solution despite the nonuniformity of the
norms of its spatial derivatives. Solutions having such structures are common in
the theory of geometric optics [10,12,13,19], in which the initial data contains
rapidly-varying terms of the form ug (&, %T(f))

In this paper we analyze equations having solutions of the form (1.1)
from the point of view of singular limits, in which some terms in the PDE
are of size O(1), rather than of geometric optics, in which the initial data
contains bounded terms whose first derivatives are of size O(1). Although
geometric optics problems can be transformed into singular limit equations by

adding the variables 6 := @ [22, Sect. 5], [13, Sect. 5.1], and singular limit
equations with large term %Cc’?y can be formally transformed into geometric
optics problems by a change of variables

y—y=cy, (1.2)

these operations are not inverses of each other, so each viewpoint yields a
different perspective. In particular, the fact that singular limit equations do
not come equipped with phase functions or even their initial values adds to
the challenge and interest. A more detailed analysis of the relation between
singular limit equations and geometric optics will be presented in Sect. 6.3.

1.1. Equations

In this paper we construct appropriate phase functions for singular limit equa-
tions and systems, and use them to establish the existence and regularity of
solutions for a time independent of the small parameter ¢ in the PDE and
to determine the asymptotic form of solutions as ¢ — 0. Since the case of
constant-coefficient large operators is mostly covered by the classical theory of
singular limits mentioned above, the singular limit equations studied here will
contain variable-coefficient large terms.

The phenomenon we study can be seen most simply in a PDE like u; +
Uy + “=*u, = 0, whose solution having initial data ug is u(t,r,y) = uo(z —

ty — sin(x)fzin(mft)

). The form of that solution suggests trying the ansatz

u(t,z,y) = Ult,z,y — 42 (1.3)
for the more general equation
a(t, x)us + b(t, v)u, + c(ts—r)uy +d(t, z,uw)uy, + f(t,z,u) = 0. (1.4)
Substituting (1.3) into (1.4) and defining
zi=y— @ (1.5)
yields
bt 7, qU, + bU, + dU, + f = 0. (1.6)
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Hence if we let the “fast phase function” p satisfy the equation

a(t,x)pe + b(t, )y = c(t, z) (1.7)
obtained from the terms of order % in (1.6) then the “profile” U should satisty
a(t,x)Up + b(t, 2)U, + d(t,x,U)U, + f(t,z,U) = 0. (1.8)

Since the PDEs (1.7) and (1.8) are independent of the small parameter ¢, both
1 and U will exist and be bounded for a time independent of €, under suitable
assumptions on the coefficients and initial data. In particular, we assume both
here and later that

a > Qmpin > 0. (1~9>

Hence (1.3) yields the exact solution of the initial-value problem for the model
Eq. (1.4), and in particular specifies precisely the dependence of the solution
on €.

In this paper we consider several generalizations of (1.4) for which the
ansatz (1.3) or generalizations of it describes the leading-order behavior of so-
lutions, although it no longer yields exact solutions. Specifically, under appro-
priate conditions that vary in their generality we will prove uniform existence,
i.e., existence for at least a time independent of ¢, and describe the asymptotics
of the solutions for certain equations of the following forms:

Scalar hyperbolic equation with coefficients depending on y
a(t,z,y,eu, e)uy + b(t, x,y, eu, €)u, +
+d(t, z,y,u, e)uy + f(t,z,y,u,e) =0 (1.10)

Scalar nonuniformly parabolic equation

C(t’m) uy + d(t7 €, U, €>uy + f(t’ Z, U, E)

g

= 829(75, T, U, €)Ugy + ER(t, T, u, €)Ugy + K(E, T, U, €) Uy, (1.11)

c(t,z,y)
e Uy

a(t,x,eu,e)us + b(t, x,cu, e)u, +

Symmetric hyperbolic system
A(t,z,eu,e)uy + B(t, @ eu, e)uy + LC(t, x)uy
+D(t,z,u,e)uy + f(t,z,u,e) =0 (1.12)
2 x 2 symmetric hyperbolic system with coefficients depending on y
A(t,x,y,eu, e)us + B(t, x,y, cu, e)u, + %C(t,x,y)uy
+D(t,z,y,u,e)uy + f(t,z,y,u,e) =0 (1.13)

The conditions under which uniform existence holds and asymptotics can be
determined will be presented in detail before and in the theorems about each
of those equations. In particular, we do not claim that all solutions of those
equations having sufficiently smooth and bounded initial data exist for a time
independent of €; to the contrary, we will present in Example 6.3 an equation
of the form (1.10) and smooth bounded initial data for which uniform existence
does not hold. Furthermore, our results for the system (1.12) require severe
restrictions when that system contains three or more components, and our
results for (1.13) require severe restrictions even though that system is assumed
to be 2 x 2.
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In all these equations, having a term Du,, is slightly more general than
including dependence on eu and ¢ in the term %Cuy, because the O(1) part of
%C(. .., eu,€)uy would necessarily be affine-linear in w. The similarly slightly
more general terms €A1 (..., u,&)us +eBi(...,u,&)u, could be included with-
out difficulty; such terms have been omitted for notational simplicity. As will
be seen in the limit equations below, the O(e) part of A and B appear in the
limit just like D, which is effectively the O(e) part of C. This is a general
phenomenon for fast singular limits, e.g. [22, (2.18)].

Although (1.12) may appear to be the most difficult equation to treat
since it involves systems of arbitrary size, it is in fact the only one of the four
for which our results can almost be obtained from geometric optics results,
specifically [13]. Even for that system our results are slightly more general in
that the matrix A multiplying the time derivatives is not restricted to be the
identity matrix, and we point out how the results there apply to singular limit
systems beyond those obtained directly from geometric optics as considered
in [13]. However, our largest contribution concerning (1.12) is a proof that
is quite different, in the spirit of singular limits, and simpler than the proof
for general geometric optics problems in [13]. Its key points will be pointed
out during the course of the proof, in Sect.4. A comparison of our result for
(1.12) with corresponding results for geometric optics problems obtained from
(1.12) via the transformation (1.2), and of the phase functions occurring in
each version, will be presented in Sect. 6.3.

Geometric optics results do not apply to the parabolic Eq. (1.11) on
account of the presence of the second-order terms. In fact, even the existence
of solutions to that equation for a time that might depend on ¢ is not obvious
because the second-order terms are nonlinear and non-uniformly parabolic.
Nevertheless, thanks to the scaling of the parabolic terms by powers of ¢, the
large term can be eliminated from (1.11) using the transformation (1.3) with
the same fast phase function (1.7) as for (1.4). Uniform existence will then be
obtained for the transformed system by applying the recent results of [25].

A characteristic feature of the singular limit systems in [13, §4] arising
from geometric optics is that the coefficients appearing in the equations do
not depend on the variables with respect to which derivatives are taken in the
large terms. Both (1.11) and (1.12) also share this feature since the large terms
involve derivatives only with respect to y and none of the coefficients depend
on that variable. However, in (1.10) and (1.13) the coefficients do depend on
y, which introduces new and interesting complications. First, it is no longer
possible to eliminate the large term in the PDE by an appropriate choice of
the fast phase function u, because p must still be independent of y to avoid
introducing a term of size E% while the coefficients now do depend on y. The
way to resolve this difficulty is to generalize the ansatz (1.3) by assuming that
the solution depends on y only through the combination Y (¢, x,y) — @, for
some appropriate function Y. The function Y is now chosen so as to elimi-
nate the large term, while p is determined by the requirement that Y satisfy
a functional equation ensuring that periodicity with respect to y translates
into periodicity with respect to Y. That requirement introduces an averaging
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operator into the equation determining p, such that when the coefficients do
not actually depend on y then p reduces to the function satisfying (1.7) and
Y (¢, z,y) reduces to y. A second complication that arises from the dependence
of the coefficients of (1.10) on y is that if the only phase included in the ansatz

isY(t,z,y)— @ then the coefficients of the transformed equations would de-

pend on @ and hence would have derivatives of order % We overcome this
problem by adding £ as an additional phase, which paradoxically introduces
a new large term. However, that new large term can be rendered harmless
by changing the time variable in a manner reminiscent of the change of time
variable for the system (1.12), and the resulting limit equation does not retain

any dependence on the extra phase.

For the Eq. (1.10) it is possible to obtain uniform existence but not
the asymptotic behavior by combining e-weighted estimates for derivatives
obtained by the method of characteristics (cf. [12, Proposition 6.1.1]) with the
technique of solving the PDE for the derivative appearing in the large term (cf.
[21]). Details are presented in Sect. 6.4 for completeness. That approach only
works for scalar hyperbolic equations because for parabolic equations solving
the PDE for a first-order large term would lose a derivative, while for systems
e-weighted derivative estimates do not suffice because uniform estimates for
derivatives are needed in order to obtain a uniform L°° bound. Hence, as for
the parabolic Eq. (1.11), even the uniform existence part of our results for
certain systems of the form (1.13) is new.

In all these equations, the variable x may be replaced by several variables
x;, with only straightforward modifications to the results and proofs, possibly
including an increase in the the required smoothness of the coefficients and
initial data. However, increasing the number of y variables would be more
difficult except possibly in certain cases for which the approach here could be
combined with methods of geometric optics.

When the system (1.12) has three or more components but the sufficient
conditions given here do not hold then uniform existence is likely to fail. How-
ever, when the conditions for the system (1.13) do not hold it is plausible that
uniform existence may still hold in some cases but with the asymptotics of the
solutions being more complicated. We hope to consider such cases and other
equations requiring a more general ansatz for their asymptotic structure in
future work.

Although this paper is primarily concerned with theoretical aspects of
the equations studied, it may be noted that (1.10) is a transport equation and
example (6.19) of a system of the form (1.12) is the well-known system form of
a wave equation, i.e., the component u of that system satisfies us — b(2) 4, —
0(52)2 uyy = 0. Since both transport equations and wave equations occur in a
variety of physical contexts our results may also have physical relevance.
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1.2. Theorems

In the following theorems, C' denotes a constant independent of ¢ that may
be different in each appearance, and C'y, denotes the space of functions hav-
ing s continuous derivatives that are bounded uniformly in the independent
variables, on any compact set of the dependent variables.

Before the statement of each theorem we present definitions and notations
that are used in that theorem, and possibly also in subsequent theorems. In
some cases the definitions involve key ideas of the proofs, which are presented
here despite their length because the definitions are needed in order to properly
state the theorems. Some remarks explaining the assumptions and conclusions
are also presented.

As hinted in Sect. 1.1, the asymptotic form of solutions to the scalar hy-
perbolic Eq. (1.10) will be u ~ U°(u(t,z),z,Y (t,z,y) — @) In order to
state the theorem for the solutions to that PDE we must first define the equa-
tions that determine the fast part ;4 and the slow part Y of the phase function,
and define the coefficients that will appear in the PDE for the asymptotic pro-
file U. We begin by defining averaging and limit operations.

For any function g that is periodic with period P in a variable w and
may also depend on other variables, define

P
(9), = %/0 gdw. (1.14)
In addition, for any function g depending continuously on ¢, define
9(0) = lim g. (1.15)
Assume that
all the coefficients in (1.10)are periodic iny with the same period, (1.16)
that (1.9) holds, and that
le(t, z,y,v)| > cmin > 0. (1.17)

Since the change of variables y — —y replaces 9, with —d,, which in essence
replaces ¢ with —¢, by making that change of variables if necessary we can
normalize ¢ to satisfy

c(t, z,y,v) > Cmin > 0. (1.18)
Let u(t, z) be the solution of the initial-value problem

a b
<(0)> e+ <(O)> pe =1,  p(0,2) =0, (1.19)
(0 /, €0) /y

and define Y (¢, z,y) by
a b
Y, =D+ Dy V(2,00 =0 (1.20)
€(0) €(0)
Here and later the fast phase vanishes at time zero because fast oscillations are
not present in the assumed form of the initial data. Equation (1.20) links the
slow part Y (¢, z,y) and the fast part u(¢, ) of the phase function eY —u. Hence
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it is not possible to first make a change of independent variables y — Y (¢, z, y)
to reduce to the case when the slow part of the phase is simply the independent
variable as in (1.5), and afterwards look for the appropriate fast phase.

Let y(t, z,Y") denote the inverse function of Y considered to be a function
of y, i.e., the function such that y(¢t,z,Y (¢t,x,y)) = y, and let ¢(7,x) denote
the inverse with respect to ¢ of the function

7= p(t, z), (1.21)

both of which will be shown to exist at least for small times. Then for any
function g of y and other variables define

g(r, 2, Y, v) = g(t(r,2), z,y(t(r,2),2,Y),v). (1.22)

It will be shown in Lemma 2.1 that if g is periodic in y with the same period
as the coefficients of (1.10) then g is periodic in Y with the same period, so
that (g), is well defined. It is not necessary to determine y(t,z,Y’) in order
to calculate (g),, since the change of variables y = y(¢,x,Y") transforms the

. P . P b
integral & [ g(t,z,y(t,,Y))dY into 5 [y g(t,z,y) {Z((s)’ pe + %ul« dy.
In addition, define

A(t,z,y,v,e) == alt,z,y,v,e)u(t,x) + b(t, z,y,v,e)p(t,x)  (1.23)
and

D(t,z,y,u,e):=Y,(t, z,y)d(t, z,y,u,e) + a(t,x,cu, ) Yi(t, z,y)
(a — aw)pe + (b= b)) Ha .

+b(t, x,eu, &)Yy (t, x,y) — (1.24)
€
Finally, the norms that will appear in the theorems are
Jullx: . = ,Sup D (€07 (8y)2 (20:) ™ ul| o (1.25)

SIST 0<al<s

with X = C or X = H, where T is a positive number, o = (a1, @z, a3) is a
multi-index with nonnegative components, s is a positive integer, and ¢ is the
small parameter appearing in the PDE. The reason that y-derivatives are not
multiplied by powers of € in the norm (1.25) is that there is no dependence on
y in the fast phase(s) u(t,z) or uU)(t,z) that appear multiplied by % in the
asymptotic forms of the solutions.

A collection u(®) of functions depending on ¢ is asymptotic in XZ T oc tO
a profile u(?) possibly depending on ¢ is a specified manner if for every C>
function ¢ with compact support in the spatial variables, not depending on ¢,
the X 7 norm of ¢ (u(®) — u®) converges to zero as & — 0.

Theorem 1.1. Assume that (1.9), (1.16), and (1.17) hold, and normalize ¢ as
described after (1.17) so that (1.18) holds.

1. Assume that for some s > 1 the coefficients a, b, and ¢ belong to Cf;’l
and the coefficients d and f and the initial data ug belong to C%. Then
for any positive g there exists a time T > 0 such that for 0 < ¢ < gg
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the solution of (1.10) having initial data ug exists and belongs to C% for
0 <t<T, and satisfies

sup
0<e<eo

<K (1.26)

Moreover, there is a T > 0 such that as € — 0 the solution u is asymptotic

n Cj ! (and hence in particular in C},.) to

U (ult,z),2,Y (t,2,y) — “L2),

where U(O) (1,2, 2) is the unique solution of the limit profile equation

UO 4+ ( =) (r,2) UL + D( J (1,2, U Ul®
Aoy y ’
fo)

< >( U0 = (1.27)

U0, z,z) = u’(x, 2), (1.28)

where the notations’, oy, and )y are defined in (1.22), (1.15), and (1.14),
respectively, A is defined in (1.23), and D is defined in (1.24).

2. Now assume that s > 2, and let 7(9) be any time such that the limit profile
U©) ezists and has a finite C* norm for 0 < 7 < 7). Let

:r>> c“>

satisfying

7 := argmin {inf Oip(t,x) =0 or supp(t,z) = T(O)} (1.29)
t z T

be the smallest time t at which p either stops being increasing in t or
takes on the value 7O, possibly at infinity. Then there exists a positive
g1 such that for 0 < £ < g1 the solution u exists and has finite C* norm
for0 <t < T(O), and there is a finite K such that for 0 < e < e

Jult,2,) = U (ult, )., Y (t,9) = 2D |gooa < Koo (130)
In particular, |[u — U ||co < Ke. Moreover, there exists a function
U(r,z,2,1m;€) such that

ult,w,y) = Up(t,z), @, Y (tz,y) — 480, 1000, (1.31)

and

U e) — U
o ax Uz, 2,m;e) (1,2,2)|

co2 < Ke. (1.32)

Remark 1.2. 1. Besides being used in Lemma 2.1, which is only needed
when ¢ depends on y, there is an additional reason why c is assumed to
be bounded away from zero in Theorem 1.1, which will be explained in
Sect. 6.2.
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2. In [13, Sect. 5.1] the time variable 7 of the transformed equation is as-
sumed to equal the original time variable ¢, which avoids the somewhat
involved condition in (1.29) that defines 7). For simplicity, in the sub-
sequent theorems that involve a change of the time variable we will just
prove existence and asymptotics for some time independent of ¢, although
a more precise version similar to (1.29) could also be proven for those the-
orems.

3. Although it is more natural to estimate u — U(?) in the original variables
(t,x,y), as in (1.30), the estimate (1.32) in the transformed variables
(1,x,2,m) is stronger since none of the spatial derivatives are weighted
by €. The latter estimate therefore makes clearer that v has the specific
asymptotic form U© (u(t,z), 2, Y (¢, z,y) — L& z))

We next define some notations that will be used in the statement of the
theorem concerning (1.11). Recalling the notation (g defined in (1.15), let p
be the unique solution of

a)(t, @)t + by (L, 0)pa = c(t.w),  p(0,2) =0, (1.33)

which is the special case of (1.19) in which a, b, and ¢ are independent of y.
Define

D(t,z,U,e) :=d(t,z,U,e) —
+ etz g(t, 2, U, €),

a(t,z,eU,e)—a(o)(t,x) b(t,z,eU,e)—b(g)(t,x)
& Mt — e Hzx

(1.34)
K(ta Z, Uv 8) = k(tv xz, U7 5) - h’(tﬂ xz, Ua 5).“1? =+ g(ta x, Ua €)Mi. (135)

Theorem 1.3. Assume that (1.9) holds and that the coefficients g, h, and k
satisfy the nonuniform parabolicity condition

(1.36)
for all realac and B and all(t,x,u,€).

Suppose that, for some integer s > 4, the coefficients a, b, ¢ from (1 11) belong
to CS+2, the coefficients d, f, g, h, and k there and also fo (t,z,ru)dr
belong to C%,, and the initial data ug(x,y) belongs to H?S. Then
1. The solution of that PDE having initial data ug exists and belongs to H®
for at least a positive time T independent of .
2. Now assume that s > 6. Let U0 (t,x,2) be the unique solution, which

exists and belongs to H® on some time interval |0, T ], of
ao) (t, 2) UL + by (t, 2) UL + Do) (t, 2, UNUO + fio)(t,2,UO)
= K(o(t, 2, U U, (1.37)

U0, z,2) = ug(z, 2).
Then on the time interval [0, min(T, T())]
lu(t, 2, y) = U (t, 2,y — LED)|| o < Ce. (1.38)

&, min(T,7(0))
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Moreover, there exists a function U(t,x,z,€) such that
_ (t,@)
u(t;xvy) = U(tax’yf %78)7 (139)
and

max |U(t,x,2,¢) — UO(t, z, 2)|| gs—2 < Ce. (1.40)
0<t<min(T,T(®)

In particular, ||u —U©||co < Ce.

Remark 1.4. 1. The powers of ¢ multiplying the diffusion terms w,, and
Ugy in (1.11) are needed to ensure that the coefficient K of the diffusion
term U.. in the Eq. (3.2) for U contains no powers of 1. Due to the
presence of those powers, the nonlinear diffusion terms in (1.11) cannot
be uniformly parabolic uniformly in . Consequently, classical results for
nonlinear uniformly parabolic equations cannot be used. We shall apply
instead recent results [25, Theorems 2.7, 4.1] for non-uniformly parabolic
equations. The extra smoothness required in Theorem 1.3 and the other
requirements there on the coefficients are conditions of those results.

2. In contrast to (1.10), it does not seem possible to allow the coefficients
of (1.11) to depend on y, because changing the time variable of (1.11)
to 7 := p(t,x) as for (1.10) would yield a term involving the second
derivative with respect to 7 not having a fixed sign, arising from the
parabolic terms in (1.11).

We next consider system (1.12). By defining fast phases in an appropriate
manner and making transformations of both independent and dependent vari-
ables it is possible under certain conditions to obtain a system for which the
large terms have constant coefficients, which will ensure that solutions of the
original system (1.12) exist for a time independent of €. The most important
condition is (1.49), which as noted below corresponds to a special case of the
coherence assumption of [13]. While this correspondence motivates assump-
tion (1.49), we do not use any results from [13] in the proof of the theorem for
system (1.12), but instead show by direct calculation that (1.49) ensures that
the large terms of the transformed system have constant coefficients.

Phases. We will let the fast phases 1) be the solutions of the generalization

0 = det (_MtA(O)(tvx) - uxB(O)(t7x) + C(t,l‘)) ) /L(O,.’Iﬁ) =0 (141)

of condition (1.7) that held for the prototypical equation (1.4). Now that the
equation is a system it is no longer possible to make the large terms vanish
entirely, but (1.41) ensures that a generalization of that condition will hold,
namely that the matrices C) defined below in (1.45) will have determinant
Zero.

For any matrix M of size n, let {A\;(M)}}_; denote the set of its eigen-
values, whose order will be chosen according to some rule when needed. Since
the vanishing of p at time zero implies that p. (0, z) also vanishes, and we will
assume that A is positive definite, (1.41) implies that

B(0.2) = A, ((40) 1 0(A@) Y (1.42)
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for some ordering of those u(/) and Aj. We will assume that for some choice of
the eigenvalues A1 and \s,

M((A@) ECA0) H o) = 22 (A O L) 2 >0,
(1.43)

and let ™) and p(® be the corresponding solutions of (1.41) satisfying (1.42).
Transformations. Define the new time variable by

7t x) == p D (t,z) — pP (¢, ). (1.44)

As will be shown, (1.43) implies that 7(¢,z) can be inverted with respect to
its first variable, at least on some time interval. Let (7, 2) denote the inverse
function, and define

-~

Alry,v,e) = () (t,2) — piP (8, 2)) A(t, 2, 0,¢)

(D 2) — 2 (8 2) Bt 20,0y

a(j) (Tv 1‘) = O(t7 I) - :ugj) (ta ‘T)A(O) (t7 I) - :U‘(J) (ta I)B(O) (t7 l‘) ’t:t(nz)’

x
ZA)(j)(T,x,v,s) = D(t,x,v,¢)

1 (t,2) [A(t,ev,6) = Aoy (£,2)]+u) (£,2) [B(t,,6v,6) = Bo) (£,)] |
€ t=t(1,xz)’

for M € {B, f}.

o~

M(1,z,v,¢) := M(t,x,v,5)|

t=t(7,z)

(1.45)

We will show that ;1\(0) is positive definite. Using that matrix, define, for any
matrix-valued function M of (r,z,eU¢e) or (1,2,U,¢),

M(7,z,w, ) := (g(o))_l/Ql\/Z(T, x, (E(O))_l/zw, 5)(1(0))_1/2. (1.46)

To begin the final set of transformations, let ’I“(j)(T, x),j=1,---,n, where n
is the length of the vector u in (1.12), be the normalized eigenvectors of the
matrix 6'(1)(7, x), chosen to be orthogonal if they correspond to a repeated
eigenvalue, and let R(7,z) be the matrix whose columns are the 7). For any

matrix-valued function M define
M(r,2,w,¢) :== R (r, x)]Tj(T,x, RTw,e)R(T, ), (1.47)
where any arguments not present in M are omitted from M as well, and define
F(r,z,w,e) = RT(E(O))_%J?(T, T, Z(O))_%RTw, £)
+ RT(Ag)) " H{ A(1,2,6(A(0)) "2 RTw, )0, [(A()) " R] (1.48)
+ B(r,2,e(A0)) 2R w, )0, [(A(0)) " /*R] }w.

Large operator. In order to obtain a constant-coefficient large operator, we
will assume that all solutions ) (t, ) of (1.41) satisfy

pD () =D Wt 2) + (1 —aW)u®  for some constants ),
(1.49)
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where
1 and 11? are the solutions of(1.41)satisfying(1.42) (1.50)
for j = 1,2, with A\; and A2 being eigenvalues satisfying(1.43). )
Then define
£ = diag((a¥) —1)d,, + a9d.,),
g((a — )0, +al0.,) s

PP := L?-orthogonal projection onto null space of £,

where diag(s(j )) denotes the diagonal matrix or operator with diagonal entries
s(). Finally, as usual let ) denote the vector whose j* component is one
and whose other components are zero.

Theorem 1.5. Assume that the matrices A, B, C, and D are symmetric, that
D and f(t,x,u,e) belong to C%, for some s > 4, that A, B, and C belong to
C’f;‘z, and that the initial data ug belongs to H®. Assume also that A satisfies
the generalization

Ay (t,z) > cl with ¢ > 0 (1.52)

of (1.9). In addition, assume that there exist eigenvalues A1 and \a of

(A(0) "2 Cl0)(Am))~*

satisfying (1.43), and that (1.49)—(1.50) hold. Then there exists a positive time
Tmin such that the solution u(t,x,y) of (1.12) with the initial data ug exists
for 0 <t < Tyin and satisfies

[ult, z,y) = [(A@)/*R]| U (r(t,z), 2,y

T=7(t,x)

MWtz @) (.2 (1.53)
I E(t, )’y_u E(t, ))HH;—Tl_ < Ce,
where 7(t, ) is defined in (1.44) and U is the unique solution of
PUL) + By + Dgu® + DEUD + F)] =0,
U =o,
n 1.54
U(O)(O,%Zl,@) Z/{0 x 21722 Z RT A( ))1/2”T=0 ( )

j=1
ug(z, a2y + (1 — a(J))ZQ)]e(J).

Moreover, there exists a function U (T, x, 21, 22,€) and a positive Tmin such that

R D (¢ @) (42
u(t,x,y) = [(A(O)) UQR}‘T:T(t’z)u(T(tx)’x’y -k a(t7 )’y -k a(t7 )75)
(1.55)
and

max ||U(T,x, 21, z0,6) — U (7,2, 21, 20) | o1 < K. (1.56)

0<7<Tmin



NoDEA Asymptotics for singular limits via phase functions Page 13 of 39 26

In particular,

~ W (4.
|ut,z,y) — [(Aw)~/2R]| UO (7 (t,x), z,y — LD

T=T1(t,x)
(2)
y—* e(m))HcO < Ke.

Remark 1.6. 1. The second equation of (1.54) says that the j*® component
of U® depends on the variables z; and z; only through the linear combi-

nation @) z; +(1—a9))z,. In other words, each component of I depends
@ M 4 (1—a@)u®

in the limit on its own phase y— E

of the other components.

2. Condition (1.49) always holds for j = 1,2, with a(® =1 and a(® =0,
so that assumption only restricts systems that are 3 x 3 or larger. For
those systems that restriction is quite severe, as will be illustrated in
Example 6.6. In terms of the geometric-optics phases ¢\7) := 5—pu) (¢, ),
where 7 := ey, condition (1.49) ensures that the ¢) satisfy the coherence
condition [13, Definition 2.1.1].

3. The equation PV = 0 does not necessarily imply the existence of a func-
tion W such that V' = LW because of the problem of small divisors. Cf.
[22, pp. 486— 487]. The results of [20,21] on the existence of such a W do
not apply here, because L£(¢) = & diag(a®) — 1) + & diag(a¥)) does not
satisfy the assumption there that the dimension of the null space of L be
independent of ¢ for all £ € R\{0}.

4. Theorems 1.5 and 1.7 below require that the matrices A, B, and C have
one more derivative than was needed for Theorem 1.1, because the deriva-

but not on the phases

tives of (2(0))‘% appearing in (1.48) contain second derivatives of the
19| which are as smooth as those matrices.

Some of the definitions for our final theorem are similar to those for
Theorem 1.5, others are generalizations of definitions for Theorem 1.1, and
a few are unique to Eq. (1.13). The key new condition, which unfortunately
is quite restrictive, is (1.82) below, which ensures that the dependence of the
coeflicients on y does not produce any large term in the transformed system.
Phases. In the theorem for system (1.13) we will assume not only that A is
positive definite, but also that C'is invertible. Define the slow parts Y *) and
the fast parts u(*) of the phases eY' %) — () by

) _ (k)
Y (t,@,y) = ﬂg"uk(c 1A(0)+%C 'Bo), YF (¢, 2,0) =0,
(1.57)

and

_ (k)
1= (n(C A + 45 C 'Bo)),  aP0@)=0. (158)

y
Alternatively, the initial condition on the Y*) in (1.57) can be replaced by

the normalization
P

2
Y (t,z,y)dy = 0, (1.59)

vl
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where P is the period of the coefficients with respect to the variable y, which
ensures that the Fourier series in y of Y(k)(t,%y) — gy will have no constant
term.

Since a condition 0 = det(wM — N) is equivalent to requiring that w
be an eigenvalue of M~'N, (1.57)—(1.58) generalize both (1.19)—(1.20) and
(1.41), and will ensure that the matrices C*®) defined below in (1.72) will

have determinant zero. The reason for using uik))\k(C_lA(o) + Z%:; C~'B))
rather than the simpler expression )\k(ugk)C’lA(o) + ug;k)C”lB(O)) is to avoid
complications arising from the fact that A;(cM) might equal cA5_j (M) rather
than cAg (M) when ¢ < 0, depending on the way the ordering of the eigenvalues
is determined.

The assumptions on A and C' ensure that the eigenvalues )\k(C”lA|t:O)
are nonzero, although not necessarily positive, which will imply that both

1 p g (k) . .
Ak (C Ay + ﬁC B(O)) and p;  are nonzero for sufficiently small times.
In addition, we évill assume that
>c>0. (1.60)

t=0
By exchanging the labels 1 and 2 if necessary we can then arrange that

‘Al(Afo)C*lAgO)) Ay (AEO)C*IAEO))’

1 1

utheotab) nahe ) |
1 1 1 1 = . .

/\1(A(20)C_1A(20)))‘2(A(QO)C_lA(QO)) t=0

Transformations. Define the new time and spatial variables by
T(tv x,Y, 8) = 6(22(t7 x,Y, %) -z (t7 x,Y, é))v

; ) (t.a (1.62)
2wy, 1) =Yt y) — 0,

which generalize (1.44) and the formula z = y— @ used implicitly in (1.31)—

(1.32). In system (1.12) the coefficients did not depend on y, so there was no
need to express y in terms of the new spatial variables z; and z5. For Eq. (1.10)
the formula for y took the simple form y = z+7. However, for the system (1.13)
the relationship between y and (z1, z2) is more complicated, and in particular
is intertwined with the relationship between the old and new time variables ¢
and 7. In order that terms of size O(2) like those appearing in the formula for
the zp in (1.62) will not appear in the formula for y in terms of (21, z2), that
formula will be derived using the functions

Gt x,21,2) 1= ’L(l)t(t’m) 29 — “(mt(t"r) 21 (1.63)
and
Qt,z,y) = LLEDy @) (p g gy — BEED y ()¢ g (1.64)
The point is that the formula for G together with (1.62) implies that
G(t,z, z1(t, z,y, %), 29(t, 2, vy, %)) = Q(t,x,y) (1.65)

. W ,@
on account of the cancellation of the O(1) term £ g r -
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It will be shown that @ is invertible with respect to 3. Let Q! denote
the corresponding inverse function, i.e., the function such that

y=Q (t,2,Q(t,x,y)) and Y =Q(t,z,Q '(t,z,Y)). (1.66)
Applying Q~1(t,z,-) to both sides of (1.65) yields
Q 't x,G(t,x, 21 (¢, z, v, %), z9(t, 2, v, %))) =Q '(t,x,Q(t,x,y)) = y.
(1.67)
We therefore define
V(t,z,21,20) = QL (t,x, G(t, x, 21, 23)). (1.68)
Using Y, define next
T(t,x, 21, 29,€) :=7(t,x, Y(t, x, 21, 22),€) = (,u(l)(t, x) — M(Q)(t,x)>

+e (Y(Q) (t’ x, y(ta €T, 21, 22)) - Y(l) (t’ €, y(ta €T, z1, ZQ))) .
(1.69)

We will also show that 7 is invertible with respect to its first variable. Let ¢
denote the corresponding inverse function, i.e., the function such that

t= tA(?(L:E, 21,29,€),&,21,22,€) and T = ?(?(T,.’E,Zl, 29,€), T, 21,22,E).
(1.70)
We therefore define

5)\(77:@21,22,5) = y(f(T,x,21,22,5),x,zl,22). (1.71)
We are now ready to define the first form of the transformed coefficients,

generalizing (1.45):

A= (" (42) = P (L 2) At 2.y, 2Us )
H(uS) (@) — u$P (8, 2)) B(t, 2, y, €U, €)

HY P (¢ z,y) = YV (t,2,9)C(t 2,y),

Yy = y(T,x,Zl,ZQ,E)

)

= Z:\(7-7'137Z17Z275)

B = B(t,z,y,eU,¢) t =1(r,x, 21, 22,¢)
y:y(T,li,Zl,ZQ,c‘:)

= k

CHR =Y P (t,2,y)C(t,2,) — pt™ (t,2) A o) (¢, 7, y)

_.u‘(zk) (t, x)B(O) (t7 Z, y)

‘ t= tA(T,x,zl,ZQ,E) ’
y=Y(1,x,21,22,¢€)

N k ck gk
D( ) = Yy( >(t7$7y)D(t:$,y7U,5)+ f“’)

k Alt,z,y,eU,e) = A (t,2,y) B(t,z,y,eU,e) =B, (t,®,y)
) 1) AL AR (0 (1, ) B0 Bty

Y (1, 0) At 2,9, €U, €) + VIO (4,2) Bl 2,0,€U,0) gy s

y:y(7—7213,21,22,5)

f o= ftz,y,Ue) : (1.72)

t =t(r,x, 21, 22,€)
y:y(TVI’ZlaZQ;E)
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Ck) c((’)“) . . —~ . (k)
© was included in D because we will use C(o) rather

where the term
than C®) in what follows. We now proceed in similar fashion to (1.46)—(1.47):
Define, for any matrix function M,

M(T,J}',Z]_,ZQ,’LU,E) = (121\(0))_1/2]/\4\(7',30,2'1,,22, (121\(0))_1/211),5)(2(0))_1/2,

(1.73)

where any arguments absent in M are also omitted from M. Next, we let
{T‘(j)(T, €, 21, 22)}3 1 be the normalized eigenvectors of C((;) (1,2, 21, 22) and let
R(,x, 21, 25) be the matrix whose columns are the 7(), and for any matrix-
valued function M define
M(r,z,w,¢e) = RT(T,II,Zl,ZQ)M(T,JL‘,Zl,22,RT’LU,EI)R(T,J?,Zl,ZQ),
(1.74)

where any arguments not present in M are omitted from M as well. In slightly
different fashion than (1.48), define

F(r,z,w,¢e) = RT(A(O))—%{f(T 2, 40)) " R w, e)

p(T.x.21,22,€)

=+ (A\(T7 €, s(A\(O))iéRva E)a‘l’ [P(T, Ly 215 22, 8)(‘;1\(0))7%}%] (175)
+ B(r,2,2(A0)) "} R w,&)0lp(r, 2,21, 72,2) (A0) 2] Jw ),

where p(T x, zl, z9,€) is a scalar function to be chosen later. Its purpose is to

make p(A(o)) z R independent of (21, z5), because otherwise we would need to
add to F the terms

_1 1
ngT< 0) 2C(0)8 [o(A (0)) ? Rlw, (1.76)
which would make the estimates non-uniform in e.

Large operator. Define

L:=(52)0: +(§§) 0,

2 — (). © (1.77)
P := L*-orthogonal projection onto null space of L = ( 2 ) .

0 (),

Theorem 1.7. Assume that A, B, C, and D are symmetric 2 X 2 matrices, that
D and f belong to C* for some s > 4, that A, B, and C belong to C**2, and
that the initial data ug belong to H®. Assume also that

A(t,z,y,eu,e) > ¢l for some positive constant ¢ (1.78)
and
| det C(t, 2, y)| > cmin > 0, (1.79)
that (1.60)—(1.61) hold, and that

A (A<O>C A{‘B))

<,\1 (A(O)C A(O)) >y <,\2 (A(20>c—1A(§0))>

=0. (1.80)
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Finally, assume that there exists a scalar function p(T,x, 21, z2) satisfying
0<ci <p(r,@,21,22) < ca (1.81)
such that

0., [p(T,x,Zl,ZQ)(A\(O)(T,fL',21,22))_%R(T,.’E721722)] =0, k=12
(1.82)

Then there exists a positive time Tynin such that the solution u(t,z,y) of
(1.13) with the initial data ug exists for 0 <t < Twin and satisfies

ult,z,y) = {Io(A0) " 2RIUO (r.3,21,20)}

‘ T =7(t,z,y,0)
2 =YW (t,2,y) — 7H(k)5(t7x)

H;—Tinin
(1.83)
where 7, u*), and Y*) are defined in (1.62), (1.58), and (1.57), respectively,
and the asymptotic profile U©) (1,2, 21, 22) is the unique solution of
0 0 (1)7 /(0 (2)74(0 —
PIUL + By + DY + Dig UL + Foy] =0,
£u® =o,
9 [1pT 1/27]
e . [;R (A)) / :HT:O'LLO(SC722)).
(1.84)

W) . [LRT( A \1/2
U0, x, 21, 20) = Uo(x, 21, 22) := (e [ () Hfouo(x’zl))>

Moreover, there exists a function U (T, x, z1, 22, €) and a positive Tmin such that

u(t,z,y) = {P(E(o))fl/zRu(T,% 21, 22,5)}‘7. =7(t,z,y,€) (1.85)

2k = Y(k) (t,l‘, y) _ M(k)a(t,x)
and

o nax U, 2z, 21, 22,€) — U (7,2, 21, 20) | o1 < Ke. (1.86)

In particular,

Hu(t,aay) - {p(A\(O))_l/QRU(O) (Tawal?ZQ)} T=7(t,2,y,0) HCO < Ke.

k
k=Y O (t,,9) - 2 L00)

Remark 1.8. 1. Aswill be shown in the proof of Theorem 1.7, condition (1.80)
ensures that the new time variable vanishes identically when the original
time variable does. Condition (1.80) is therefore analogous to [13, As-
sumption 2.3.1] that requires that some linear combination of the phases
vanish identically at time zero.
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2. As in Theorem 1.5, it would be possible to allow systems of size greater
than two in Theorem 1.7, provided that condition (1.49) plus a simi-
lar condition on the slow parts Y9) of the phases hold, with the same
coefficients a?) in both. However, in addition to the restrictions those
conditions impose, condition (1.82) would become more much more re-
strictive as the size of the system increases.

3. In all the theorems, the time of existence depends on the initial data only
through the norm in which it is assumed to be bounded.

The results for the PDEs (1.10), (1.11), (1.12), and (1.13) will be proven
in Sects. 2, 3, 4, and 5, respectively.

2. Scalar PDE with y-periodic coefficients

We begin by showing some properties of the transformation from y to Y. In
order that the result will also be applicable to system (1.13), (1.17) rather
than its normalized version (1.18) will be assumed.

Lemma 2.1. Assume that the coefficients a, b, and c in (1.10) are periodic with
period P in y and belong to Cy for some r > 1, and that a and |c| satisfy the
positivity conditions (1.9) and (1.17), respectively. Then there exists a positive
time T such that the following hold for 0 <t < T':

1. The transformation of the independent variables y — Y defined by (1.20)
is C", has a C" inverse Y — y(t,x,Y), and satisfies

Y(t,z,y+P)=Y(t,z,y)+ P, y(t,x,Y + P)=y(t,z,Y)+ P. (2.1)

2. For any function g(t,x,y,v) that is periodic with period P in y, the func-
tion g defined in (1.22) satisfies

:(]\(T,(E,Y—i-P,’U) E:(]\(T,l',}/,’l)), (22)
i.e., g is periodic in'Y with period P.

Proof. The claimed smoothness of Y (¢, z,y) follows from its definition and the
assumed smoothness of the coefficients a, b, and ¢ together with the assumed
positivity of |¢|. The definitions (1.20) of Y and (1.19) of u together with the
assumed positivity of a and |c| ensure that Y, (0,z,y) > k > 0, because (1.19)
implies that p; has the same sign as ¢ at time zero. The PDE satisfied by pu
together with the assumed smoothness and boundedness of the coefficients a,
b, and ¢ then ensure that there exists a positive T such that Y, (¢, z,y) > g for
0 <t <T.Hence Y (t x,vy) is invertible with respect to y in that time interval,
and the smoothness of its inverse y(¢,z,Y") follows from the smoothness of
Y (t,z,y) together with the positivity of Y.

Integrating the equation for Y} in (1.20) from y to y + P and using the
PDE (1.19) for p yields

a b
€0) /, €0) /,,
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which is the first identity in (2.1). Applying y(¢, z,-) to both sides of the first
identity in (2.1) yields y(t, z, Y (t, x,y)+P) = y(t,z,Y (t,z,y+P)) = y+P, and
substituting y = y(¢,z,Y") into the far right and far left of that result shows
that the second identity in (2.1) also holds. In particular, for any function
g(t, z,y,v) that is periodic with period P in y, the function g(7, z,Y, v) defined
n (1.22) satisfies

g(T7 :L‘7Y + P’ U) = g(T7$7y(t<T7 x)’x7 Y + P)’ U) = g(T7 x’y(t(T’ '/I;)’ x,Y) + P’ U)
= g(T,{E,y(t(ﬂ x)vxa Y)vv) = g(Taxv va)

which shows that (2.2) holds, since the transformation from ¢ to 7 only involves
the variables ¢ and x and so does not affect periodicity with respect to Y. [

Proof of Theorem 1.1. Differentiating the first identity in (2.1) with respect
t %i\yHerP = ‘Z};, ie., %—Y is periodic in y. Hence 8—Y defined
as in (1.22) is periodic in Y by (2.2), and the same holds for 2 o d 8Y
Next, the positivity of a and the C'} bound for ¢ imply a pomtlve lower
bound for the coefficient <%> of p; in (1.19). Hence the PDE and initial
Y

condition there imply that for sufficiently small times the transformation from ¢
and z to 7 := u(t, x) and z is invertible, and in view of the assumed smoothness
of the coefficients both p(t,z) and its inverse function ¢(, x) belong to C**1.

We now calculate that the function u defined by (1.31) will satisfy (1.10)
provided that U(r, z, z,n) satisfies the PDE

A(t(T,l‘),ZC7y(t,$,Z+’I’]),EU,8) [U + lU ] +b( (t X, Z+7]) EU,E)UQ;
+ D(t, 2, y(t, 2,2 +n),U,e)U. + f(t,z,y(t,z, 2 +n),U,e) =0,
(2.4)

to x shows tha

where A and D are defined in (1.23)—(1.24). The initial data for U is
U(0,2,2,m) = u’(z,y(0, 2, 2)). (2.5)

The positivity of a, together with the PDE and initial condition satisfied by
1 and the fact that a depends on U only through ¢U imply that A is positive
up to some positive time 7" independent of €. Hence we can divide (2.4) by A
to obtain a PDE in which both the time derivative and the large term have
constant coefficients. Standard C° estimates along characteristics, similar to
those in [12, Sect. 6.2], then show that U and its spatial derivatives through
order s are uniformly bounded up to some time independent of €. Moreover,
since the initial data is independent of 7, U, is uniformly bounded initially,
and then similar estimates show that U, is uniformly bounded in C*~!. Stan-
dard results for singular limits [22, Theorem 2.1, Theorem 2.3, Corollary 2.4],
adapted to C° spaces rather than the standard H® spaces, therefore yield the
convergence of U to a limit that is independent of 7 and satisfies the limit
PDE obtained by averaging over 1 the PDE obtained by dividing (2.4) by A,
thereby eliminating the large term, and taking the limit of the result as ¢ — 0.
Since shifting the independent variable preserves averages over that variable,
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for any function @

(Q(z+n)), =(QY))y. (2.6)
In addition, the standard results just cited show that under the extra smooth-
ness assumption the solution exists for as long as the limit exists and converges
at the rate O(e) to that limit. Translating those results back from U to u yields
the conclusions of the theorem. O

3. Scalar parabolic PDE
Define
G(t7 x, U7 5) = g(ta z, U’ 5)7 H(t7 x,u, E) = h(tu z, U’ 5) - 2g(t7 x, U7 E)Nz
(3.1)

We look for a solution u having the form (1.39), where u is the unique solution
of (1.33) and U (¢, z, z,&) will be the solution of

=e?G(t,2,U,e)Upp +eH(t,2,U, &)Uy, + K(t,x,2,6)U..
satisfying U (0, z, z,€) = uo(x, z), where D and K were defined in (1.34), (1.35).

(3.2)

Proof of Theorem 1.3. Plugging (1.39) into (1.11) yields

0=al, +bU, +dU, + f — e®gU,y — ehU,. — kU...

U
- ?Z (@Mt + b,ucv - C) - gMiUzz - szUzz +eg [szUz + 2/1Jwaz] .

which by the definitions of p in (1.33), of D in (1.34), and of G and H in (3.1),
and K in (1.35) reduces to (3.2). This shows that if p satisfies (1.33) and U
satisfies (3.2) then the function u defined by (1.39) satisfies (1.11).

Since equation (1.33) is linear, the solution u belongs to C’%“ for all time.
Note also that p does not depend on e. Hence the coefficients of (3.2) belong
to C'%. Moreover, equation (3.2) for U is nonuniformly parabolic in the sense
used in [25], i.e., for all real o and (3 and all values of the arguments (¢, z, U, ),

e20?G(t,x,U,e) +eafBH(t,z,U,e) + f2K(t,z,U,¢)
= (ea— Bug)’ g(t, x,U,€) + (e — Bug) Bh(t, z,U,e) + B2k(t,z,U,e) >0

where the inequality in the right hand-side follows from the parabolicity as-
sumption (1.36) with & = eav — Bu,, and § = (. In particular, taking a equal
to zero shows that

K(t,xz,U) > 0. (3.3)
The assumptions of Theorem 1.3 imply that the conditions of [25, Theorem
4.1] hold, so by that theorem there exists a unique solution U of (3.2) having an
H? bound on some time interval [0, T]. Since the coefficients in (3.2) depend

smoothly on e, that bound and time of existence are independent of € for
0<e<eg.
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Hence the right hand-side of (1.39) exists for at least a time independent
of € and satisfies (1.11) with initial data ug. Since [25, Theorem 4.1] can also
be applied to (1.11) for fixed € and that theorem includes a uniqueness result,
the identity (1.39) must hold.

Similarly, in view of (3.3), the PDE (1.37) also satisfies the assumptions
of [25, Theorem 4.1], so under the additional assumptions of the theorem
the solution U@ of that equation exists and belongs to H® on some time
interval [0, 7).

To prove the error estimate, note that the corrector U1 =
fies

a(t,x,eU, E)Ut(l)—i-b(t,x,aU, UM +D(t,z,U, E)Uz(l)+f(
—2G(t,x,U,e)UY) —eH(t,z,U, 5)U(1) — K(t,z,U &)U
=R:=-6aU" 60U —6DU® —5f+GUW + HUW + 6K UY

zz )

(3.4)

where for any function M the coefficient 6 M is defined to be . The
coefficients D, f, and K involve U not multiplied by e, neither directly mul-
tiplying the argument U nor multiplying the entire function. Hence § M with
M € {D, f, K} include terms of the form 2 {-2.U:2)= M(t’z’U(O)’O), which in view
of the fact that U = U® 4 U™ can be written as

M (t,z,U,e)—M(t,x,U® 0) _ M(t,3,U.e)=M(t,2,U,0) T M (t,z,U,0)—M (t,z,U® 0)

€ € €

1
_ Mltae)-M(taU0) | é/ A L(t 2, U 4 esUM ,0) ds
0

(0) .
U satis-

t,2,U,e)— f(o) (t,z,U®)
£

M—M o)

(3.5)

€

1
_ M(taUe)=M(taU0) | [/ My (2, U® + esU™,0) ds] 3
0

€

1
= Mo Ue)-M(2U0 { / My (t,z, (1 —s)U + sU,0) ds} U,
0

After subtracting M(t.2.U0=M(t2.0%0) o R on the right side of (3.4) and

€
subtracting the equivalent expression {fol My (t,x, (1 — S)U(O) +sU) ds} U
from the left side of that equation, the left side of the modified equation is
linear in UM and the modified R contains no explicit dependence on U™
but only on U and U(®. Moreover the assumed smoothness of the coefficients
together with the fact that U and U(?) belong to H?, plus estimates like that in
(3.5) but without needing to express U in terms of U®) and U("), ensure that

the modified R is bounded in H*~2 by a constant independent of ¢. Since U1
u-u©® U

equals Lt certainly exists and belongs to H* on [0, min(7, 7(®))], and the
coefﬁments of the equation it satisfies belong to C*~2, while the inhomogeneous
term that belongs to H*~2. Hence we can apply [25, Theorem 2.7] with s
replaced by s — 2 to obtain a uniform bound for U"). Moreover, since (3.4) is
linear in UM, that bound holds on [0, min(T, T(®))], which yields (1.40) and
hence also (1.38). O
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4. Symmetric hyperbolic system

Proof of Theorem 1.5. The conditions on the fast phases p¥) in (1.41) and
(1.50) together with assumption (1.43) and the boundedness of the coefficients
of (1.12) ensure that the variable 7 defined by (1.44) satisfies

7(0,2) =0, 0<co <7(0,2) <cp <o0. (4.1)

Hence there is a positive T7 such that the change of variables (¢t,z) — (7, )
is one to one for 0 < ¢t < T} and a positive Tl such that its inverse t(7,x) is
defined and one to one for 0 < 7 < Tj. Moreover, (1.42)~(1.43) plus (1.52)
ensure that g(o) |t:0 > cl for some positive ¢, which by the smoothness of A
ensures that that condition continues to hold up to some positive time with a
possibly smaller yet still positive constant.

We look for solutions having the form

u(t, z,€) = U(r(t,z), 0,y — L202) 1y 1Ba) o) (4.2)

Substituting (4.2) into (1.12) shows that u will satisfy (1.12) provided that
U(r,x, z1, 22, €) satisfies

A\(T,w,EU,E)UT + E(T,x,EU, e)U, +1 (6(1)(7, x)U,, + 6‘(2)(T,x)UZ2)

R \ R (4.3)
+ DY (7, 2,U, &)U, + D (r,2,U,e)U., + f(r,2,U,e) =0,

where the ™ coefficients are defined in (1.45).
The first simple yet key observation is that by construction

6(2) - 6(1) = A\(O) (44)
Applying (g(o))*l/z on both the left and right of both sides of (4.4) yields
c® _cM =, (4.5)

where the ~ coefficients are defined in (1.46). Equation (4.5) implies that
the eigenvectors () (r,z) of C() defined after (1.46) are also eigenvectors
of C®, Also, since the matrix CcO is symmetric, the set of its orthonormal
eigenvectors ) (1, 2) forms a basis, and hence the matrix R whose columns
equal those eigenvectors is an orthogonal matrix.

The second simple key observation is that not only does det CW@ =0 for
j = 1,2 hold on account of the definition of the x(), but more generally the
assumption (1.49) implies that

det(aWCW 4 (1 —a))CP) =0, for all j. (4.6)

After relabeling if necessary, and allowing repeated solutions p/) of (1.41) and
all) of (1.49), the eigenvectors r) are the null eigenvectors of the matrices
appearing inside the determinant in (4.6). Combining the resulting equation

QW)W 4 (1 - a(j)ﬁ@)} @) — 0 (4.7)
with (4.5) shows that
CWr) = (W) 1)), @) = o)1), (4.8)
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The identities (4.8) together with the constancy of the al) ensure that the
multiplicity of each eigenvalue of the C@) is constant for sufficiently small
times, and hence that the U)(,2) can be chosen to be as smooth as the
matrices C9). Hence the matrices A, B, CY and D, and the vector F defined
in (1.47)—(1.48) also belong to C*. Moreover, the identities (4.8) then imply
that

cW = diag(a?) - 1), C? = diag(a?)). (4.9)
Hence, upon substituting
U= (Aw) ?RU (4.10)
into (4.3) and multiplying the result by RT(A\(O))_l/Q we obtain that U satisfies
Al + BU, + Leu + DU, + DB, + F =0, (4.11)
where
L£:=cWa,, +cPa,,. (4.12)

Formulas (1.46) and (1.47) together with the orthogonality of the matrix R
ensure that

Aoy =1, (4.13)

while substituting (4.9) into (4.12) shows that definition (4.12) agrees with the
previous definition (1.51) of £; in particular, £ has constant coefficients.

We now discuss the initial data Uy for the system (4.11). The condition
that Uy correspond to the initial data ug(x,y) of the original system (1.12) is

UO(xa Y, y) = [RT(A(O))l/Q] |7.:0 uO(xv y) (414)
The third and final key observation is that the non-uniqueness of U, arising
from the two occurrences of y on the left side of (4.14) can be utilized to make
Uy satisty

[:Z/{o (.13, 21, 2’2) = O, (415)
which will ensure that
U0, 2, 21, 22) || gs—1 < C with C' independent of e. (4.16)

Formula (1.51) implies that in order to obtain (4.15) the first component of
U should be independent of zo, its second component should not depend on
z1, and in general component j should depend on z; and z; only via the
combination a?)z; + (1 — a¥))z,. Hence, by construction, the formula for U
in (1.54) satisfies both (4.14) and (4.15).

Although the matrix A multiplying the time derivatives in (4.11) depends
in general on 7 and x as well as el, the fact that Ay = I together with the
smoothness of the dependence of A on its arguments ensures that A, and
A, are O(e), just as VyA = O(e). Together with the fact that the large
operator has constant coefficients, this implies that for some positive time T5
standard energy estimates for the system (4.11) yield an H® bound for ||U|| g-
that is uniform in e, as in the classical theorem [18, Theorem 2.3] for singular
limits that assumes that A depends only on eU. Furthermore, the uniform
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bound (4.16) on the initial value of I, implies, again as in the classical case, a
uniform bound for the H*~! norm of U4, on the same time interval. The proof
of the convergence result for the classical case [18, Theorem 2.3 and comments
in proof]), [21, Theorem 2] remains valid when the the limit is given in the
form (1.54) even without the assumption [21, (2.7)] on the rank of the large
operator. This shows that as € — 0, U converges in H" for r < s to the unique
solution of the initial-value problem (1.54). As in the proof of Theorem 1.1,
[22, Corollary 2.4] shows that the rate of convergence is O(g), i.e. (1.56) holds.
Transforming back to the original variables yields (1.53). O

5. Special 2 X 2 systems with y-dependence
Proof of Theorem 1.7. The uniform positivity of A together with the uni-

form invertibility of C' ensures that the eigenvalues of A C’ 1A (0) are bounded
away from zero. The continuity of those eigenvalues together w1th (1.60) there-
fore ensures that

M (A(fo)c 1A(20)

and [N (A5 071 AG) — da(45,07 1A(0))}

)|t 0’ >‘ (A(ZO)O 1A(ZO))|t 0’

(0)

each have a fixed sign. In turn, this ensures that the averages of y of those
eigenvalues and of their difference have the same fixed signs as before averaging,
and are bounded away from zero. We can therefore replace some or all of the
expressions in (1.61) by their averages and that result will still hold. Using this
fact we will prove the claims made during the presentation of the definitions
used in the theorem, namely that 7 is invertible with respect to the variable ¢,
that @ is invertible with respect to y, and that X(O) is positive definite at
time zero. In addition, we will show that 7 is identically zero when ¢ = 0. In
particular, we will show that up to some positive time

RN RN (R o S 1 W TLCOR, W GO W,

Cs—1 < 027
(5.1)

which by the definition (1.62) of 7 implies the desired invertibility of 7.
The null initial condition for u*) in (1.58) together with the smoothness

of the coefficients in the PDE for ;1 there ensure that #— remains bounded as
t — 0 and satisfies
1 1

lim w ,U(k) 0,z) =
K <>\k(CflA(0)’t:0)> <)\/c (A c- A(O)‘t 0)>

)

(5.2)

where we have used the fact that matrices that are similar have the same
eigenvalues. In particular, the eigenvalues of CflA(0)| 1—o are real, bounded,
and bounded away from zero, and by (1.60) and the discussion above their
difference and the difference of their averages is at least a fixed constant. In
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particular, ,ugk) (0, z) is bounded and bounded away from zero. Since real eigen-
values of a 2 x 2 matrix with real coefficients can become complex only after
they coalesce, condition (1.60) then ensures that up to some time independent
of € the eigenvalues of the matrix appearing on the right sides of (1.57)—(1.58)
are distinct and real, even though that matrix is not necessarily conjugate
to a symmetric matrix for ¢t # 0. The smoothness of the coefficient matrices
together with (5.2) then ensures that the bounds on x4 and Y in the second in-
equality in (5.1) hold. Moreover, once @, is shown to be bounded and bounded
away from zero the bounds in (5.1) for ) will also hold. Moreover, by (1.60)
plus the discussion above and the smoothness of u, (5.2) implies that the first
inequality in (5.1) holds.

Substituting (5.2) into (1.57) and using once more the initial condition
satisfied by u&k) shows that

b ooiad
Ak(Aﬁo)C A§O))

<>‘k (a6, 0-148)) >y o

Substituting (5.2)—(5.3) into the definition (1.64) of @ and using the assump-
tions (1.52), (1.79), (1.60), and the C'% bounds on the coefficient matrices A
and C shows that @) remains bounded as ¢t — 0 and

lim Q, (t,2,y) = i (0,0)” (0,2) [Ma(CT Ag)] ) = M(CT A, _y)]

k —
Y90, 2,y) = (53)

A2 (Al CTHAR)) = M (AR CTHAR) (5.4)

<A1 (A(%o)c_lA(%o)»y <A2 (A(%O)O_IA(%O))>@/

which by (1.61) plus the discussion above is bounded from below by a positive
constant. The smoothness of p and the coefficient matrices A and C together
with (5.2) implies that Q, is C*, so @), is positive, and hence @ is invertible
with respect to y, at least up to some positive time, and Q! will be C* up to
that time. As noted above, this implies the estimates for ) in (5.1).

To show that 7(0,z,y,e) = 0, subtract (5.3) with £k = 1 from the same
equation with k£ = 2 to obtain

t=0

1 1 1 1

A2 (A2 C71A2 A (A2 Cc7rA2
YO (0,2,9) ~ YO0, 2,y) = 2200 A0)  nlagoag)
<’\2( 0C 7 AR >y <’\1(A(20>071A<2o> >y o

which by assumption (1.80) is identically zero. Integrating (5.5) with respect
to y and using the second condition in (1.57) or its alternative (1.59) then
yields YV (0, z,y) — Y?(0,z,y) = 0. Hence, in view of the initial condition
¥ (0,2) = 0 from (1.58), and the definition (1.62) of 7, 7(0,2,y,¢) is in-
deed identically zero. In addition, the first estimate in (5.1) together with the
definition of 7 implies that 7 > 0 when ¢ > 0.

We next show that A\(o) is positive definite at time zero, and hence also up
to some positive time. Using once more the fact that the initial condition for u
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from (1.58) implies that u&’“) (0,z) = 0 together with the formulas (5.2)—(5.3)
for the initial values of ,ugk) and Yy(k) yields the formula
1

(0)’

Awy(0,,21,22,€) = [(Aby - </\i> }A(O) + [“2 a

where M := { . o 1>y} + {</<\22>y B <>/\\11> }

w\»—A I—J

M\»—A

O

(5.6)
in which \; denotes Ay (A(O)C A ) Since the matrix AO_%CAO_% appearing
in the last line of (5.6) is the inverse of Ay (A(O)C 1A(O)) the eigenvalues of
the matrix M appearing in (5.6) are

i e

1 1 Az), ALy _

[Oq)y - ()\2>y} + by , k=12,

which reduce to
)\2 — )\1 /\2 - )\1
—_ and 5.7
A1 ()\2>y ()\1> Ao (5.7)

The normalization (1.61), together with the fact shown above that any of the
expressions in that inequality may be replaced by their averages, ensures that
both eigenvalues of the symmetric matrix M are positive, and hence that ma-
trix is positive definite. Since Aq) is also positive definite by assumption (1.52),

(5.6) shows that /Al(o) is positive definite at time zero, and hence also up to
some positive time.

We now turn to analyzing the matrices C((g)) and C((g)) Substituting (1.57)

into the definition of C®) in (1.72), using definition (1.73), and pulling out a
factor of ugk)C’ from the result yields

Cly) = uPc{r(e a0 + 1 <k>0 'B) - [C” A<o>+“<k>0 "B }
(5.8)

which shows that the matrices 5((5)), and hence also the matrices C~'((§)), are

singular, i.e., there exist vectors r(k)(T x, 21, 22) such that

k
Cloyr® = 0. (5.9)
In similar fashion to (4.4)—(4.5), the identities
A2 AL @ ~(2) A0
C(O) - C(O) = A(O) and C(O) C(O) =17 (510)

hold by construction. Multiplying the second identity in (5.10) by r) on the
right and using (5.9) yields

5(%)7“(1) =, CN'(%))T(Q) = —r®, (5.11)

Hence both %) are eigenvectors of 5((3)) , S0 their definition here is consistent
with their definition before the statement of the theorem. Moreover, (5.9) and
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(5.11) show that the eigenvalues of 5((3)) are distinct, so the 7U) are as smooth

as CN'(%)), namely C®. Since 5'%) is symmetric the vectors are orthogonal, so
after normalizing them to have length one the matrix R whose columns are
the () is orthogonal, i.e.,

RIR=1. (5.12)
Moreover, (5.9)-(5.12) imply that
1)):(8—01)’ C((g)):(ég)7 Aoy =1. (5.13)

which are the analogues of (4.9) and (4.13).
We look for solutions of (1.13) having the form

ult,z,y) = U(r(t,2,y,8), 2, YO (t,2,y) — L2 y @ g g gy — 6200 o
(5.14)

Substituting (5.14) into (1.13) and using the definitions (1.62) and (1.72) shows
that u defined by (5.14) will satisfy (1.13) provided that U satisfies

A\(T,x, 21, 22,eU,)U, + E(T, x, 21, 22,eU0,e)U,

+ % 5((3)) (7—7 T, z1, 22)Uzl + 6((3)) (Ta Zz,z1, 22)U22:|

~ N (5.15)
+ D7, 2, 21, 20, U, €)U,, + DA (7,2, 21, 25, U, €)Us,
+ f(T,l', 21,22, Ua 5) =0.
Making the change of variables
U= pﬁ(*oﬁ/zRu, (5.16)

~ 1
multiplying the resulting equation by %RTA@;, and using assumption (1.82)
yields the system (4.11), where (4.12) and (4.13) again hold, but now the
coefficients A, B, D and F depend on z; and 25 in addition to 7 and x, and,
by (5.13),

L=(82)0,+(58) 0. (5.17)

Since assumption (1.82) has eliminated the bad terms (1.76) that would other-
wise be present in (4.11) for system (1.13), the remainder of the proof is then
the same as for the case of coefficients independent of y given in Sect. 4, with
one minor exception: Since the function 7(t,z,y,¢) = pM(t, ) — p@ (¢, 2) +
e[V (t,z,y)—Y D (t,2,y)] defined in (1.62) is C*, we have replaced 7(t, z,y, €)
by 7(t, x,y,0) in the estimates (1.83) and (1.56) so as to make the only depen-
dence on ¢ in the profile appear in the phases, because the error induced by
that replacement has the same size O(e) as the error of those estimates. [
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6. Counterexamples and examples

6.1. Nonuniform existence of solutions to (1.10)

Since the coefficient a of u; is always assumed to be positive, it is always
possible to divide the scalar PDE (1.10) by that coefficient, which replaces the
coefficients b and ¢ by 3 and £. When looking for counterexamples it therefore
suffices to consider the coefficients b and c¢. We begin with two preliminary
examples for equations with stronger dependence on the dependent variable
than is allowed in (1.10); the first example is classical.

Ezample 6.1. (c depends on u) In the standard example u; + c:) uy = 0 with
initial data ug for which ¢'(ug)u(, takes O(1) negative values, the y-derivative
of the solution blows up in finite time, and more specifically at a time O(g)
since the small parameter can be scaled into the time.

Ezample 6.2. (b depends on u) Since b is not multiplied by é in (1.4), the
scaling argument of Example 6.1 is not applicable. Moreover, classical singular
limit theory obtains uniform existence when b depends on w assuming that ¢
is independent of x. We therefore let b be a bounded positive function of u
whose first derivative is nonzero at some point and let ¢ be a bounded function
of & whose first derivative is nonzero at some point. In similar fashion to [16,
(3.5)], solving the characteristic equations for the PDE

up + b(u)uy + @uy =0 (6.1)
shows that solutions of the initial-value problem for that PDE can be written
in the implicit form

u = ug(z — b(u)t,y — W), where O/ = c. (6.2)

Proceeding as in that reference by taking the y derivative of (6.2) and solving
the result for u, yields the formula

_ (uo)y )
1= th () (1t0)s — 2SI C() — Ol — b(u)t) — el — blu)t)b(u)]
(6.3)

The Taylor expansion formula for C(z) around the point = — b(u)t shows
that the expression C(z) — C(z — b(u)t) — c(z — b(u)t)b(u)t equals 3¢/ (z —
0b(u)t)b(u)?t? for some 6 € (0,1). Hence if &' (ug(z,y))(uo(z,y))yc (z) > 0 at
some point then (6.3) implies that |u,| will become infinite at some point at
a time of order O(y/¢). Note that the more subtle mechanism of blow up as
compared to Example 6.1 manifests itself in the blowup being less rapid than
in that example. A similar calculation shows that u, will also become infinite.

Moreover, estimates for u, u,, and \/eu, along characteristics, with time
rescaled by t = /27, show that solutions of the equation obtained from the
prototypical PDE (1.4) by replacing b there with b(¢, x,u) exist for at least a
time O(y/€). Similar estimates are presented in detail in Example 6.3. Hence
the blowup time obtained for equations in which b depends on u is sharp.
Note that the scaling used to obtain that lower bound on the existence time

Uy
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is different than the scaling from [12, Proposition 6.1.1] mentioned in the in-
troduction.

Ezample 6.3. (b depends on y, and ¢ vanishes somewhere) Consider the PDE

ur +b(y)ue + Luy, + d(u)u, =0, (6.4)

g

which is a special case of (1.10). Of course, in order for Theorem 1.1 to not
apply, the coeflicients must fail to satisfy at least one of the hypotheses of that
theorem. The construction here depends on ¢ vanishing at some point, which
violates assumption (1.17). The fast blowup of solutions will now require that
three coefficients depend on particular variables, and the blowup time will be
even less rapid, albeit only slightly, than in Example 6.2. For Eq. (6.4) it is not
possible to solve the characteristic ODEs even to obtain an implicit formula
for the solution like (6.2), except in the special case when b(y) = k1y and
c(x) = kox. Nevertheless, it is still possible to derive ODEs for u, and u, and
use them to prove that under certain conditions the time of breakdown tends
to zero with €, in similar fashion to the calculations in [16, pp. 35-36] for the
case of an equation in one spatial dimension not containing a parameter ¢.
Taking the x or y derivative of (6.4) and defining the directional derivative
along characteristics Dyv := v; + bv, + v, + dv, yields the system

Dy, = fc,(I)uy — d' (u)uguy,, Dyuy = =V (Y)uy — d' (u)u?.  (6.5)

€ Yy

We consider here the case when there exist ., y., and u, such that ¢(z,) =0,
b(y.) = 0, and d(u.) = 0 while ¢/(z,) < 0, ¥'(y«) < 0 and d'(u.) < 0, and
take smooth bounded initial data wug such that (ug)y(zs,y«) > 0. Then the
characteristic through the point (z.,y«, ux) remains at that point for all time.
Define

= Uy (L, Ty Ys ) (6.6)

P(t) = Veug (t, 7., ys) and Q)
6.5) becomes

then on the characteristic through (., y., us) (

d / d ’
Yo _ @) _ gy &~ V) p 2
gP=— 7 @-dw)PQ, S Q=-"7P-dw)Q" (67)

In terms of the eigenmodes

Ry :=Q+ \/gfgjp, (6.8)

of the linear part of the system (6.7), that system becomes

d b (ys)c! (x4 —d (uy —R_
Ry = £V ety 4 el p, (6.9)

Since Q(0) > 0 by assumption and P(0) = O(y/¢), for sufficiently small e, we
have Ry (0) > 0. Hence the ODEs (6.9) imply that
d

n ' (Zx d ' (ys ) (T
SR> JVCEIR, and SR < -Vl R

dt
(6.10)

at least until Ry > % for a certain positive §, which happens after a time
T = O(y/2In 1). The differential inequality for R_ in (6.10) implies that R_ =
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O(y/¢) at that time. This implies via (6.8) that both P and @ are positive and
at least ﬁ at time T'. The ODEs (6.7) then imply that both P and @ remain
positive at later times, so the ODE for @) there implies that

d
40> - w)Q” (6.11)
Since Q(T) > %=, (6.11) implies that Q becomes infinite at a time T, =

ﬁa
T+ 0(VE) = O(vEIn 1).

6.2. Boundary layers in solution to (1.10) when ¢ = 0

Ezample 6.4. (Boundary layer in solution to (1.10)) The assumption (1.17)
for Theorem 1.1 requires that the coefficient ¢ of the large term in (1.10) be
bounded away from zero. Example 6.3 showed that when that assumption
does not hold and in addition the coefficient b depends on y then the time
of existence of the solution may tend to zero with e. We now show that even
when the coefficients a, b, and ¢ are independent of y the vanishing of the
coefficient ¢ may change the asymptotics of the solution from those given in
Theorem 1.1. Specifically, boundary layers can appear.

We first note that uniform existence can be proven for solutions of the
special case

a(t, z, eu)u + b(t, z, cu)u, + %c(t, T)uy +d(t, z, y, w)uy + f(t,x,y,u) =0
(6.12)

of (1.10), assuming only that the coefficients belong to C! and a satisfies (1.9).
This can be shown via a slight extension of the method of [12, Propositions
6.1.1-6.1.3], using the method of characteristics and the e-weighted C' norm
|lu|lco + ||ty co +¢l|ug]|co, because dynamic estimates for those norms are ob-
tained with coefficients that are bounded in €. Similar estimates are presented
in detail in Sect.6.4 for the case when the coefficients do depend on y but ¢
does not vanish, except that the estimate for u, there is obtained by solving
the PDE for that expression rather than dynamically.
Now specialize further to the equation
up + c(z)uy =k+ f(y), (6.13)

€

where f is assumed to be periodic in y, as in Theorem 1.1, and can be nor-
malized to have mean zero by adjusting k. When ¢(z) is bounded away from
zero as required by (1.17) then Theorem 1.1 shows that the asymptotics of the
solution having initial data wuy(z,y) are

u(t,z,y) = U (e(@)t 2,y — “2) + 0(e), (6.14)

€

where U satisfies
c(x)UO) =k, U©(0,z,2) = ug(z, 2). (6.15)
Dividing (6.15) by ¢(x) and solving the result yields

UO (7, x,2) = up(x, 2) + kG (6.16)
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and substituting this back into (6.14) yields
ult,z,y) = uo(z,y — <) + kt + O(e). (6.17)

We now compare the asymptotic solution (6.17) of (6.13) predicted by Theo-
rem 1.1 with the exact solution of that equation obtained by the method of
characteristics, namely

_ _c(z)t
u(t,z,y)=u’(z,y— C(w)t)—l-ktﬂ—e%, where F(y /f ) ds.
(6.18)

When ¢(x) is bounded away from zero then the final term on the right side of
the equation in (6.18) is of size O(e) everywhere, in accordance with (6.17).
However, the identity

F(y) F(y—<2lt) e L d c(z)t !
T:—cm/o oW —s= )dS:—t/O f(y

shows that if ¢(z) vanishes at one or more points then for ¢ > 0 the final term
on the right side of the equation in (6.18) will be of order one in regions where
c(x) = O(e), and hence the leading asymptotics will be different than (6.17).
In other words, a boundary layer appears.

6.3. Examples and comparison to geometric optics

Ezample 6.5. (2 x 2 system and a 3 x 3 variant) Counsider the system

(Z)f " (b((;:) " )> <§f) +1 (C(g” ) _co(x)) <Z)y —0,  (6.19)

where ¢(z) > 0 and b(x) is not identically zero. For system (6.19), Eq. (1.41)
for the fast phases p becomes

_ —p +c(x) —b(@)p, _
0 = det ( b - — c(z)) , w(0,2) =0 (6.20)

which yields the equations
pe = £/e@)? + i2b@?,  p(0,x) =0 (6.21)

for the fast phases p. Although the solutions of (6.21) generally cannot be
determined explicitly, if p is a solution then so is —u. Hence formula (1.44)
becomes 7 = 2u(t, ), and the ansatz (4.2) takes form

()- (pomenmr el

v Veut,z),z,y — (tf) y + Loy

Substituting (6.22) into (6.19) and defining z; =y — M and zg =y + “(t 2)
yields the system
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(. "5 (V) 6" (7).

(Gt 52 0), (o ) ),

(6.23)
Using the formulas
a+e>0, ac—b>>0 =
1 Vac—b%+a
ab)? o \/2\/(10 b2+a+tc \/2\/ac b2+a+c
bec - Vac—b2+c )
\/2\/ac b2+a-+tc \/2\/ac b2+4a-+c (624)
1 (\/ ac—b2+c)\/ 2vVac—b2+a+c _ b
ab\ ? _ a(vVac—bZ+2¢)+cv/ac—b2—2b2 Vac—2\/2vac— 2 tate
bc _ b (\/ac—b2+a) V 2Vac—b2+a+c
Vac—b2\/2vac—bt2 tate a(Vac—b2+2c)+evac—b2—2b?
yields
1
2p 2b(x)pe\ * _ (a B
(e, S50) "= (5 (6:25)
with
o= (MH‘\/M? b(z)2p 2)3/2 A te(w)
' 2ut(m+\/m b(z)?p 2) 2b(x)? 3 2e(e) (6.26)
Bi=— b(2) o _ b(x) pa

2/ 13 —b(x)2 2 \/\/u%b(x)%iﬂu C 2e(@)y/pete(a)’

where the second forms of o and § are obtained by using (6.21). Calculations

show that
(50) (St 75) (52) = 6.5)

(o) (o 5) (52) = 60):

Hence the matrix R of eigenvectors is simply the identity matrix for this sys-

tem. The change of variables (4.10) is therefore ({) = (g 2) (§), and making

and

that substitution yields the system

)2 1 L
u\ (SR s ) (U
Y b @2 | \ Y
t 2¢(x)? 2¢(z)? z
00 u i 10\ (U
0-1 % o 00/ \V -

+

m =

GE)-6)

(6.27)
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where

_ b(@) (ke (2b(2) ¢! () —c(@)b (2)) —b(x)c(@) paa )
- 4c(x)3

§im s [e(w) (e — ¢ (@) — 26 () + b))
+ 2¢(2)? (b(2)b (2) o + b(2)* po prawe — 2¢/(2) e + s )
— () (3b(x)?¢ (2) 3 — 2b(2)b () i prr — 20(2)? s o
+5¢ (@) + b(x)* 1 prea — 1 )]

(6.28)
We take the initial conditions to be

Goram) - () = amoant (303]). oo

which satisfy
o) @) (@) ]-0)

in accordance with (4.15). Specializing (1.54) to system (6.19) shows that as
€ — 0 the solutions of (6.27) tend to the unique solution of

U =0=v0,

) zZ1

(0) _ b(@)2pa 74(0) | bl < (0) > (0) (o)> _
U — it U + 5 (V) +6 (V) —o,

Z2

VO 1 0 (U) = Bk VO 5 (u®) VO =0,

21

u(0)|t:0 =Uy, V O)It:o =W,
(6.30)

and the solution of the original system (6.19) is asymptotic to (g g) times
that limit, with

(1,21, 22) evaluated at (2u(t, x),y — ”(t 2) gy ulr )) (6.31)

The connection between the results here for systems of the form (1.12)
and the geometric optics theorem of [13] can be seen by making the change of
variables y = £ in (6.19). This transforms (6.19) into

(Z)t + (b&) b(g)> (Z)I 4 (c(oz) Co(x)> (z)g =0, (6.32)

o (z,2)
vo(z, %)
[13, Remark 2.3.3], the geometric optics phases are yFu(t,x). Since system
(6.32) together with its initial data is equivalent to the original system and
initial data, the asymptotics of the solution are the same except that y is
replaced by % in (6.31). The same transformation and resulting translation of
the asymptotics to the geometric optics framework holds for all systems of the
form (1.12). As noted in the introduction, this yields an alternative proof of a

whose initial data now has the form () ’ —o = < ) In accordance with
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special case of the results of [13], with the slight generalization that the matrix
multiplying the time derivatives is not required to be the identity. Note that
even though the order one y derivative term Du,, is transformed to e Dug, that
term still appears in the asymptotics of the solution, as do the order e parts
of A and B.

An example of a system larger than 2 x 2 for which condition (1.49) holds
can be obtained by appending to system (6.19) a scalar equation having no
large term, which may be coupled to (6.19) by symmetric terms involving z
derivatives, symmetric terms involving order one y derivatives, and undiffer-
entiated terms. Since the third fast phase u® = 0 is a constant-coefficient
combination % I+ %(fu) of the two fast phases +p, Theorem 1.5 applies with
a® =1,

Ezample 6.6. (Phases and necessity of condition (1.49)) One might think that
the phase functions for singular limit equations are simply the p(), because
those functions appear multiplied by % in the ansatz formulas (1.3), (1.31),
(1.39), (4.2), and (5.14). Actually, the slow part y for equations (1.11) and (1.12)
or Y(t,x,y) for (1.10) and (1.13) should be included, so that the full phase
function is ey — u¥) or eY (¢, z,y) — p).

The correct definition of the phases functions can be seen from the neces-
sity of condition (1.49). That condition is an analogue of the coherence con-
dition [13, Definition 2.2.1 and Remark 2.2.3] for geometric optics, which says
that all phases must be constant-coefficient linear combinations of a basis set.
However, (1.49) requires that the fast phase functions ) for system (1.12) be
convex, not arbitrary, linear combinations of the first two fast phases, i.e., must
have coefficients that sum to one. The reason for that convexity requirement
only becomes clear when we consider the full phase functions ey — p(j)(t, x)
for that system. If the phases functions were just /) then linear combina-
tions p9) (¢, z) = au®(t,z) + Bu? (¢, ) should be allowed, but for the full
phases the condition ey — pu)(t,2) = a(ey — pM(t,z)) + Bley — u@ (t, 2))
automatically implies that 5 must equal 1 — «, as required in (1.49).

The fact that the full phases for system (1.12) are ey — ul)(t,z) also
explains why precisely two independent phases are possible for that system.
On account of the initial condition () (0,z) = 0 for the fast phase functions,
all full phases ey — ,u(j)(t, x) reduce at time zero to the same function ey, and
so span a space of dimension one. By [13, Lemma 2.3.2] the dimension of the
space of phases is at most one more than the dimension of the space they span
at time zero, so only two independent phases are allowed.

To see the necessity of condition (1.49), consider the system
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u 1 0 0 c1(t, ) 0 0 u
v| +{0 =1 0 v| +- 0 co(t, x) 0 v
w/, 0 0 0 w/ € 0 0 cs(t, x) w/,
u
+M(t,z) | v | =0,
w
(6.33)

where M (t,z) is a matrix that couples the components of the system. Assume
that the fast phases u(Y(t,z) and p®(¢,2), which by (1.41) are determined
by

m ) =alte), w? —ul) =elte), 1D0.2)=0, (6:34)

‘L

satisfy ,ut (O,x) - ,ug )(O,x) > ¢ > 0 in accordance with (1.42)—(1.43). The
remaining solution 3 of (1.41) satisfies M?) = ¢c3(t,x), n®(0,2) = 0. Cal-

culating the matrices C\) of the transformed system (4.11)—(4.12) for (6.33)

yields
SR SR
c) — W c? = AP | (6.35)
o 0 (1) (2) 0 0 ROEme)
t M

Since C® — (M) = T in accordance with (4.5), it suffices to determine when
@@
C? is a constant matrix. That holds iff Tum = o« for some constant «,

which may be solved for ,ug ) to obtain u( ) = augl) +(1—a)y ) Since all the

19) are identically zero at time zero, integrating with respect to t shows that
(1.49) is indeed a necessary condition for the large terms of the transformed
equation to have constant coefficients.

Ezample 6.7. (2 x 2 system with y-dependent coefficients) Define

A= 2+cos(z+y) 0
T 0 442 cos(z+y)+sint sin(z—y)

and consider the system

1)l ™50, 16D, -0) o

Calculations show that the eigenvalues of the matrix Az ((2)(1))71 Az are

H%(Hy) and 4 + 2cos(x + y) + sintsin(x — y), whose y-averages are one

and four, respectively. At time zero,

A 2+4cos(z+y)
= 2 = 1 l S
N, 1 + 5 cos(z +y)

4+ 2cos(x+y)+sin0 -sin(z—y) A
4 (A2),
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i.e., condition (1.80) is satisfied. Since the averages of the eigenvalues are in-
dependent of z as well as of y, the solution of (1.58) is uM) = ¢, u® = L.
Substituting those functions into the differential equation in (1.57) and solv-

. . . . . . 1) *in( + )
ing using the alternative normalization (1.59) then yields Y =y 4 #,

Y@ =y 4 Si“(”;ry) 4 sint Cof(mfy). Using these, we calculate from (1.62) that

=t i + E[(y + sin(ery) + sint coéls(xfy)) _ (y + sin(§+y) )]
= 3¢ 4 W ging, (6.37)

which indeed vanishes identically at time zero as desired. Also, using (1.64) we
obtain

B NE

sin(z+y) sint cos(z—y)
Q=1 (y—|— y o+ o ) -

_ 6y+3sin(z+y)+2sint cos(x—y)
8

(v+ 2252) (6.38)

)

whose derivative with respect to y is indeed strictly positive, in accordance
with the discussion after (5.4).

Since the inverses of 7 with respect to t and of ) with respect to y cannot
be calculated explicitly, we will write the transformed coefficient matrices in
terms of the original variables (¢, x,y). Using the formulas (1.72) and (1.73)
we calculate that

N 643 cos(z+y)+2sint sin(z—y) 0
A= 4 .
0 6+3 cos(z+y)+2sint sin(z—y) ’
2
B_p_— 0 b(t,z,y)
B=5= (40"
~ 0 0 - 643 cos(z+y)+2sint sin(z—y) 0
1) — (2) _
C ) - (O _ 643 cos(x+y)+22 sin t sin(z—y) ) s c - ( 6 O) 5
(6.39)
and
o1 _ (0 o (2 _ (10 B 2v2b(t,2,y) 01
¢ - (0 *1)’ c _(00)’ B = 6+3 cos(z+y)+2sint sin(z—y) (10)'
(6.40)

Since the C) already have the form desired for the C), the matrix R is the
identity matrix. Upon setting p := /6 + 3cos(z +y) + 2sint sin(z — y) we

obtain pg_%R = (g \%), which is independent of y, so that after evaluation

at y = ) it will be independent of z; and z, as desired. Since that matrix
is also independent of ¢ and z, all the terms in the formula (1.75) for the
undifferentiated term of the transformed equation vanish. The fact that R
is the identity matrix also implies that B equals B. The transformed system
and its limit are then obtained as in Example 6.5, with the matrix B here
substituted for the corresponding matrix in (6.27) and with no undifferentiated
term.



NoDEA Asymptotics for singular limits via phase functions Page 37 of 39 26

6.4. Estimates along characteristics for Eq. (1.10)
Taking the x, y, or ¢ derivative of (1.10) and defining the directional derivative
along characteristics Dyv := av; + bv, + vy + dv,, yields the equations

Dtuu} = [awut + Elgqy Ugy Ut + bwua: + 5bsuuwuz + Cw Yy
for w € {z,y,t}.
+ dypy + dytwtly + fu + fulle)

(6.41)

Taking first w = ¢t and then w = z in (6.41) and multiplying the result in each
case by ¢ yields

Di(eur) = —[as(eus) — aeu(cus)? — by(ety) — bey(cur)(cuy) + Ctlly
—+ edtuy —+ d (&‘U,t)uy + Eft + fu(eut)] ) (642)
Di(euy) = —[az(eur) — aeu(etg)(eus) — by(ety) — by (eUs)” + cauy

+ edyuy + dy(eug)uy +efy + fu(aug;)]

It would not be useful to do the same for w = y, either with or without
multiplying the result by € since the resulting equation would have a large
term %cy times either eu, or u,, respectively, and so would not yield a uniform
estimate. Instead, since c¢ is assumed to be bounded away from zero, we solve
(1.10) for u, to obtain

1
c+ed

Substituting (6.43) into each equation in (6.42) yields ODEs for eu; and u,
along characteristics that have right sides of order one when those variables
are of order one. The original PDE (1.10) can be written as Dyu = — f, whose
right side is also of order one. Those ODEs therefore yield uniform C° bounds
for w, eus, and eu, up to some time independent of e, and (6.43) then yields
a uniform C° bound for uy up to the same time. In particular, those bounds
imply that the solution of (1.10) exists for a time independent of &.

[ef + aleuy) + bleuy)] (6.43)

Uy = —
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