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Abstract. An algebraic lower bound on the energy decay for solutions of
the advection-diffusion equation in R? with d = 2,3 is derived using the
Fourier-splitting method. Motivated by a conjecture on mixing of passive
scalars in fluids, a lower bound on the L?- norm of the inverse gradient
of the solution is obtained via gradient estimates and interpolation.
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1. Introduction

We are interested in the long-time behavior of a diffusive concentration field
0 in R with d = 2,3, which is advected by a time-dependent divergence-
free vector field u. The dynamics of 6 are described by the advection-diffusion
equation

00 +u-VO— kA0 =0 inR?x (0,00)
Vou=0 in R x (0, 00) (1.1)
0(x,0) = Oy(x) in R,

where & is the molecular diffusion coefficient (usually x < 1). Long-time
asymptotics for this (or a variation of this) equation have been studied in
various contexts. Among all the results available in the literature, we want to
mention the works of Zuazua et. al. [9,10], in which the large time behavior of
solutions of diffusion equations with (non-linear) advection term of the type
a-V(|0]7710) is studied exploiting the scaling properties of the equation. For
the advection-diffusion equation (1.1) in R? with stationary, periodic or ran-
dom vector fields, Fannjiang and Papanicolaou in [11,12] studied the effective
diffusivity, defined as the long-time and space average of |z|>6(x,t), with 6y be-
ing a Dirac delta function at the origin. In [11], a lower bound for the effective
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diffusivity is derived formulating the problem as a variational principle. While
upper bounds for the LP-norms of the solution of (1.1) have been produced
under various assumptions on u by means of variational techniques, scaling
analysis, and regularity theory (cf. [6]), lower bounds are more subtle and dif-
ficult to find in general (see, for example, the results and discussions in [24]
and references therein). In this direction, we mention the remarkable result of
Maekawa in [18], where a lower bound for the kernel of an advection-diffusion
equation was produced under the constraint sup,- t2 |lu(t)]|oe < co. Bounds
on the L?-norm of 6 further allow to study the problem of mixing, i.e. the evo-
lution of the concentration field in a solvent towards a uniform distribution.
Discussions on various measures for mixing can be found in [30] and [8]. The
quantity

IV-to = [ (e i) e (12)

is particularly suitable to describe mixing degrees as “it downplays the role of
small scales” [30] by suppressing small-scale variations. In this regard, Miles
& Doering [19] extend the consideration to the quantity

v
0= o

called the filamentation length. Their numerical experiments on the torus
entail the following interesting fact: A approaches a minimal value for large
times, i.e. lim;_, o, A(t) = constant, which is the minimal length scale for fil-
aments in presence of diffusion, named Batchelor-scale. Motivated by these
recent results, we are primarily interested in deriving a lower bound for the
energy of the solution of equation (1.1), under constraints on the energy of
u. In particular, this bound is the key ingredient for estimating ||[V~16]|, and
subsequently deriving some understanding of the filamentation length A.

In this work, the methods to find the asymptotic behavior of the solution
of (1.1) are inspired by the seminal works of Maria Schonbeck on the Navier-
Stokes equation [27,28] and depend crucially on the decay properties of the
vector field and its gradient in time. In order to derive a lower bound for
16(¢)]|2, we view advection as a forcing term for the heat equation, i.e.

00 — kAO = —u - V0.

(1.3)

This point of view is very convenient, as it allows us to exploit the represen-
tation formula of the solution

et) = [ Ga—uiwy+ [ [ Gla—vt=s) - 90) w5 dyds.

with G being the heat kernel. Decomposing the scalar field 0 as
0=T+(0-T),

where T solves the heat equation, a lower bound on the solution of the advection-
diffusion equation follows directly from the combination of a lower bound on
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the solution of the heat equation 7" and a suitable upper bound for the differ-
ence of solutions § — T since for all time the bound

102 = 1T (@l2 = 10 = T)(#)l2,

holds. We remark that suitable refers to vector fields u such that ||T(t)|2 >
(6 —T)(t)||2 for large times. Furthermore detecting necessary assumptions on
the data of the present problem, which render the previous inequalities valid,
requires a careful analysis.

As mentioned in [3] the energy decay rate is dependent on the actual
form of the data and not on initial energy. In particular they show that the
solution of the heat equation decays at most exponentially if and only if 6
is zero in some neighborhood of the origin in Fourier space. Lower bounds
instead can be deduced if the Fourier transform of the initial data is larger
than a positive constant in a ball of radius ¢ centered at the origin. Together
with the assumption g € L' N L2, this class includes Gaussian-like initial data
but excludes mean-free initial data, i.e. 6y such that

0=0,(0) = /90(93) dz.

This restrictive condition may be relaxed. Following the ideas in [3,22,23],
we will introduce the notion of decay character

r* =1"(0p) =supqr € —CLOO lim5_2T_d/ 6ol ds =0p , (1.4)
2 §—0 le1<6

to describe the decay of the L? of the initial data at the origin in Fourier space
(see Definition 2.1). The number r* (if it exists) will then play a crucial role in
the decay of the solution of the equation. In Remark 2.3, we discuss a result
of Brandolese [4], which relaxes the requirements on decay characters allowing
classes of initial data, for which the r* of (1.4) is not well-defined.

Because of the perturbation approach we are using (6 appears on the
right-hand side of the representation formula) the upper bound on the differ-
ence 6 — T relies on an upper bound on the L?-norm of the solution 6. Using
the Fourier-splitting method we establish that for any divergence-free vector
field such that [[u(t)]z2 ~ (1 +¢)~* with @ > £ — ¢ we have

16(t)]l> S Crmmex it Tml (14 )= min(E T340 for d=2,3, (1.5)

where m is a rational number. This type of result is not new, as similar es-
timates were proven (for instance) in [22,23] for dissipative quasi-geostrophic
equation, the compressible 3d Navier Stokes equations and the Navier-Stokes-
Voigt equation. Dealing with a passive scalar equation, in our analysis the
condition on u comes out of the analysis and we can enlarge the class of “ad-
missible” velocity field considered in [6]. While the velocity field in the latter
must satisfy [|u(t)]so ~ ¢~ 2, in our case any decay of the energy of u is suffi-
cient in 2d, whereas in 3d it might even increase.
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The Fourier-splitting technique was introduced by Maria Schonbeck in
[26] in order to derive L2-decay estimates for weak solutions to the Navier-
Stokes equations. This method, applied to (1.1), relies on the following obser-
vation: the standard energy identity can be written in Fourier space as

G [ b np = —2e [ 1P,

Rd Rd

where 6 is the Fourier transform of the solution. With this the term ”Fourier-
splitting” refers to a decomposition of the frequency domain into two time-
dependent subdomains, yielding a first-order differential inequality for the spa-
tial L2-norm of 6. Incidentally, an upper bound on the L2-norm of the solution
is produced by estimating the integral of [0(¢)|? over an d-dimensional sphere
centered at the origin with an appropriate time-dependent radius. Apart from
the previously mentioned works on the Navier-Stokes equation the Fourier
splitting method has been successfully applied to produce upper bounds on the
solutions of the Boussinesq systems [5], the quasi-geostrophic equation [29], the
modified quasi-geostrophic equation [13], the Camassa-Holm equations [1], the
electron inertial Hall- MHD system [15], and for a magneto-micropolar system
[21].

Theorem 1.1. Let 0y = 0y(x) satisfy

d
0o € L*(R?) with decay character r*(6y) = r* with — 3 < r* <L

(1.6)
Moreover assume
. r* 1
lu@)lle ~ (1 +t)"  with o> 5 t3 (1.7)
If the time t > 0 is sufficiently large so that
L+t < pmrsmi for a>3-%
or (1.8)
(14t)z-ots < gmtz=5—" for %—F% <a< %—%

hold for some rational number m > d+2 (which may depend on «), then there
exists a constant C' > 0 depending on d,r*,||6p||2 and o such that

*
3

10)]l2 > Ch =7 (1 +4)"5~7 . (1.9)

This result does not contradict the energy conservation valid if considering
equation (1.1) with x = 0 for a large class of velocity fields (see Remark 2.6).
In fact notice that the lower bound becomes trivial for x — 0 since (1.8)
implies t — oo, since the exponent of x is positive according to the condition
of m.

As mentioned above, the bounds in Theorem 1.1 are the key ingredient for
the study of ||V ~16||2. We note that, due to our choice of initial data, ||[V~6||2
is finite in R? for —% < r* < 1and in R? for 0 < r* < 1. Using the result in
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Theorem 1.1, a lower bound on the quantity (1.2) can be obtained “indirectly”
by using the standard (Gagliardo-Nirenberg) interpolation inequality

e@13
0|2

if an upper on |Vé(t)||2 can be provided. In Section 3 (see Lemma 3.1), under
a decay assumption on the velocity field of the type ||[Vu(t)||oo ~ (1+%)7", we
derive an upper bound of the form

[0(0)2 < Cr=dmesCh T mist(q = minlie 5100 1), (L10)

where f(t) is a determined function which displays different behavior in time
depending on whether v is smaller, larger or equal to one:

IV=o)lz > INIOIB

(a+t)y—v+l 4

fit)y=e vt forv>1,
ft)=1 forv=1,
—v41_
f)y=0Q+t71t e for0<wv<1.
Combining (1.9) with (1.10) we obtain the following:

Theorem 1.2. Let the assumptions of Theorem 1.1 be satisfied. Additionally
suppose that v* € (1 — £,1) so that [|[V"0q||2 is well-defined.
o If

Vu(t)|loo ~ (1 4+1)7" withv > 1, (1.11)
there exists a constant C' > 0 depending on ||V0o||2, |00z, and d such
that

« ¢y~ v+l _ o
IV=L9(t) [l > O3 Hm+de— = p=i-T+E . (112)
o If
IVu()lloo ~ (1 +)7", (1.13)
there exists a constant C' > 0 depending on ||V0o||2, ||0oll2, 7* and d such
that
IVt |2 > Ok 8~ Fm (14 4)~ -5 3 (1.14)
o If
IVu()oo ~ (1+8) 7Y with0<v <1, (1.15)
there exists a constant C > 0 depending on ||VOo||2, [|0oll2, 7 and d such
that
-1 —d_p*ym+l 7w 717ﬁ+§
IV70(t)||2 > Ck™2 Ze AT (14¢)"a- =772 (1.16)

Let us remark that it is possible to find vector fields that simultaneously satisfy
(1.7) and (1.11). For example, it is known [14], that the unique strong solution
of the Navier-Stokes equation in R?® with ug € L? N L' and uy small in L3
satisfies

lu®)l <Ct™%  and  [|Vu(t)]e < Ot 3.
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Further, it is easy to construct velocity fields which satisfy (1.7) and (1.13) or
(1.15), respectively, since u does not need to obey any differential equation.
For g)xagnple, we can consider the modified two-dimensional shear flow u =
(73 (y2) (L + )7, 0).

Finally, we turn to the study of the filamentation length A. Using again
the interpolation inequality, this time written in the form

V2002 o 100l
102~ IVO@)ll2”
together with the upper bound (1.10) and the lower bound (1.9), we find

(1.17)

Corollary 1.3. Under the assumption on 0y and u stated in Theorem 1.1 and
Theorem 1.2, there exists a constant C depending on d,r*,||0o||2, ||VOo||2 and
« such that

At)>CA+)zf()7", (1.18)

where

_la4n vl
—vFl , v>1

_d_r* 1
f=rT172tmre 0 1) v=1

_la+yyTrHlog)

e T (1+t)7t, 0<v<l1.

From this bound we deduce two different asymptotic behaviors: for t — oo
the function (1 + )2 f(¢)~! goes to infinity for v > 1 while it goes to zero for
v € [0, 1), indicating dispersion in the first case and mizing in the second.
This result does not contradict the observation in [19]: In fact our argument
seems to suggests that there is no analogous mechanism in the whole space,
which enforces the decay of the solution and of its gradient at the same rate.
Nevertheless, it would be interesting to transfer the approach of this paper
to a configuration with bounded domain and periodic boundary conditions as
described in [19].

Notation:

In the following results we will denote with C' generic constants depending on
the data of the problem (initial data, vector field and dimension). We want
to give a fair warning to the reader that in some equations this constant C'
appears multiple times, but its value might change. Nevertheless, this abuse
of notation is motivated by the fact that their exact value is not important
for our purposes and we did not attempt to optimize them. Moreover with the
symbols <, ~ and 2 we denote the relations <, = and >, respectively, hiding
numerical constants which may depend on the dimension d and that we do
not want to track.
Furthermore || - ||2 and || - ||« denote the standard L?- and L*°-norms

o 1]l = (fou 1 (@) da)?
i ||fHoo = SUPgcRd ‘f(w)lv
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and the Fourier transform of f € L? is denoted by

fe = [ e s i,

where ¢ € R is the Fourier-variable. The L?-norm of the inverse gradient of
f is defined as

IV = [ e AR de.

Organization of the paper:

The second section is devoted to Theorem 1.1. After stating all the main in-
gredients for the result (Lemma 2.4 and Lemma 2.5), Theorem 1.1 is proved
in Subsection 2.1. The Lemmas, together with the crucial Proposition 2.7, are
subsequently proved in Subsection 2.2. For convenience of the reader, we sum-
marize the steps of the longer proofs (for example the one of Proposition 2.7)
right at the beginning and verify the steps subsequently. In the third section,
we first state Lemma 3.1, which is the main tool for the proof of Theorem 1.2.
The latter is proved in Subsection 3.1 and the lemma is demonstrated in Sub-
section 3.2. Section 4 is devoted to discussion and conclusion. Finally, in the
appendix we compute bounds for the filamentation length for the pure advec-
tion equation in the whole space under the same assumptions as in Theorem
1.2, but restricting ourselves to the case r* = 0, for simplicity.

2. Theorem 1.1

We start by splitting the solution of (1.1) into two parts: Let T' = T'(x, t) solve
the heat equation in R?

oT = kAT in R% x (0, 00) 2.1)
T(0,x) = 0y(x) inRY, '
then, by subtraction, the function n(x,t) := 0(z,t) — T'(z,t) satisfies
O =rAn—u-V0 in R x (0,00) (2.2)
n(0,z) =0 in R, '

Observing that [|0()[l2 > [|7(t)[|2 — [|n(?)[|2, the proof of Theorem 1.1 is based
on the combination of a lower bound for the solution of the heat equation and
an upper bound for 7.

Before stating the crucial lemmas let us give the definition of decay char-
acter given in [23]

Definition 2.1. Let 6y € L2(R?). The decay character of 6y, denoted by r* =
7*(6p) is the unique r € (—%, 00) such that

0 < lim 5*2“‘1/ 100(€)|? d¢ < oo (2.3)
|§1<é

6—0
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provided this number exists. More compactly, we can define

# = (0) =sup e (~5.00) [lma >t [ jdoldg 0.
2 §—0 HE)

We restrict our considerations to solutions of (1.1) with algebraic decay
and therefore explicitly exclude the cases r*(6p) = —4 and r*(6y) = oo.

Remark 2.2. We observe that r*(fy) = o for initial data such that |6 (¢)| ~
€| for |¢] < 6 and o > —%. In particular, this implies r*(fy) = 0 if ¢ <
|é0(§)| < C for |¢] < ¢ and some constants 0 < ¢ < C. Notice, however, that
this class also contains mean-free initial data in real space, since 90 €E=0)=0
for @ > 0. Another example for which the limit (2.3) exists was given in [23,
Example 2.6] (and in [13, Example 2.6], where it was slightly corrected): if
0y € LP(RY) N L2(RY) with 1 < p < 2, then r*(6y) = —d(1 — %)

Remark 2.3. The limit in (2.3) might not exist. Brandolese [4] explicitly con-
structs initial data 6y € L%(R?) with very fast oscillations near the origin,
for which the limit is not well defined. The author then proceeds to relax the
requirements for the existence of decay characters, giving a new (more gen-
eral) definition, which also allow such initial data (excluded from the previous
theory). In the same paper, the initial data, for which decay characters in the
new definition exist, is characterized in terms of subsets of Besov spaces. With
this, it is proved that the solution of &;u = Lu with initial data ug € L?, where
L is a pseudo-differential operator with homogeneous symbol, satisfies

A+ w0+2) < lu(t)ls S (1 +8)~a07+2), (2.4)

with a depending on the symbol o 1f and only if ug € 1s such that the
(with a d ding he symbol of £) if and only if L?i h that th

decay character 7*(ug) € (—%,00) exists.

Lemma 2.4. (Lower bound for the solution of (2.1)) Let T solve (2.1) and
0o € L*(R?) have decay character r*(8y) = r*. If =% < r* < oo then there
ezists a constant C' > 0 depending on k and r* such that

IT(t)]]2 > Clr(1+1)" 57 . (2.5)

Lemma 2.5. (Upper bound for the solution of (2.2)) Consider n = 0 — T,
solution of equation (2.2). Let 6y € L?(R?) be the initial condition with decay
character r* € (—4%,00) and let u(-,t) € L*(R?) be a divergence-free vector

field such that

1 d d *
lu(@)|lz ~ (1 +t)™ for some o > max{2 -7 1- ri 7"2} .
Then there exist a rational number m > g + 1 and a constants C > 0
depending on d,r*,||0o||2 and «, such that

In(0)3 < Cr=m=i=2
d_ 1
T2

@3 < Cr=m=1

(1) w4144 403 o <

(1 + t)—min{%—l—l,%—l—a} > 1 (26)

holds.
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The lower bound for § = T 4 n now follows easily from Lemma 2.4 and
Lemma 2.5.

2.1. Proof of Theorem 1.1
Proof of Theorem 1.1. Combining estimate (2.5) with (2.6) we obtain:

* 3 r*
e For r <lLazs-%

1613 > 1T — [In)]3
> Ok 2T (141) 8 [1— g m2tatr (4471

Thus for ¢ > 0 sufficiently large such that k=™ 2 T3+ (1 4 )7 =1 < 1
we have

10(t)]l2 > Cr 8 (1+1)"%"".

* r* 1 3 r*
e Forr <1, 5 +5<a<s—%5
[0z = [IT@)]l2 — [In(t)ll2

> Ok (L) E T Lt (g T et ]

Thus for t > 0 sufficiently large such that x=™" 25+ (1+1) Toaty
< 1 we have

10@)]2 = C/{_%—T*(l -I-t)_%—r* '

Instead in the regime r* > 1 we do not get any lower bounds as (the upper
bound on) the energy of n decays to zero slower than diffusion (see (2.6)) and
therefore the difference cannot be positive. In fact, this regime seems to be
penalized by the adopted perturbation argument. O

Remark 2.6. Observe that for the pure advection equation (setting £ = 0 in
(1.1)) we have [|8(t)]|2 = ||fo]|2 for sufficiently regular u (for example when u
is smooth or in the DiPerna-Lions class). This does not contradict our result:
In fact, passing the limit x — 0 in our result, we see that the conditions of
validity above are not satisfied for finite times.

2.2. Proof of Lemmas

The result in Lemma 2.4 is already proved in [23, Theorem 2.10]. For conve-
nience of the reader we report its proof here.

Proof of Lemma 2.4. Because of condition (2.3), there exists a dp > 0 and
C4 > 0 such that if 0 < § < dg (to be chosen later) we have

cwww</ 180(6)]? de
[£1<s
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By Plancherel’s theorem and the assumptions on 6y, for some § = §(t) we have
1) da = [ [T de
Rd Rd
= [ lo(e)e e ag
Rd
> [ @ g
le1<a(t)

> (28 / B0(0)? de
[€1<a(t)

2 *
> 672146 t0162r “+d

Setting 0(t) = do(k(1 +£))~%, then e=208%t — =268+ " > O 5 0 and
T2 > C(s(1 + 1)~ % .
O

In order to prove Lemma 2.5 we need the following

Proposition 2.7. (Upper bound for the solution to (1.1)) Let d = 2,3, 0y €
L2(RY) be the initial condition with decay character r* € (—4%,00) and let

u(-,t) € L2(RY) be a divergence-free vector field such that

1 d
lu@llz2 ~ (L +¢)" for some o> 57T (2.7)

Then there exists a positive constant C depending on d,r*||6p|2 and «
such that

18(@)lls < O~ mol+5 md (1 4 g)=mintd+5 441 (2.8)

for some m > % + 1 depending on [i_‘

|

Remark 2.8. Notice that, combining this upper bound with the lower bound
in Theorem 1.1, we find that, for 7* <1 and a > 5 + %, our result is sharp,
ie.

d
4

r*
P

16@)]l2 ~ (k(1+1))~
Proof. We divide the proof of Proposition 2.7 in four steps which, for conve-
nience of the reader, we state first and verify afterwards.
Step 1 Define the set

S(t) = {g eRY| [¢] < (2(1’10} . (2.9)

Passing through the energy identity for equation (1.1), we have

d 2 —1 N 2
(L D710@)13) < 81+ 1) /S(t) 10, 1)[7 dE . (2.10)
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Step 2 Under assumption (2.7) for u and using the bound for the heat kernel
e (o d < Cln(1+0) 4 (2.11)
S(t)

(the proof of this estimate can be found in [23, Theorem 2.10])
we obtain

/ |é(§’t)|2d§§ QCH_%_T*(l_Ft)—%—r*
S(t)

2 B He ot
+2—|—d(2/£(1+t)> t/o 1013 u(t)]13 ds. (2.12)

In particular, the combination with (2.10) yields

L@+ 1%1000)]12) < 20k~ 7" (1 4 1)~ E-r 481
2+d

i
B )>2t [ 1ol ds. 213

2 g
+——B(1+t)"! (MIH

24d

Step 3 Estimating the second term on the right-hand side of (2.13) we have
the upper bounds

da

16]2 < Crmaxt S+ 441} (1 4 gy~ min{g+r".4

where the constant C' depends on d, r* and ||6p]|2.
Step 4 By iterating over the effect of (2.7) we obtain

He”% < CH—max{%+r*,2m}(1+t)—min{%+r*,%+l}

where m > 0 depends on the number of iteration needed, propor-
tional to L;ﬂ

Proof of Step 1: We start by testing equation (1.1) with 6, integrating by
parts and, using the incompressibility condition, obtaining

d

Z0OIE = =2x[ Vo3,
which we can rewrite in Fourier space using Plancherel’s theorem

d . .

£II9(t)II§ = —2x[€0()]3- (2.14)
Consider the set

S(t) = {€ e R? | |¢] < R(1)}, (2.15)

where R(t) will be specified later, and split the integral on the right-hand-
side of (2.14) over S(¢) and its complement S¢(t). Using the positivity of the
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integrands and the definition of the set S(¢) we have

d -~ A
GO =2 [ e o ac o |

Se

. 1€1210(€, 1) de

IN

_9 219 )2 d

[, JEPIOE O de

§—2/<;R2(t)/ 10(&,1)[? d¢
Se(t)

= 2kR(1) / B(E,0)? dé + 26 R2(2) / 0(E, 1) de .
Rd S(t)

Choose
R%*(t) = #(t) with ¢ : RT — R increasing (2.16)
26¢(t)
so that we can rewrite the above estimate as
FOOWOR <o [ e o (217)
Defining

o(t) = (1+1)°
with 8 > 0 (to be chosen at the end), we obtain (2.10). Moreover the expression
of R can now be determined explicitly from (2.16):

R OO 1 !

_ 1 o
O Y e i S

26(141t) "

(2.18)

Proof of Step 2: Write equation (1.1) in Fourier space
00(6) + KlEP0(6) = —u - VO(E).
and the representation formula for its solution

0(&,) = ety (€) + /t eI (VD) (€, 5) ds.
0

Squaring, applying the Young Inequality ab < a? + 1b% and integrating over
S(t), we obtain

/ 06, 0)? de < 2 / 160G, 2 de
S(t) S(t)

t 2
+2/ (/ e”gz(ts)u-Vﬂds) dc. (2.19)
s \Jo

Next, we estimate the right-hand side of (2.19): for the first term we apply the
heat-kernel estimate (2.11). The claim in Step 2 is achieved by estimating the
product w- Vo using the definition of Fourier transform and the assumptions
on u and 6:
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|u/V\9| = /u(x,t) SVO(x,t)e " da

- /v - (u(, )0, )e 6" da

(2.20)
= /u(az, 1)0(x, t)ie " dx
0@ l2llu®)]lz2 -

IN

So, we have

/ 0(e, 1) de < 2 / e RISt Go[2 g
S(t) S(t)

t
2 5 )
w2 [ petact [ ol 3as

where we used |e‘”‘5‘2(t_5)\ < 1 and the Cauchy-Schwarz inequality. Passing
to polar coordinates we compute the integral

24d

1 a_ 1 B :
/S(t) €17 de ~ mR(t)2+ 24d (2&(1 + t))

Hence we obtain

/ |é(§,t>|2d§ < 20/@‘%—7"*(1 +t)—%—r*
S(t)

2 3 244 t
i (e )t OBl s

Proof of Step 3: Integrating (2.13) between 0 and ¢

20 d * d *
L+ 671015 < 16013+ —5————K"27" (1+t)7 27" 7
(71013 < 0l + (g 7 0
2 B\ 1 '
_Z 3= IS B Jw/ 2 2
+ K2 (141t)" 2 o(t u(t)||5 ds
af(5) Ty e oo

and then, dividing by (1 +¢)~2%7, we get

d d_ c —d —r*
A+ 8)2]0t)]3 < [103Q+ )27 + —— KT (1 t)

1 _d_1 ¢ d 2 _d 2
T L KRN U RO

% in the integral on the right-hand
24+d
2

where we smuggled in the weight (1 + )
side and where we set C; = 2C and Cy = ﬁﬁ (g)
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Now set

X(t)=(1+1)2]9)3

02 —d_q _d 2
a(t) = m’ﬂ 21+t 2 lu(d)]l;
b(t) = [0l (1+t)_ﬁ+<__c;l_~_ﬁ) T4y

so that the previous bound can be written in the compact form

X(t) <b(t) —|—/0 a(s)X(s)ds.

We need to distinguish two cases, depending on whether b(¢) is an increasing
or decreasing function of time.

1. If »* <0 then

X(t) < b(t) exp ( /O o) dT) ,

that is

1+t o) < <||90|| <1+t>—ﬂ+(__c;+m Ay )

‘ Csy -4 -4 2
X exp (/0 7(_% +5)KJ (I+7)"2|u(r)||5dT | .

According to our assumption (2.7), [;*(1 +7)7 2 ||lu(r)||2 dr < o0, and we
can estimate

l d_ C _d - e
<1+t>2||9||§sc*(neon%(m)z T T )
2

Therefore

B C - -
||9||§<C(eo||§<1+t> e sy L G DR )
2

and choosing § > % + r* we have
165 < Cr 2 (14 1) 75

where C' depends on d,r*, ||6o]|2-
2. If * > 0 then

X(t) <b(t) + /Ot b(s) a(s) exp (/st a(T) dT) ds,
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that is

Cy
_d _ K
(-5 —r+D5)

a_ Cy
Ooll3(1+s)2 P4 ————k

L1+ 5) 7% [lu(s)]13

e _a_ 4
X exp (/S mn 214+ 7) 2||u(7')||§d7>] ds.

d
2

(1+8)2]|6]12 <[|6o)12(1 + )77 + 5T (L)

t
/
0

rvg)

Dividing by (1 + )

1
-+

(H@ol (1+9):7% 4

_ e _d
1613 < 1603 (1 + 1)~ + (1+1)"2

+(1+t)‘5/0t

KT (L4 5) 72 u(s)|3

t C _d_ _d
X exp </ ﬁiﬂ)ﬁ 214 7) 2|u(7—)||§d7'>] ds.

Notice that (1 + 7)~2 lu(7)||? is integrable between s and oo if

C1

(- d—r*+5) 0 T*>

(1+7) " Eu(f < c(14+7)7" 77, (2:21)
Le. lu(t)|l2 < (1 +7)"* with a > 2 — 2, so we can write
_ C1 _d__px _4d_
92<921—|—t '6+7/£2r1+t2r
1013 <1010+ + g 0y
+C (1+t>’g/t [ HEEEP ERa— E— R
0 2 0 2 —_—_— 2
0 ? (—4-r+0)
cCa _d_y —1-e
X ———K 2 1+s ds
Ciipt 0T

where we used that for all ¢ > 0 there exists a positive constant Cj

Oy —7—1 1—¢
exp(/S 7(—%#—@ 1+7)" dT)SCo.
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Integrating the right hand-side of

_ Ch d_ d_
012 <0 21—|—t B—I-ili?T 1+t 27"
1015 < 10001+ + ==
_d cCo _d_q (! 45 g
o+ 6 F |02 —L2 4 /(1+s)2 ds
2(‘%"‘5) 0

cC1Cy —der1 /t e
+ K 1+s ds
L-r 4B LZ+D) Y

in time, we obtain

Ch

R TE T (L)
(=5 =1 +8)

1613 < [16olI3(1 + )" +

d
CCQ -4

0E -9
K*dfr*fl[(l + t)fr*fs o 1]}

+Co(1+1)7% {nao@(_

cC1Co

T LA o)

We choose 3 > % + r* and, since * > 0, we estimate

0 2 CCQ 1+t %*576_1
I OHQ(—gw)(gfﬁﬁ)[( ) ]
cC1Cs e
1+t —-1] < Cs,
+(—%—r*+ﬁ)(—§Jrﬂ)(—r*—e)[( ) I<Cs
so that

KETT (4T 4 G2 14t

vl

_ Ch
16113 <ll6ol3(1 + )" + —————
2 2 (_% — p* +ﬂ)

<CR I 140,
where C' depends on r*,d and ||fg||2.

Proof of Step 4: We look at the region r* > 0 and improve the result by
iteration. From the previous step we have

1 d
Ju(®)llz ~ (1+6) " witha > 2 — = and  [8(0)]2 < Cr i 3(141)7%.

Starting again from (2.20) we have
- VO < [E[[10)]|2]lu(®)]2
< CRTETEEIA+ )T

Then, using |e~*§*(=%)| < 1 we have

t 1 1
[ ettt g gt ass Sty

0 (—f—a+1)
(2.22)

fora<1—%.
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Integrate over S(t):

t 2
/ 2(/ e“f"‘<”>u-va|ds) d¢
S(t) 0

02 d d
< P dE ———— kT2 (14 t)2 22
/S(t) (—§—a+1)?

Recalling the computation in Step 2

2+4d
2

12

2 1 B
/S(t) €17 dg ~ 5= (%(1“)) . (2.23)

and inserting it in the previous bound, we obtain

t 2
/ 2(/ e“|5|2(ts)|u-V0|ds> de
S(t) 0

24d

1 : 2

S . (ﬂ> dC—K_d_2(1 _|_t)1—d—2o¢
2+d\2 —d_a+1)?

As a result, inserting this estimate in the second term of the right-hand

side of (2.19) we find

/ 0(E, 1) de < 2 / e RISt [2 g
S(t) S(t)
2

t
+2/ </ e "l (t5)|u~Vt9|ds> de
sty \Jo

<20k 2T (14t)" 8

24d

1 BY % A? —d—2 1—d—2
+— (2 S — 1+t o
2+d<2) —f—at12" (1+9)

! Finally, inserting in (2.10) we obtain

S0l < s+ [ jole v de

5(t)
< BCKTETT (14 t) e A

e 2
A (ﬂ) C—m—d*(l + t)Pdm2e

2+d\2 (-4 —a+1)2

1We warn the reader that the two constants C' appearing on the right-hand side of the bound

are not the same. This abuse of notation is justified at the end of the introduction.
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Then, choosing 3 > max{% +7r*,d+2a — 1}

5 26 g4

I < 0+ )0l + 2t
. 3 (6>2§d C2k=0=2(1 4 )=d—20+1
24+d (—%—a—l—l)z(ﬁ—d—Qa—i—l)

< Ok~ max{§+r ,d+2}(1 + t)*min{%+r*,d+2a*1} ,

where the constant C' > 0 depends ond,r* and a.
Note that for this rebult = — % <a<l-% hOldb which implies that we
gained a better decay dependmg on «. The decay can be improved by iterating

this argument [I |—‘ times obtaining

”9”2 < CH—max{%+r*,2m}(1+t>—min{%+r*,%+l} (2.24)

where 2m > d + 2 depends on the number of iteration needed. In order to see
that the decay of the advection term cannot be better that (1 +1)~ 271, notice
that if & > 1 — 4, then the right-hand side of (2.22) is bounded by a constant
and the decay is dictated by (2.23) and (2.24) is attained directly. O

Remark 2.9. (About sharpness in the case 7* = 0 and « > %) Notice that the
combination of this upper bound with the lower bound in Theorem 1.1 shows

that [[0(t)]l2 ~ (1+8)~ 5= for 7* = 0 and o > 3.
Using the result in Proposition 2.7, we can now prove Lemma 2.5.

Proof of Lemma 2.5. We can summarize the proof of this lemma in two steps:

Step 1 Define i := 6 — T where 6 satisfies (1.1) and T satisfies (2.1). Then,
by the energy estimate applied to equation (2.2), we have

&+ 0 (o)1)

<A+ /S(t) (&, ) d€ +2(1+ )7 VT () [lsolu()[2110(D) 2,

(2.25)

where the set S(t) is defined in (2.9).
Step 2 Inserting in (2.25) the result of Proposition 2.7, the assumption (2.7)
and the estimate for the gradient of the heat equation

IVT(#)lloo S [00llar™ 572 (1 +1) 752 (2.26)

we deduce the existence of constants C' and m depending on d, 7|0 |2
and « such that (2.6) holds.

Proof of Step 1: Testing (2.2) by n and integrating by parts we find

—/(u-va)(e_T)

:f/ue-VT

IVT (@)oo llu(®)ll2[16)]]2

2 2
S IOl + 513

IN
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where in the second-to-last estimate we used the incompressibility condition for
u and in the last estimate we applied Holder’s inequality. We apply Plancherel’s
theorem to the left-hand side of the previous equation

d . . .
@Hﬁ(t)ﬂg < -2 /Rd [€171A(&, ) d€ + 2] VT (1) [loc [[u(t) |2]16(2) ]2
and then consider the time-dependent decomposition of the space domain, i.e.

RY = S(t) U S°(¢t)

S(t) = {56Rdlfl< (%(ﬂt))} '

Imposing the decomposition and using the non-negativity of the integrals we
have
d
dt

where 2

12 = —26 /S  [EPlate s

- 2/‘6/ €717, O d€ + 2 VT (1) | oo u(®) [2]10(2) 12
Se(t)

<2 [ IR dE + 2ATTO IO 10O
< gy g DL A+ ATTO L O IO
g [ e 0k de

ST o FIE O A+ 2ATTO O 0

Hence, since the first integral on the r.h.s. is positive, we obtain (2.25).
Proof of Step 2: Consider equation (2.2) in Fourier space

Or) + K|¢*h = —u - V8,
the solution of which has the following representation
t
6. = [ e (TN E ) ds.
0

where we used that 7jo(£) = 0. Imitating the argument in Step 2 of Proposition
2.7 we have

t o 2
el < ([ e e 9 as) 2:27)
0
and
ju - V0| < €]10Ct) |2 llu(t)]l2

2as in the proof of Proposition 2.7, see (2.15).
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Employing the bound (2.8) in Proposition 2.7 together with the assumption

1 d
lu@)|lz ~ (1 +8)"% with a>=——

2.28
571 (2.28)
we have, for r* <1

< 02H72m VAT o N S

. 2
2 z a+1
-4-% a+1)2‘§| <(1+t) s _1) ’

4 2

where we used |e—"l¢l*(t=9)

if @ >1— 9 — - Then

1

~ 7t 2<02K—2m _ 2.

(e, OF S i

Integrating over S(¢) and using (2.23) we have
02 —2m 1 ﬁ %

. K
IR P :( )
S(t) 2+d) (-5 —a+1)2 \26(1+1)

c2p%" 1

—2m—49 -1 -4
= - K 2 1+¢t)" 27+,
2+d) (-4 -2 —a+1)? (1+9)

Combining in (2.25) estimate (2.26) together with the the upper bound (2.8),
we deduce

d c2pp%
Ly o) <58 !

dt SeHd (I-Z—ati)

KT2mmaml(] 4 )T e AL
+ Cllfolla™ 4R (L ) E T e

Integrating in time, choosing 3 > max{g +1, % + % + o+ 1}, and dividing
by (1 +t)°
c2ppE 1

oo FR— YA RIS )T
C+d) (2-5-at(L-1+9

d_ 1 ]. *
+ Cl0ol2™™ 37 ;
(-5-%5 —a+t;+0)

In(®)113 <

i

So we obtain

da

In@)IIf < Cr=m =43 (1 4 ¢)7mintE1 545 Famd)

N
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where C' is a constant depending on d,r*, . If instead r* > 1, following the

previous argument?, choosing a > % - % we find

||77(t)||§ < C/ﬁj*m*%*%(l +t)7min{%+1,%+a}’

where C'is (another) constant depending on d,r*, a. O

3. Theorem 1.2

The proof of Theorem 1.2 is based on the result in Theorem 1.1 and on the
upper bound on the gradient of the solution of (1.1).

Lemma 3.1. (Upper bound on the gradient) Let the assumptions in Proposi-
tion 2.7 be satisfied.
o If

1
~ —— ) 1 -1
[Vu(t)ls TETD with v > 1, (3.1)

then there exists a constant C' > 0 depending on d, r*, ||Vl|2,« and v
such that

[V0(0)ll2 < O' "% (14 1)~ minle s +h =
o If

V)l ~ s (52

then there exists a constant C" > 0 depending on d, r*, ||Vo||2, @ and v
such that

||V9(t)||2 < C//ﬁ—n—%(l +t)—min{%+§+%7%+1} .

IVu(t)| oo ~ with 0 <v <1, (3.3)

1
(T4t

then there exists a constant C'"" > 0 depending on d, r*, ||[VOg|2,a and
v such that
a4t =v L 1)

—oF1

||V9(t)||2 < C///H—n—%(l+t>—min{%+§+%,%+2}e[

In the statements above n = max{4 + %, m}.

3 to easily see this, set 7* = 1 in the computations above.
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3.1. Proof of Theorem 1.2
Proof of Theorem 1.2. The interpolation inequality

oI5 < IVO@)2V =02,

together with the lower bound in Theorem 1.1 (holding for r* < 1) and the
upper bound in Lemma 3.1 yield

(148)—v+1_1] .

IV=10(t) || 2 Cré—"Fmtbe o (14 )%+ with (3.1)

IV260(t)]]2 > Cr¥ =" Tmts(1 4 ¢)=5 7+ with (3.2)
* 1 14—Vl i _r*

IV=10(t)2 > Cré =" +mtie= = (1 4 =15 +3 with (3.3).

Notice that our lower bound becomes trivial when x — 0.

Proof of Corollary 1.3. The statement can be easily obtained by combining
Theorem 1.1 and Lemma 3.1 in the interpolation inequality (1.17). 0

3.2. Proof of the lemma

Inspired by [29], where bounds on the derivative of QG equation are obtained,
the proof of Lemma 3.1 results from the combination of standard energy es-
timates, the upper bound in Proposition 2.7 and a classical Gronwall-type
argument [16].

Proof of Lemma 3.1. We start by testing the advection-diffusion equation (1.1)
with Af

%%/WGF dx+m/|A0|2dx = —/@uﬁﬂ@ﬁdx
< ‘—/@-uiazﬂaﬂ dx
< [Vulls|[ VO3,
thus
%HWH% + 26|03 < 2]Vl VI3 - (34)
Define

s {5 <R i< (7 t>>2}
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and apply Plancherel’s identity to get
I20)13 = [ l¢f*1oce. )P de

> [ 0 o de

H 5 )
R(1+t) /Wc(t) [€210(, DI de

= K 219 2 g0 215 2

KO+¢)<4Ja|m&w|ds ﬁ%wmmaw|@>
1% o A

Sy (”Vﬁ(””% B m/ '9(5”5”2‘%)

i (190018 - s 100 )

Plug the result of Proposition 2.7, i.e. the upper bound *

e S Ce™™(1 + t)*min{%+%)%+%}

where n = max{% + Z-,m} in the previous estimate to obtain

2 2 MOQ —2n min T 1
18618 > s (190001 = S o)t

M ( OO12 — uC2—2n—1(1 tfmin{ﬁﬂ*ﬂygﬂ],)
g (IV00I —pC22n o 1y it gy

Inserting this lower bound in (3.4) we obtain the differential inequality

d 20
V@5 + Vo)l

1+t)
< 2| Vu(®) ]l VO[3 + 207 C2r 7772 (1 4 1)~ minla T E2 543
(3.5)
Set X (t) = || VO(t)||3 and rewrite (3.5) as
d
SX(1) < al)X(6) + (1), (3.6)
where
a(t) = — (ff:t) +2|Vu() oo and  b(t) = 2u2C%k 2T (1 4 )T min{E RS

Define ¢(t) = X (t)e~ JEa(s)ds with 4(0) = [|V6o|[3. Then
q'(t) = [X'"(t) —a(t) X (t)]e” Joals)ds < b(t)e™ Js a(s)ds

4Recall that the upper bound holds under the assumption

IS

1
lu(®)ll2 ~ (1487 with > 2 = 7.

W~
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and therefore

q(t) < ||[Vho||? + /b Joatrydr gq.

which, by the definition of ¢, turns into
't t s ot
xxwfznvoo@e%““”“+-(/’MswJoﬂfw“ds>ehaw>w. (3.7)
0

We now split the analysis in three cases:
1) Assume (3.1). Then (3.6) holds with

2 2 —2n— — min{ ¢ +4r* 4
“W="0 J/:t) t o d M= 2u2CP 72T (1 4 )T minE TR
The conclusion is obtained by computing the right-hand side of (3.7): the

term multiplying || V6|3 is

a+ty=v+l_q
—oF1

6f0t a(s)ds _ (1 + t)72p‘62[

R
and, using that for all s > 0 and v > 1 we have e~ 2l = < 1 and
choosing 2p > min{% +r* 4+ 1, % + 2}, the second term can be bounded
as follows
t

</ b(s)e_ fos a(r)dr ds) efot a(s)ds

0

— min{ 4 * da .
< 2M2025—2n—1 (1 +1) (atr+l5+2) 24[(1+t)7u+t1_1]

e
—min{%+r*+1—2u,%+2—2u}

Hence we obtain
H~vTl_q
+1

[
V()13 < [[VOo13(1 +t) 2> %
(1 4 ¢)~min{g+r+1,5+2} planrio
—min{g +r*+1—2p, % +2-2u}

+2u202l€72n71

Because of our choice of y1 we conclude

(1+r>‘”+1 1]
vFT

IV < (C)2s—2""1(1 +t)—min{%+r*+1 242 ol

)

where

2u*C?
o N ) T A A— a .
—min{§ +r*+1—2u, §+2—2u}

Nl

2) Assume (3.2). In this case the coefficients in (3.7) are

 2u+2
o) =759

‘We compute

and  b(t) = 2u2C%72 (1 + t)fmin{%+r*+2,g+3}'

efot a(s)ds _ (1 + t>—2u+2
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and, choosing 2 > min{% +r* 41, g + 2}, we have

t
</ b(s)ei fot a(t)dr d8> efot’ a(r)dr
0

2M202H—2n—1
<
—min{4 +r*+1—24, % +2—2u}
Substituting in (3.7), we obtain
IVO#)II5 < [[VOoll5(1 + #)~2 D)
2’u202l€72n71
+ < 1d d
—min{§ +r*+1-2u,5+2—2u}
which, because of our choice of u, implies

IVO()[3 < (C")2r~2n1(1 4 1) mintdor"1.442)

(14 )7 mint g2y

(1 + t)fmin{%+r*+1,%+2} ,

where
1
20%C? ’
C" = | Voo 32" + ——— Fe .
—min{§ +r*+1—2u, §+2—2u}
3) Finally assume (3.3), then
a(t) = — 2p I 2 and  b(t) = 2M202K—2n—1(1 + t)—min{g+r*+2,g+3} .

(1+¢t) @A+~
The fundamental solution can be computed easily
el ) = (1 4 )~

For the second term of the right-hand side of (3.7) we first compute
t
/ b(S)eifOS a(r)dr ds
0
‘ in{d4r*42 d [(A+s)~¥Hl_1]
— 2M202H—2n—1/ (1 + S)—mln{E—H" +2,5+3}(1 + 8)2M6—2T dS,
0

and notice that for v € [0,1) and all s > 05

[ts)—v 1
,QZ#

LS (1)
and therefore, choosing y > min{% +r* + 3, ¢ + 4} we have

t
</ b(8)67 f; a(r)dr dS) efg a(s)ds
0

: d * d
(1 +¢t)~ min{z+r+3,5+4} PJ(E i

e
—min{4 +r*+3—2u, % +4-2u}

S 2,[1/202&—271—1

51t is easy to see this by Taylor expansion about v = 1. To leading order
)€ —
2=t 2 (clog(1+45))

where e :=1—-—v < 1.
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In conclusion, we obtain

a+ty=v+l_q)
—v+1

[
V)13 < IVoll3(1 + 1)~ e?
(1 4 ¢)~ min{g+r+3,5+4} Qlatn =¥+l )
Lo
—min{4 +r* +3—2u,%+4—2u}

which, by our choice of u, implies

+2N202/€—2n—1

)

. . [ y—rFlg
IVO()|2 < (C7)2k 201 (1 4 )~ min{ 048,444} 20070

where

1
. 2,“/202 2
C/// — ||V90||2 2n+1 + . p - 2 y .
—min{§ +7r* +3 —2u, § +4 —2u}

4. Conclusion

In the present paper, we derive lower bounds for quantities characterizing the
effectiveness of mixing in passive scalar transport. For the discussed cases,
the initial data is specified by so-called decay characters r* [22,23] and the
divergence-free vector field w is constrained in its temporal decay. With this,
our approach follows the reasoning of [19], i.e. proving lower bounds on ||6/|2
and ||[V716|]2 accordingly imply bounds on the filamentation length A(t).
Specifically, employing the Fourier splitting method [27,28] and under the
assumptions

o 0y € L?(RY) with decay character 7* such that 0 < r* < 1 for d = 2 and
—%<r*<1ford:3,

o u(®)lls~ (1+1)~* witha > 5 + 3,

o [[Vu(t)lloo ~ (1 +1)7"
we prove the following lower bound for the filamentation length A (defined in
(1.3)): forv >1

At) 2 Cp— 43— +m+i 0=l AEES

(1+t)%—>oo ast — oo,
forv=1
At) 2 Cﬁ_%_§+m+%(1 +18)? 500 ast— o0,
and for0<v<1
—lasn® ”*1 1]

At) > Or— 4= T tmtie- (1+1)2 50 ast—o0.

This result is contained in Corollary 1.3 and its proof is based on the
combination of Theorem 1.1 and Theorem 1.2.

Notice that, according to Remark 2.2, a class of initial data for which
r* € (—1,1) in R? is given by 6y € L?(R®) N LP(R?) with 1 < p < . In R?,
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instead, an example of initial data such that r* € (0,1) is given by , € L?(R?)
such that 6o ()| ~ [€]* for |¢] < 6 and 0 < a < 1.

We want to conclude by comparing the behavior of A expressed in (1.18)
when considering either © = 0 (pure diffusion) or k = 0 (pure advection). Let
us first consider the pure diffusion equation

KT — kAT =0, T(x,0)=0y(xr) inR3,

under the assumptions r*(fy) = 0 (that is,|6y < M|for|¢| < & for simplicity.
The lower bound for T’

IT®)ll2 Zarsn (1487
(see Lemma 2.4 with r* = 0) together with the upper bound
IVT @)z Se (1+1)7572
yields
) Zargn (1+1)2 (4.1)
On the other hand, considering the pure advection equation
o0 +u-V0=0, 6(zx,0)=06(x),

imitating the computations in [17] and using that the energy is exactly con-

served, i.e. ||0(t)||2 = ||fo]|2 for all time, we obtain
[+ =V Fl_1 .
A(t) Ze” —F  under assumption (1.11),
At)Z L+t under assumption (1.13), (4.2)
—u1
At) = e~ under assumption (1.15).

If we denote the lower bound estimates for A obtained in (1.18), (4.1) and (4.2)
generically with ¢(t), then we can described the behavior of the filamentation
length (under the assumptions r7*(6y) = 0, ||fol2 < oo and [|[V~6]|2 < 00) as

A1) 2 g(t) == g

with ¢ specified in the following chart:

0<r«il vr=1 v>1
Pure Advection g>e =0 g>e =0 g =e" =
Advection—Diffusion g = g =00 g =00
Pure Diffusion g = g*° = g*° =0

It would be interesting to investigate whether the lower bound estimates
for A(t) are sharp for some specific flow and to see whether the class of “admis-
sible” velocity fields we can consider in our analysis could be further extended
by using a combination of our argument with the Aronson-type estimate of
Maekawa [18]. Another interesting question is whether, going beyond a per-
turbative analysis, enhanced dissipation phenomena can be observed also in
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R?. In fact all the enhanced dissipation results available so far have been de-
rived in periodic or bounded domains (at least in one direction). Furthermore,
we observe that the enhanced dissipation phenomena in R? observed in [31]
was proven by choosing a velocity field growing at infinity (thus not in any
LP space and, in particular, not in the class of velocity fields we can consider
in our analysis). Finally, we want to mention the recent work of Bedrossian,
Blumenthal and Punshon-Smith [2], where uniform upper bounds of the type
10l z-1 < Dy(w,u)||@||g2 were obtained in T¢ and Dy (w,u) is a P-a.s. fi-
nite random constant. In Remark 1.7 the authors argue that if their result
would be proven to be sharp, then their results would imply the Batchelor-
scale conjecture as formulated by Charles Doering and others in [19]. We refer
the reader also to [25] for a new interesting stochastic approach to the ques-
tion of upper bounds for the H ~'-norm of the passive tracer advected by an
Ornstein-Uhlenbeck velocity field. We remark that the Batchelor-scale conjec-
ture, has been observed in numerical simulations (for example [7,19]), reduced
dyadic models [20], and it is believed to hold on bounded domains or the torus.
What role the geometry plays in the Batchelor-scale conjecture, remains to be
explained.
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Appendix A. Pure Advection
Consider the pure advection equation in the whole space:

00 +u-VO=0 inR?x (0,00)
V-u=0 in R? x (0, 00) (A1)
0(z,0) = Op(x) in R?.

under one of the following conditions for the gradient of the velocity field:

IVu()|oo ~ (1+8)77  withv > 1 (A.2)
IVu(t)]loo ~ (1+4)7" (A3)
IVu)]oo ~ (1+8)7Y  with0<wv<1 (A.4)

Imitating the argument in of Lin, Thiffeault and Doering [17], we compute A
(defined in (1.3)) for the pure advection equation on the whole space: using
the identity

LIV iE=2 [ V0 u v 0dr,

which is derived by testing equation (A.1) with ¢ = A~6, integrating by parts

and noticing that
/V- (ub) _19:/V-(uA¢)¢

/Za (uid;;8)) = —/Zuamam
9;(u'0;¢)0;¢ = out|0ig|* + ui&»Md
/Z g /Z / 2

:/v 9. Vu -V 10ds,

/u SVOA 0 dx

we obtain
d,__ _
ZIVHON3 = =21 Vu@®)ll V001
Inserting condition (A.2) or (A.4) and applying Gronwall’s inequality, we have

—v—

|2 —platn=rrlo

IV=ro)113 2 1V~ 60l
Instead, inserting condition (1.13) we get
IV=r13 2 IV 6oll3(1 +8) 7
Since ||0()||2 = ||fo||2 for all ¢ > 0, we have

a+ny=vHl_1]

Alt) 2 Ce 5 under assumption (A.2),

At)zZC(1+t)7! under assumption (A.3),
vl

At) 2 Ce 5 under assumption (A.4),

where C = M
1002
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