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Abstract. We discuss the waiting time effect for the evolution of a pla-
nar graph governed by its positive part of second derivative. For any
smooth periodic function which contains finitely many convex pieces in
one period, we show that the waiting time is continuous by using compar-
ison arguments. Moreover, we show that the convex parts keep expanding
in size in a strict manner, which answers an open question posed by Kohn
and Serfaty (Commun Pure Appl Math 59:344-407, 2006) in this special
case. The results on waiting time effect are also applied to the stationary
problem of mean curvature type on an unbounded nonconvex domain for
our study of its game-theoretic interpretation.
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1. Introduction

In this paper, we study the motion of a function driven by the positive part
of its second derivative. The simplest example is as follows. Suppose u(z,t) is
a function defined on R x (0, 00) and satisfies

Ut — (uxaz)+ =0 in R x (07 00)7
{U(fv, 0) = up(x) inR, (1.1)

where a4 denotes max{a,0} for any a € R. It is a special case of second-order
Hamilton—-Jacobi-Bellman equations related to optimization problem of the
controlled Brownian motion. In spite of the seemingly simple structure, (1.1) is
actually a fully nonlinear, degenerate elliptic equation of non-divergence form.
But the standard viscosity solution theory still applies. We get the existence
and uniqueness of solutions without much difficulty; see [6,11] and [12].
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We focus our attention to the geometric properties of the viscosity solu-
tion. Notice that the equation will be turned into the usual heat equation pro-
vided that the solution u(z, t) is known to be convex in the variable z; in partic-
ular, when the initial data wug is convex, then the convexity is preserved during
the whole evolution, as proved in [13] and [18] etc. On the other hand, if ug is
concave, then it is clear that ug itself is the unique stationary solution of (1.1).

A general problem remains incomplete about the situation when the con-
vex and concave pieces both exist initially. In this case, a reasonable result
should be that the convex part of the curve moves immediately as in the for-
mer case while the nonconvex part stays at the initial position for a while
before starting to evolve, which is the so called waiting time effect. One may
actually define the waiting time for any point on the graph of ug, which we
denote by Tj. Then our prediction above amounts to saying that Tp(z) = 0
when z is on the convex part of ug and Ty(z) > 0 when z is on the concave
part. In this paper, we intend to give rigorous and precise descriptions of the
waiting time, especially its continuity in space. The key turns out to be the
investigation of the motion of inflection points of ug.

1.1. Motion by the positive part of second derivative

In general the distribution and structure of the inflection points of ug could
be very complicated but in order to simplify our introduction and grasp the
essence of our problem, we pick a quite special but typical nonconvex initial
graph. We first assume that ug is periodic and of C? class. Let I = (a,b) be
one period of ug such that up(a) = ug(b) = maxg ug. For the moment, we add
a condition of “unique convex piece”, saying that wug is divided by only two
inflection points at # = o and = = fB(a < ) so that ug is (strictly) convex
on (a, ) and (strictly) concave on I'\[«, 3]. See Fig. 1. Under the assumptions
above, we consider the following general one-dimensional problem:

{ut — h(tg)(ugz)+ =0 in R x (0,00),

u(x,0) = up(x) in R, (1.2)

where h is a given function satisfying
(A1) h € C(R) and min, < h(p) > 0 for any R > 0.

This assumption is used to exclude the degeneracy caused by h. It is clear that
(1.1) is its special case.

We now state the simplest version of our main results on the waiting
time.

Theorem 1.1. Assume (Al). Let u be the solution of (1.2) with periodic initial
condition ug of class C2. Let oy and f3; stand for the x-coordinates of the only
two inflection points of u(x,t) in a period [a,b] at each timet > 0 with ag = «
and By = 3. Then the following statements hold:

(1) ot and B; are continuous in t;

(2) oy is strictly decreasing and (B¢ is strictly increasing in t;

(3) ay — a and By — b ast — oo.
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FIGURE 1. The initial graph y = ug(x)

Since (o, Bt) consists of the locations of all convex points of u(x,t) at
t, the above consequence amounts to saying that the convex parts of u keep
expanding in a strict manner. As a result, we easily obtain the continuity of the
waiting time Ty with respect to z. In Sect. 3, we give a more general version
of Theorem 1.1. The key ingredient is the investigation of the motion of all
inflection points. Note that in this general setting the inflection points may
collide each other during the evolution.

1.2. Motivation: the game interpretation of mean curvature flow

Let us introduce the motivation of the above analysis about the waiting time.
We first remark that the equation

Ut_%: in R x (0, 00), (1.3)
u(r,0) =ug(zr) inR |

is another special case of (1.2). This equation is the graph formulation of the so-
called motion by positive curvature, whose corresponding level-set formulation
is as follows:

4
U, — |VU|div <> =0 inR? x (0,00), (1.4)
VUL .
U(zx,0) = Up(x) in R?, (1.5)
where Uy is a defining function of the initial curve. This equation is a little dif-
ferent from the normal mean curvature flow equation, which is independently
studied in [4] and [8]. We refer to [12] for details on the well-posedness of
(E1) in the framework of viscosity solutions. It also has applications in image
processing [21]. We remark that waiting time effect was studied for other geo-
metric motions. For example, one may refer [5] for this phenomenon for Gauss
curvature flows. Our equation is clearly different from theirs.

(E1)
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Our waiting time results partially answered an open problem proposed
by Kohn and Serfaty [16] about (E1). They asked whether or not for any non-
convex curve in the plane there exists a free boundary separating the (moving)
convex part and the (stationary) concave part. They also asked whether it is
true that the concave part decreases monotonically in size and any part of
the curve never stops once it starts to move. It is known that in general the
answers are negative if no regularity conditions more than Lipschitz continuity
are assumed; see the example given by G. Barles and F. Da Lio in [16, Appen-
dix C.3]. We give affirmative answers to all of these questions for any smooth
periodic graph with finitely many concave pieces.

Another closely related motivation is to study the deterministic game
interpretation for the stationary counterpart of (E1) also proposed by Kohn
and Serfaty [16]. For a bounded domain Q C R?, they introduced a family of
exit time games with a parameter € > 0, whose value functions T¢(z) converge,
under several conditions on €2, to the solution T' of the stationary problem of
mean curvature type:

vT

T=0 on 09, (1.7)

which is sometimes called normalized 1-Laplace equation. This approximation
gives an interesting representation of the solutions to the equation. See also
[17] for the deterministic game approach to general elliptic and parabolic equa-
tions and [22-25] for a stochastic tug-of-war game approach to the p-Laplace
equation with p > 1. Related extensions of this new method to the Heisenberg
group are recently addressed in [9,10].

More precisely, it is proved in [16] that the relazed semi-limits T and T
are respectively a subsolution and a supersolution of (E2) and it suffices to use
the comparison principle to conclude the convergence T — T as € — 0.

The usual comparison theorem to guarantee the uniqueness of continuous
solutions of this Dirichlet problem is known only when  is convex [8] and
the desired convergence above follows easily in this case. It is however less
complete when the convexity of € is dropped. Without any assumptions on
the convexity or regularity of €2, the solutions can easily become discontinuous,
as is shown again in the example of G. Barles and F. Da Lio in [16, Appendix
C.3]. The Dirichlet boundary condition may not be realized in the strict sense
and therefore the usual comparison principle does not hold.

The best one can expect in the nonconvex case seems to be a unique result
for possibly discontinuous solutions by showing the so-called weak comparison
principle for solutions with boundary condition interpreted in the viscosity
sense; namely, if U and V are respectively a subsolution and a supersolu-
tion with the boundary condition (1.7) in the viscosity sense, then U, < Vi
and U* < V* in Q, where W, and W* are respectively the lower and upper
semicontinuous envelopes of any bounded function W. Applying this weaker
comparison result, one may obtain the game approximation for the possibly
discontinuous solution and the convergence is certainly in a weaker sense.

(E2)
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1.3. Application of results for waiting time

The above weak approach does work but it requires Q to be star-shaped [16].
Without the star-shapedness, even the weak comparison principle is not nec-
essarily true. An example involving Q of figure-eight type is provided in [19],
where a necessary condition, related to the fattening phenomenon, for the weak
comparison principle is given as well.

In this work, we will show that T may actually converge to a contin-
uous solution of (1.6) in a nonconvex (unbounded) domain. We prove the
convergence for the case when 0N is represented by the graph of a function
ug satisfying the periodicity and having finitely many smooth concave parts
in each period, as was described previously. In this special case, we prove that
the solution will become continuous. This improvement is obtained mainly due
to the improved regularity of the boundary 0f2.

Our method is to pose stronger boundary conditions which the limit of
T€ satisfies. The main difference from [16] lies in the following two aspects.

1. We stress that under our assumptions on 02, the domain 2 is unbounded.
The problem on solvability of (E2) in an unbounded domain seems to be
new to our best knowledge. We overcome this difficulty by linking the
value functions 7T with the game values approximating the solution of
(E1). We are able to determine an effective domain. In fact, we show that
[ = {(z,y) € R? : y = maxug} divides Q into a half plane, in which
T¢ = 00, and infinitely many congruent bounded regions, where T is locally
bounded. Let . be one of the region. We also show that 7¢(z) — oo when
z € Q. satisfies dist(z,I') — 0. This means that a singular Dirichlet bound-
ary condition on I' appears in the limit PDE problem. Singular boundary
problems are studied only for second-order semilinear equations by Lasry
and Lions [20] and for first-order Hamilton—Jacobi equations in [1,3,7] with
applications to large time asymptotics in [14,15]. Our singular boundary
problem is different from all these works, since our equation is quasilinear
and degenerate elliptic.

2. As the boundary of €2, is composed of ' and 0€2. We need to give another
boundary condition on 0f2. It turns out that the limiting boundary value of
T as € — 0 is nothing else but the waiting time Ty of (1.3). Here we apply
our continuity results about the waiting time. The game interpretation of
(E1) with Up being a defining function of 9 is used again to connect (1.3)
and (E2).

With the preparation above, we can characterize the limit of T as the
unique continuous solution 7" of the following problem with mixed boundary
conditions:

T
VT div (|§T|) 1=0 o,
T(z) =To(z) for all z € 09, (1.8)
T(z) — o0 as dist(z,I') — 0, (1.9)

(E3)
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where Tj is the waiting time we obtained previously. Note that (1.8) is now
interpreted in the strict sense and therefore the usual comparison theorem
follows easily. We prove that T¢ — T uniformly in any compact subset of €2..
By using the weak approach as in [16], we may show that the solution T' of
(E3) is also a solution of

—|VT| div <|§§|) —1=0 inQ,
(E4) T(z)=0 for all z € 092, (1.10)
T(z) = o as dist(z,I') — 0,  (1.11)

where (1.10) is fulfilled in the viscosity sense. This indicates that if one can
follow [16] to get a unique weak solution of (E4), then it must be continuous
and satisfy (E3). We are not able to show the uniqueness of weak solutions but
a comparison principle is given to show that the game-related continuous solu-
tion T is the biggest among all of the weak solutions in the effective domain.
Indeed, our comparison principle, whose proof is similar to the argument used
for state constraint problems [26], states that any upper semicontinuous sub-
solution is not above any continuous supersolution. The uniqueness of weak
solutions will be completed under current assumptions if we can show a sym-
metric comparison result, which says that any continuous subsolution is not
larger than any lower semicontinuous supersolution. We give a very simple
example, revealing that this is impossible without making any extra assump-
tions on the accessibility of the supersolution.

We finally remark that it is possible to extend our arguments to a
bounded domain with analogous regularity by applying the analysis of waiting
time locally.

This paper is organized in the following way. In Sect. 2 we briefly intro-
duce some basic properties of the Eq. (1.2). In Sect. 3 we study in detail the
waiting time effect and show its continuity. We prove a general version of Theo-
rem 1.1. The application to the stationary level-set equation of mean curvature
type is presented in Sect. 4. We establish the associated games and show the
convergence of game values to the unique continuous solution of the stationary
problem. Some discussions including a comparison principle are also presented
for the maximality of the continuous solution among all weak solutions.

Notation. In this article, we use the following notations.

For any z € R™ and r > 0, we use B,(z) to denote the open ball in R™
centered at z with radius r.

For any z1, 2, € R?, we denote by Z1zz the line segment between z; and
23, i.e.,

Z123 = {kz1 + (1 — k)22 : k € [0,1]}.

For any function u : R™"! — R of class C?, we use Ugz;, U and Ug, g,
to denote the partial derivatives of u, i.e., uy, = 0u/0x;, uy := Ou/0t and
Ugw; = 82u/axixj for all 7,5 = 1,2,...,n. We denote the gradient of u in
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space by Vu := (Ou/0z1,0u/0xa,...,0u/dx,). We also write u’ to represent
the derivative du/dz provided that w is a function of one variable z.

2. Motion by positive second derivatives

Let us begin with a brief review of some basic results about the Eq. (1.2),
which gives a general description of the motion of a graph by its positive
second derivative in one dimension. With the condition (A1), we find that (1.2)
is a fully nonlinear degenerate parabolic equation. For any classical solution
u € C%(R x (0,00)), u satisfies
ut — h(ug)uze =0 when ug, >0
but
uy =0 when ug, <0,

which reveals that (1.2) is actually a combination of a parabolic second-order
equation and a (trivial) first order equation and the type change occurs at the
inflection points of u. It is also clear that (1.3) is a special case of (1.2).

In spite of the nonlinearity, we can still get a unique solution in the
framework of viscosity solution theory.

Theorem 2.1. Assume (Al). Let ug be a Lipschitz continuous function on R.
Then there exists a unique viscosity solution u of (1.2). Moreover, u is Lipschitz
continuous in space.

We refer to [6] and [12] for the definition of viscosity solutions and the
proof for Theorem 2.1.
The solution of (1.2) obviously enjoys monotonicity in time.

Lemma 2.2. Assume (Al). Let ug be a Lipschitz continuous function on R. Let
u be the solution of (1.2). Then u(x,t) > u(z,s) for any x € R andt > s > 0.

Since u satisfies
u >0 in R x (0,00)

in the viscosity sense, we can easily show the monotonicity by following [2,
Lemma 5.15] or [15, Lemma 4.4].

Remark 2.1. It is easily seen that Lemma 2.2 can be extended to Cauchy-
Dirichlet problems. The proof is analogous and therefore omitted here as well.

We assume the following periodicity in space for simplicity.

(A2) wug is a periodic Lipschitz continuous function on R. Let I := (a,b) denote
one of its open periods satisfying

uo(a) = uo(b) = maxuo()
and

ug < M in I.
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We present all our analysis in the interval I. Denote by ¢ the epigraph
of ug in I, i.e.,

Qo = {(z,y) €R?* : y > ug(x),z € I}. (2.1)

Let M := max,er uo(x) and m = mingeg ug(z). Note that the constant
M is a supersolution, which, by comparison principle, implies that the solution
u satisfies u(a,t) = u(b,t) = M for all t > 0.

The large-time behavior of (1.3) is quite simple for this specific initial
value.

Proposition 2.3. (Large-time behavior) Assume (Al) and (A2). Let u be the
solution of (1.2). Then u(x,t) — M = maxgcr uo(x) uniformly for all x € R
as t — oo.

Proof. One may first take the relaxed limits of u as ¢ — oo:

w(x) = limsup® u(z,t) and w(x) = liminf, u(z,t).
t—oo t—oo

Since the constant M is a supersolution and by Lemma 2.2 u is nondecreasing
in ¢, we have ug(x) < u(z,t) < M, which implies that up <u <7w < M in R.
In particular, we have u(a) = u(a) = w(b) = u(b) = M. Hence by the standard
stability theory for viscosity solutions, we may prove u in [ is a supersolution
of

—h(uz)(Ugz)+ =0 in I = (a,b)
{u(a) =u(b) = M.

We assert that u = M in I. Indeed, if there exists xg € I such that u(z) < M,

then we may find a smooth (quadratic) function ¢ in [a, ] satisfying ¢(a) =

o(b) = M, u(xo) < ¢(xo) < M and ¢, > 0in I. It is obvious that there exists

T € I such that

(2.2)

i (v = @) (@) = u(@) - 6(z) <0,

By the definition of viscosity supersolutions, we get

_h(¢x(f))(¢xx(f))+ > Oa

which yields that ¢, (%) < 0. This contradicts the fact that ¢,, > 0 in I.
It is now clear that w = w = M, which implies the uniform convergence
of u(x,t) to the constant solution of (2.2) as t — oo. O

3. Waiting time effect

A very special property of the motion by positive second derivatives (1.2) is
its waiting time before moving.

We divide the period I into a convex part, a concave part and the remain-
ing part. In order to further simplify our exposition and show the essence of
our argument, let us make the following assumptions.

(A3) Let Iy = Ut {af, Gy}, where m € Z and af, 35 € I such that
(a) af < B < 046“ < Bt foralli=1,2,...,m—1;
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(b) wg is convex in I, = UM, (ad,B});

(¢) wp is of class O in I_ := I\(I4 U Iy) with u{ strictly decreasing in
each interval of I_;

(d) For any ah, 5 € Lo,

i o) —uo(ad) . uo(e) —wo(ad)
0 T—ah— X — Ot6 T z—adt xr — Oé%)
; wo(z) — uo (B wo(z) — uo (B
e lim o(z) ?(50) > lim o(z) ?(50);
z—Bi+ x — 3 z—Bi— x — 3
(e) k§"' < kg’i for any i =1,2,...,m.
For our convenience of notation, we let a6”+1 = b and ) = a. The assump-

tions (a)—(c) give a partition of the graph by convexity. Note that we do not
explicitly assume any regularity, more than Lipschitz continuity, of the convex
part I, but we assume some relation between the left and right derivatives
at the inflection points in (d), which, together with (a)—(c), implies that ug is
semiconvex. The assumption (e) roughly states that each convex piece (af, 3})
contains strict convex points.

It is easy to see that a smooth graph with finitely many convex and
concave pieces fulfills (A3). Since of, and 3} correspond to the inflection points
in the smooth case, we still call them inflection points in our general setting
(A3) as well.

3.1. Existence of waiting time

We first show the general existence of waiting time effect. Similar results for
(E1) are shown in [16, Theorem 1.7] by a game approach.

Lemma 3.1. (Existence of waiting time) Assume (A1)—(A3). Let u be the solu-
tion of (1.2). For any x € I_, there exists T, > 0 depending on x such that

u(z,t) = ug(z) for allt € [0, 7).

Proof. Fix an arbitrary xg € I_ and take w(z,s) = Bz + C with B,C € R
properly chosen so that there exist z1,x9 € I_ satisfying x1 < x¢ < za,
w(zp,0) = ug(xg) and

w(x,0) > ug(z) for all x € [z, x0) U (0, 2]

By continuity of the solution wu(z,t), there exists 7 > 0 such that u(z1,s) <
w(z1,0) and u(xs, s) < w(xe,0) for any s € [0, 7]. Hence, w is a supersolution
of

Vs — h(vg)(Vzz)+ =0 in (21, 22) x (0,7),
v(x1, s) = u(x1, s) and v(ze, s) = u(xe,s) forall se€0,7], (3.1)
v(x,0) = up(x) for all x € [x1,z2].

The comparison theorem yields that u(zg, s) < w(xg, s) = ug(zp) and therefore

w(zo,s) = up(zo) for any s € [0,7] by the monotonicity of u in time derived
in Lemma 2.2. O
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For any 29 = (7o, uo(z0)) € R?, define
To(z0) := sup{7 : u(zo,t) = up(xo) for any t < 7} (3.2)

We call Ty(zp) the waiting time of the curve y = wug(z) at zo. Note that
under the assumptions (A1)—(A3), for any = € I such that ug(z) < M =
limy—, oo u(z, t), we have Ty(z) < oo by Proposition 2.3.
3.2. Short time convexity of moving pieces
In what follows, we investigate the behavior of inflection points when time ¢
is small. Define for any ¢ = 0,1,2,...,m

it i=sup{z u(z,t) = uo(z), BE <z <af™},

. , . (3.3)
By = inf{z:u(z,t) = uo(x), B <x<aft})
Lemma 3.1 asserts that the definitions above are valid and 8! < o/t when
t > 0 is sufficiently small. For each : = 0,1,...,m, let
7 :=sup{t € [0,00) : B¢ < aiT'}.
It is therefore clear that 7; > 0 for all i = 0,1,...,m. Denote
T = ‘_Orr%in 7 = sup{t € [0,00) : B < ol foralli =1,2,....m}, (3.4)

which gives a more precise bound in ¢ for which the definitions in (3.3) are
valid. Moreover, Lemma 2.2 implies the monotonicity of ai“ and 3¢; that is,

ofl <aff and B2 forall0Ss<t<r

We may also define a‘t' and 2. by letting t = 7* in (3.3). In fact,

i+l _ it+1 i i
o = fhm* oy and (7. = lim f;
L—T t—T1

due to the continuity of the solution wu.

Remark 3.1. We remark that 7* can be co. When 7* = 0o, we must have the
following situation: for any ¢ = 0,1,...,m, there exists x; € [Bé,aé“] such
that ug(x;) = M = maxger ug(x). Indeed, suppose by contradiction that there
exists some i such that ug(z) < M — e with € > 0 for all 2 € [8}, a5™]. Then
by (3.3) and the fact that 7* = oo, we obtain that ) # (8f,ai™) C B}, )]
for all ¢+ > 0, which yields the existence of a certain x(t) € (8}, ai™") such
that u(z(t),t) = up(z(t)) < M + e. By taking a subsequence, we may let
z(t) — Too € I as t — oco. By Proposition 2.3, we end up with ug(z) = M,
which is a contradiction.

We next study the motion of all inflection points when ¢ < 7.

Remark 3.2. Under the assumptions (A1)—(A3), we may easily obtain for any
t<7*and any i =0,1,...,m

u(z,8) = up(z) forall z € (B},ai™) and s € [0,1). (3.5)

Indeed, from the definition of ai™' and 3! and the continuity of u, we have
u(ait™ ) = up(ai™) and u(Bi,t) = uo(B}), which by Lemma 2.2 implies that
u stays stationary at o' and ! before time ¢; in other words, u(ai™,s) =



Vol. 21 (2014) Waiting time for motion by positive second derivatives 599

up(af ™) and w(Bi, s) = up(By) for all 0 < s < t. Noting that u(a, s) = u(b, s) =
up(a) = up(b) = M for all s > 0, we find that u(x,s) is actually a solution of

us — h(ug)(uea)+ =0 in (8}, a;*1) x (0,1),
u(By,8) = up(B}) and u(ait™, s) = ug(ai™™) for all s € [0,1],
u(x,0) = up(x) for all x € [8}, i ™).

We are thus led to (3.5) due to the fact that ug is the unique solution of the
above problem.

Theorem 3.2. (Continuity in time of inflection points) Assume (A1)—(A3). Let
u be the solution of (1.2). Let oi, 3! be defined as in (3.3) for alli =1,2,...,m
and t € [0,7*), where 7* is given in (3.4). Then oy, B¢ : [0,7*) — I are both
continuous functions.

Proof. Let us only show the continuity for 4! with any fixed i = 1,2,...,m. We
fix to € [0,7). Our goal is to show lim,_, 3; = 3 . Notice that ﬁzo <apf,
since t < 7*.

1. We first show the right continuity, i.e.,
lim ﬁt ﬁzo

t—to+

Indeed, by the monotonicity of 3¢ in ¢, we have liminf, ., B; > B,. On
the other hand, by Remark 3.2, u(z,tg) = uo(z) for all z € (8 ,ai™).
Set u(x,t) = u(x,t + to). Then @ is the solution of (1.2) with initial data
u(z,to). Using Lemma 3.1 for @ and any = € (8},a;"), we may take
T =t — 1ty > 0 small such that a(z,s) = u(z,ty) for all s € [0, 7], which
yields that u(z,t) = u(x, 7 + tg) = up(z). We therefore get 3 < z as long
as t > to is sufficiently close to to. If follows that limsup,_; . B < ﬂfo

2. We next consider the left continuity. Thanks to the monotonicity of oz”'
and 3} in t, we may assume by contradiction that there exists an increasing
sequence t, — tg— as n — oo such that

1

lim 3 < B, —d for some do >0
n—oo
and

lim oz”'l > 04“‘1

n—oo

It follows from Remark 3.2 that u(z,t,) = uo(z) for all z € [B ,aj™),
which, by continuity of w, implies that w(z,t,) = wuo(xz) and therefore

u(z,t9) = ug(z) for all z € (B} — 50,04,’5:“1) This contradicts the defini-
tion of 5”1.

O

Remark 3.3. The second half of our proof above can be used to show that there
exists 1 = 0,1,2,...,m such that a”‘l = ... Indeed, thereisi = 0,1,2,.

such that 7* = 7;. le such 4. By definition, we easily get 8i. < a”l Both
sides are actually equal, for otherwise we may utilize the existence result of
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waiting time, Lemma 3.1, for the points between them and the initial time
t = 7* to derive a contradiction that 7, > 7*.

Lemma 3.3. (Support functions at inflection points) Assume (A1)—(A3). Let
u be the solution of (1.2). For anyi=1,...,m andt € [0,7*), let y = L ()
and y = L’f’iil(x) be the equations of tangent lines to ug respectively at ol
and B, Then

u(w,t) > max{L?’i(x), Lf“(:z:)} for all x € [, Bi]. (3.6)

Proof. The statement obviously holds when ¢ = 0 due to (A3). We only show
u(-t) > LP(-) in [od, 87] for t > 0. The conclusion follows by using a sym-
metric argument to prove u(-,t) > L& (-) in [of, B7].

Suppose by contradiction that there exists ¢ > 0 such that there is z; €
[al, Bi] satisfying u(z1,t) < L (z1), which yields that u(z1,s) < L (z) for
any 0 < s < t. Then we may take y; € (u(x1,t), L (21)).

Take another tangent line y = L*(x) to ug passing through (z1,y1). We
assume that they are tangent at = 9. Then we must have zo < 3. We pick
xo from the interval (/3¢ ai“), which is nonempty due to ¢t < 7;, and denote
y2 = L*(x2). It is obvious that u(x2, s) = ug(z2) < yo for all s € [0,1].

It is now clear that y = L*(z) is a supersolution of the Cauchy-Dirichlet
problem (3.1) with 7 = ¢. Since w is the solution of the same equation, by
comparison theorem for (3.1), we have u(z,s) < L*(z) for all z € [z1,x2] and
s € [0,t], and in particular, u(zo,t) < L*(x). This implies that u(zg,t) =
ug(xp). On the other hand, by definition of 8}, we get u(xg,t) > ug(z), which
is a contradiction. 0

Remark 3.4. The conclusion in Lemma 3.3 holds for ¢t = 7 as well. We only
need to send the limit in (3.6) as ¢ — 7* and the continuity of u yields

w(z,t) > max{L% (x), L% (z)} for all z € [ol., BL.].
For any i =1,2,...,m and t € (0,7"), denote
Q= {(z,y) € R? 1y > u(x,t), ol <z < Bi}. (3.7)
An immediate consequence of Lemma 3.3 is as follows.

Lemma 3.4. Assume (A1)~(A3). For anyi=1,2,...,m andt € (0,77), let Qo
and QF be defined as in (2.1) and (3.7) respectively. Then for any 21,22 € Q,
we have Z1z3 C .

Proof. Set
S:={(z,y) € R?:y > Lf"i(x) Y, Ltﬂ’i(aﬁ),y > ug(x) and af; > > ﬁZ}

Then by definition we have S C Qq. It is also easily seen that S is convex. On
the other hand, Lemma 3.3 and Lemma 2.2 implies that Q C S. Hence the
convex hull of € is contained in Q. O
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Lemma 3.5. (Convexity of moving graph pieces) Assume (A1)—(A3). Let u be
the solution of (1.2). For anyi=1,2,...,m and t € (0,7*), let &} and B} be
defined as in (3.3). Then

u(kzy + (1 — k)xo,t) < ku(zy,t) + (1 — k)u(za,t)  for any k € [0,1],
provided that x1, x4 € [, Bi].
Proof. Set for any x € [z1, 23] and s € [0, ],
T — 1 To —

+ u(zy, s) .
To — T T2 — I1

v(z, s) = u(za, s)

It follows from Lemma 3.4 that v(z,0) > wg(z). It is also obvious that
v(z1,s) = u(wy,s) and v(ze,s) = u(wg,s) for all s € [0,t]. Moreover, due
to Lemma 2.2, we obtain vs(z, s) > 0 in the viscosity sense for any = € [z1, 2]
and s € (0,t). Since v is linear in space variable, the observations above yield
that v is a supersolution of (3.1) with A\ = ¢. Therefore by comparison princi-
ple, we have v(z,t) > u(x,t) for all x € [z1, z3]. Our conclusion immediately
follows. O

Remark 3.5. We remark that the statement in Lemma 3.5 is true for t = 7*
by continuity of the solution wu.

3.3. Local bounds for the motion of inflection points
Our first goal is to show the strict expansion of each convex piece for all
t € [0,7*). To this end, we need to give bounds for ai and S} for every
i = 1,2,...,m. Roughly speaking, we will find an interval (ai,b;) such that
(ad, BY) C (ai,b;) C [B", aft!] and the slopes of the tangents to ug in (a;, )]
are greater than those in [3!,b;) for t < 7*. To be more precise, let us follow
the procedure below to get (a;,b;) for any fixed i =1,2,...,m.
Step 1. We start with the following obstacle problem:
min f € C([B5", aft!]) subject to
" <0in (B, ab™) in the viscosity sense, (3.8)
fzugin (67" ag™). '

Owing to (A3), we can easily find a smooth concave function f € 02([ fa
046*'1]‘) satisfying f > wug in (85, ™), f(B5Y) = uo(By") and f(af)ﬂ‘) =
uo(a6+1). Applying Perron’s method, we can get a unique solution u, €
C(] éfl,aéﬂ]) of (3.8), which is concave in ( 1 aft!) and satisfies that
b ( 8_41) = yo(ﬁé_l) and @) (™) = up(af™). In addition, @) is harmonic at
x € (B, abt™) where Tg(z) # uo(z).
Step 2. Take
a; = sup{¢ € (85", ™) 1 uh(x) = uo(x) for all w € (6571,€)}, (3.9)
b = inf{¢ € (B, ap™) s wh(x) = up(x) for all 2 € (£, a5™)}. (3.10)
It is obvious that a; < af < 3f < b; by definitions. By the assumption (A3)(e),
we have a; < of and b; > 3i. It follows that @) > ug in (a;, b;), which implies
that
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FIGURE 2. Plot of ﬂ’(i), a; and b;

ug(b;) — uO(ai).

3.11
b a, (3.11)

Ty is a straight line on (a;,b;) with slope k; :=

See Fig. 2 for a sketch of a;, b; and .

Proposition 3.6. (Slope bounds for convex pieces) Assume (A1)—~(A3). Let
a;,b; be given as in (3.9)~(3.10) and Ty be the solution of (3.8) for every
i=1,2,...,m. Then

xggrllJr ug(z) < zggril_ ug(z). (3.12)
Remark 3.6. The inequality (3.12) reduces to up(a;) < ug(bi) if a; and b;
are known to appear in (35", af™). We keep the weak form (3.12) because
it is possible that a; = 8_1 or b, = 046“ and we do not make any further
assumptions on the regularity of uy at the inflection points.

Proof. Recall that ug is of class C' in (i, o) U (65, b;). The relation (3.12)
follows easily, since the graph of u is a straight line segment above ug in [a;, b;]
with @ (a;) = ug(a;) and @ (b;) = ug(b;). O

The function @) is important in that it plays the role of the asymptotic
profile of (1.2) as t — oo provided that each convex piece evolves without
being influenced by the others.

Lemma 3.7. (Local large-time behavior) Assume (A1)—(A3). Let a;,b; be given
as in (3.9)~(3.10) and w} be the solution of (3.8) for every i =1,2,...,m. Let
v(z,t) be the solution of

v — h(vg) (Wzz)+ =0 in (a;,b;) x (0, ),
v(a;, t) =up(a;) and v(b;,t) = uo(b;) for allt € [0,N), (3.13)
v(x,0) = ug(x) for all x € [a;,b;
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with A\ = oco. Then v(x,t) — uh(z) uniformly for x € |a;,b;] as t — oo.
Moreowver,

v(x,t) < T(x,t) for all (x,t) € (a;,b;) x [0,00). (3.14)
Proof. Suppose that the slope of the affine function @}, is k. Set
o(z,t) == v(x,t) — k(x — a;).
Then o is the solution of
O — h(0g + k) (Vzz)+ =0 in (a;,b;) x (0, 00),
0(as, t) = ug(a;) and 0(b;, t) = ug(a;) for all t € [0, 00), (3.15)
0(x,0) = ug(x) — k(z —a;) for all x € [a;, by].
Noticing that wug(a;) is the unique stationary solution of the equation above,
we may apply the same argument as in the proof of Proposition 2.3 to get that
0(x,t) — ug(a;) uniformly for all = € [a;, b;] as t — oo,
which amounts to saying that v(-,¢) — @} (-) in [a;, b;].
We next show (3.14). We first show that for any ¢ > 0,

min  0(x,t) < up(a;). (3.16)
z€(a;,bi)

Let us construct a supersolution of (1.2). Let Wy(z) = ug(a;) + Asin(wz + d)
with A, w and d properly chosen such that [a;, b;] is a period of W, with

Wo(ai) = Wo(bl) = mﬂgx WO

and Wy(x) > ug(x) — k(x — a;) for all z € [a;, b;]. We solve the heat equation

Wi — CWae =0 in R x (0, 00) (3.17)
with C > 0 and W (z,0) = Wy(x). The unique solution of the Cauchy problem
is W(z,t) = ug(a;) + Ae =t sin(wz + d). We thus have W (a;, t) = W (b;, t) >
ug(a;) for all ¢ > 0. In addition, W (x,t) is convex in x whenever W(x,t) <
up(a;). Since W = ug(a;) is clearly another solution of (3.17),

W (z,t) = min{W(x,t),uo(a;)}
is a supersolution of (3.17).
We next claim that W restricted in [a;, b;] x [0, 00) is also a supersolution
of (3.15) provided that C' > 0 is large enough. Indeed, the boundary conditions
are clearly satisfied. Also, by calculation, we have

sup [Wy(z,t)] < |Aw| for any C > 0.
(z,t)ERX (0,00)

Now letting C' > max|,|<|aw| h(p + k), we have

W, — h(Wy)Wae > Wy — CW,y provided that W, > 0.
It follows that W (z,t) is a supersolution of (3.15) in the region where
W' < ug(a;). Besides, it is easy to see that W(x,t) satisfies the definition
of supersolutions for (z,t) € (a;, b;) x (0,00) with W (a,t) > ug(a;) because W
is just a constant around those points. Our last verification is for those (x,t)
satisfying W(x,t) = ug(a;) but in fact W cannot be tested from below there.
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By comparison principle for (3.15), we obtain o(z,t) < W (z,t) and (3.16)
follows immediately. Noticing that uj(z) > v(z,t) in (a;,ai] U [BE,b;) due
to (A3)(c) and the convexity of u in [af, 3i], we easily deduce (3.14) from
(3.16). O

The argument above can be adapted to the proof of the following general

result.
Theorem 3.8. Suppose v is the viscosity solution of

vy = h(vg)(Vaz)+ =0 in (ai, b;) x (0,T),

v(z1,t) = up(z1) and v(xe,t) = up(ze) for allt € [0,00),

v(x,0) =up(x) for all x € [x1,x2]
with
(2 — z)ug(x1) + (x — 21)ug(x2)

T — X1

uo(x) < To(x) = for any x € (x1,x2).

Then v(z,t) — Ug(x) as t — oo uniformly in x € [x1,x2]. Moreover,
v(z,t) <u(z) for every (x,t) € (x1,22) X [0,00).

Lemma 3.7 asserts that an independent convex piece will eventually
become a straight line and this asymptotic state is realized only at t = oc.
We next utilize this fact to deduce the following key result. For any ¢ € (0, 7%],
we set

; ; u(z,t) — ug(F?
k= lim ———* = and k‘tﬁ’l = lim —( 1) io(ﬁt).
z—ai— T — oy z—Bi+ x— B

(3.18)

Lemma 3.9. (Strict upper bounds of convex pieces) Assume (A1)~(A3). Let u
be the solution of (1.2). Let ot, 3 be defined as in (3.3) and u}, be defined as
in (3.8). Then

u(z,t) <ah(z) for any (x,t) € (al, Bi) x [0,7%) (3.19)
and
kot < kP (3.20)
foranyi=1,2,...,m and t € [0,7%), where k™" and k" is given in (3.18).

Proof. We first note that (3.19) is a straightforward consequence of Lemma 3.7,
since u restricted for ¢ € [0,7*) is the solution of (3.13) with A = 7*. To show
(3.20), let us first discuss the case that 7* = oco. As mentioned in Remark 3.1,
there are x; € [8,abt!] such that wg(z;) = M = maxgesuo(x) for each
i = 0,1,...,m. Lemma 2.2 yields that u(x;,t) = M for all ¢ > 0, which
implies that af, 8f € [z;,%i11] for any t > 0 and x;_1 < a; < b; < x; with
i = 1,2,...,m. We next show that in fact of, 3} € (z;_1,;). If it is not
the case, say al = x;_; for some fixed t > 0 and i = 0,1,...,m, then by
Lemma 3.3, the graph of u(x,t) is above the tangent line to the graph of ug at
al = g, which is exactly y = M, for all x € [a, B¢]. It follows that u(z,t) = M
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for all « € [a;, b;], which contradicts Lemma 3.7. By the strict concavity of ug
in [x;—1,0f) and in (g, z;], we immediately get

k< 0= uly (1) = uf(z;) < kDT for all ¢t > 0.

We then discuss the case 7% < oco. Let us show that either o} > a; or
B < b; for all t € [0,7%). We again argue by contradiction. Suppose on the
contrary that o = a; and 3¢ = b;. As in the proof of Proposition 3.6, the slope
k; of ) in (a;,b;) is equal to either uf(a;) or uj(b;), which gives u(z,t) > u}
in (a;,b;) by Lemma 3.3. This is a contradiction to Lemma 3.7, since u can be
viewed as the solution of (3.13) for any ¢ when ¢ < 7*.

When af > a; and 8! < b;, it is easy to get (3.20), again due to the
strict concavity of wug in [a;,ad) U (88, b:]. Suppose af > a; and 3 = b;.
Then b; < ot for otherwise it contradicts the fact that ¢ < ¢*. This means
that k7" = wj(b;). On the other hand, the concavity of ug yields k™ <
limg_.q,+ uy(x). Therefore (3.20) follows easily from Proposition 3.6. The other
case that af = a; and 3} < b; is similarly treated. O

Remark 3.7. With slight modification in the proof above, we may also prove
that

u(, ) <m(-) i (af., fr.) (3.21)
and
ket < k2 (3.22)

for all ¢+ = 1,2,...,m provided that 7* < oo. Indeed, Lemma 3.3 and
Lemma 3.7 still enable us to deduce that either ai. > a; or BL. < b; in
this case. The proof is exactly the same as that of Theorem 3.20 if at. > a;
and (L. < b;.

We therefore assume, for instance, that a’. > a; and 8., = b;. We are not
able to exclude the possibility that b; = aé‘H this time but we may instead use
Lemma 2.2 and (A3)(d) to show that k7' > kS = lim,_p, — up(z), which,
combined with Proposition 3.6, implies (3.22). The strict upper boundedness
(3.21) is also easily shown, since u(ai.,7*) < uwh(al.) and u(-,7*) is convex in
[, 3L.], as mentioned in Remark 3.5.

Remark 3.8. By Lemma 3.9 and Remark 3.7, we must have aj > Y = a and
B < a"tt = b either for all t € [0,00) if 7" = oo or for all t € [0,7%] if

T < 00.

3.4. Short time behavior of the graph

Lemma 3.10. (Immediate move of a corner) Assume (Al). Assume that uy €
C(R) is periodic. Let u be the solution of (1.2) with initial data ug. If there is
zo € R such that

uo () — uo(xo) uo () — uo(o)

—oo < lim 0T EROT0) gy SO TR0 o (3.23)
T—To— T — Xo T—xo+ T — Xo

then u(xg,t) > ug(zo) for any t > 0.
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Proof. Assume by contradiction that there is tg > 0 such that u(zo,?) = uo(xo)
for all ¢ € [0, to]. Since u(z,t) is nondecreasing in ¢, by the assumptions given,
it is easy to construct a smooth periodic function w : R x [0, §] such that
(1) w(z,t) = wo(x) for all z € R and t € [0, tg];
(2) wo(z) <up(z) for all z € R and wo(z) = uo(xo);
(3) wll(zo) > 0.
Then it follows that w satisfies
wy (o, t) — "(wz (20, 1)) (Wee (T0,t)) 1 <0 for all t € (0,1g),
which contradicts the fact that u(x,t) is a solution of (1.2) as w(x,t) touches

u(x,t) from below at the point (z¢,t) with ¢ arbitrarily taken from (0,%0). O

The argument in the proof above can also be generalized to show a similar
situation during the evolution.

Lemma 3.11. If u(x,t) is a continuous and space-periodic solution of (1.2)
satisfying
u(x, to) — u(zo, to) u(x, tg) — u(zo, to)

—o0 < lim < lim < 00
T—To— T — Xo T—xo+ T — Xo

for some xg € R and tg > 0. Then u(xo,t) > u(xo,to) for all t > tg.

Let @(x,t) = u(z,t 4 t9). Then u is the solution of (1.3) with initial data
tu(x,0) = u(z,ty). We reach the conclusion by applying Lemma 3.10.

Theorem 3.12. (Nonstop moving of convex pieces) Assume (Al)—(A3). Let u
be the solution of (1.2) and 7 be given as in (3.4). Then u(x,t) > u(x,s) for
allz € [al, 3] and 0 < s <t < T*.

S

Proof. Suppose by contradiction that there are s > 0, § > 0 and g € [a!, 5]
such that u(zo,t) = u(zo, s) for all t € [s, s + ¢]. By Lemma 3.5, we have
u(z, s) — u(xo, s)

—o0 < lim < lim < 00
T—xo— T — X9 r—xo+ T — Xo

u(x, s) — u(xo, s)

We may derive a contradiction immediately by using Lemma 3.11 if

lim u(z, s) — u(xo, s) < Jim u(zx,s) — U(ZO,S).
T—To— T — Xo T—xo+ Tr — Xo

We therefore only discuss the case that

u(z, s) — u(xo, s) _ u(z, s) — u(xo, s)

lim lim
T—To— T — X9 r—xo+ T — X9

)

which means u(:, s) is differentiable at xg. Let us denote by k the quantity
above, i.e., the derivative at xy. By Lemma 3.3 and Lemma 3.5, we have
up(et) < k < uf(B). Since Lemma 3.9 states that k¢ < k%%, we must have
either k > k&% or k< k2. Let us assume the latter without loss of generality.
Note that in this case, we may take a smooth periodic function wy which fulfills
the following conditions:
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(1) Its graph is symmetric about (xg, ug(zo)), i.e., wo(x) = 2ug(xg) —wo (220 —

(2) Tt serves as a one-sided lower bound in the sense that wo(z) = ka for
all © € [xg,x0 + 1) and with some §; > 0 and wo(z) < u(z,s) for all
z € (B, 00).

(3) Its first derivative is nondecreasing in [z, 3¢] and

wh(x) =k >k forall z € (8, 00).

Set K = sup,, |wy(x)| and ¢ = minj,|<x h(p). It is clear that ¢ > 0 due to (A1).
Let w be the unique smooth solution of a heat equation

Wy — CWayp = 0 in R x (s,00),
w(z,s) =we(x) inR.

(3.24)

We then utilize the symmetry to get w(xo,t) = ug(zg) and wy,(xo,t) = 0 for
all t > s. We adopt the strong maximum principle for w,, to obtain w,(zo,t) >
w((zo) for t > s and therefore

A t) — t
wa(zo,t) > b= lim “EDZu@0!)

for all t > s. (3.25)
T—xo+ T — Xo

Moreover, the maximum principle for w,, implies that w,, >0 in (xo_, 00) X
[s, s+ ). Besides, there exists p € (0,0) small such that w(S%,t) < u(F:,t) for

all t € [s,s+ .
It is not difficult to see that w also satisfies
w¢ — h(wm)(wzz)Jr S 0 il’l (xOvﬁ;) X (878 + M)v
w(z, s) < ug(x) for all z € [z, 8], (3.26)

w(zo,t) < u(wg,t) and w(BL,t) < u(Bi,t) forallt € [s, s+ ul.

Indeed, since the initial and boundary conditions are satisfied, as proved above,
we only need to show that w fulfills the first inequality. Note that the maximum
principle for (3.24) gives

|wy(x,t)] < K for all z € R and t > 0.

Since w stays convex in space in (g, 00) X (s, s+ ). Then a direct calculation
shows that

W = CWeyp < h(we)(Wee)y 0 (z0, ) X (5,54 p),

which completes the verification that w fulfills (3.26). As a result, u(x,t) >
w(z,t) for all z € [xg, 5] and t € [s,s + u), which in turn implies that

lim u(:at) - u(ant) > wz(a:o,t) > ]% — lim u(:r,t) - u($07t)
z—xo+ T — o T—=To— L= To
for any t € (s, s+ p). In particular, the relation above holds for ¢ = s+ . Since
1 < 0, Lemma 3.11 now comes into play for us to obtain u(zg, s+9) > u(xo, s),
which is a contradiction.
We conclude the proof by pointing out that a symmetric version of the
argument above applies to the case when k> kot O
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Corollary 3.13. (Short time behavior of inflection points) Assume (A1)-(A3).

Then for any i = 1,2,...,m and 0 < s < t < 7, we have o} < o’ and
Bt > B

Proof. We only show 3! > .. By Lemma 2.2, it is not difficult to find that
every moving piece, which is defined on [al, 5t] is expanding; in other words,

we have af < o' and 8! > 3¢ for all t > s > 0. It suffices to show that 3{ # 3¢
but this is a stralghtforward consequence of Theorem 3.12 and the continuity
of the solution wu. O

3.5. Global behavior of the graph

In the previous section we have given a rigorous analysis for the motion of the
graph and inflection points before the first collision time 7*. We are interested
in the evolution after 7* in what follows. Our basic idea is to regard the solution
u(z,t) as a new initial condition every time when two inflection points hit each
other and apply the preceding results repeatedly.

To be more precise, we investigate the shape of the graph of u(x,t) at
t =7" < oo below.

Lemma 3.14. Assume (A1)—(A3). Let u be the solution of (1.2) and 7* be

defined as in (3.4). Assume 7% < oo. Then there exists I5 = UM {ab, 0},

where m* € Z with 1 <m* <m and %,Bg € I such that

(1) @ < By <ait' < By foralli=1,2,...,m" —1;

(2) u(-,7*) is convex in I := Ug’;*l(aé,ié);

(3) u(-,7*) is of class C* in I* := I\(I1 U I§) with x — uy(z,7*) strictly
decreasing in each interval of I* ;

(4) For any 667510 € 167

ES’Z' = lim —uo(x) — ﬁ?(aO) > lim —uo(x) — Z?(a()) and
T—ah+ T — Qg T — T — Qg
—i
Egﬂ = lim uo(z) — (ﬂo) < lim uo () _Z)(ﬂ(})'
z—B5— T — 50 x%ﬁ?ﬁr x— Py

(5) E;” < Egl foranyi=1,2,...,m".

Proof. Tt follows from Remark 3.3 that there exists ¢ = 0,1,...,m such that
Bl = ottt (3.27)

Let us take the least 4, denoted by i1, satisfying (3.27) for our explanation.

Assume that i; := 41 + j — 1 also satisfies (3.27) for all j = 1,2,...,] with

1y < m. We ﬁrst claim that iy > 0 and iy < m. If i3 = 0, then uj(a) =

up(8Y.) = uf(al.) = 0, which, by Remark 3.4 and Remark 3.5, yields that
uf(BL.) = 0 too. This is a contradiction to Remark 3.7. We get i; < m for the

same reason. We therefore let ah =ai. foralli =1,2,...,4, Bg = 3L, for
alli =1,2,...,43 — 1 and Bél = 61’;”'1. We continue relabeling the inflection
points in this way if 4, + 1 < m and get @) and Bg fori=1,2,...,m* with
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m* < m. This gives the partition in (1). Also, it is clear that (3) holds, since
I* ¢ I_ and u(z,7*) = uo(x) for all © € I*. Using Remark 3.4, we conclude
(4) with ease.

We next show (2) and (5). By Remark 3.5 and Remark 3.7, we may assert
that u(-, 7*) is convex in each interval (al.,3t.) and

ke < kA (3.28)

foralli=1,2,..., m. Since (@6,36) = (al.,pl) foralli=1,2,...,i; —1, the
convexity and the slope relation still hold for these intervals. We thus need to

prove them in the interval (@, G, ) = Ué—ill(aé‘", '), We adopt Remark 3.4

and obtain

u(- ) > L2259 in [0, B4 and  wu(,7") > LY in ol gt
for all j = 1,2,...,1, from which the convexity follows easily, since Lf;ij =
Lf;”“. Finally, we combine the relation kfl” = kf;”“ for j = 1,2,...,1

with (3.28) and get

T4

ko

= k2 <RI ="

o2 T = .
The proof of (2) and (5) for the other inflection points @}, and Bg is analogous.
O

Lemma 3.14 amounts to saying that u(-, 7*) satisfies the initial condition
(A3). Since it obviously satisfies (A2) as well, we may discuss the graph motion
after t = 7* by repeating the analysis presented in Sects. 3.2, 3.3 and 3.4 for
only finite times.

In order to state our main theorem, we define for any ¢ > 0

I' = U (B o™, IE=1INnoI" and I =I\(I" Uip).

Theorem 3.15. (Long term nonstop moving of convex pieces) Assume (Al)-
(A3). Let u be the solution of (1.2) and o' and 3% be defined for any s > 0 as
in (3.3). Then u(x,t) > u(x,s) for allt >s>0 and x € I3 U Ij.

Theorem 3.16. (Continuity of waiting time) Assume (A1)—-(A3). Then the
waiting time Ty(z) of the curve y = up(x) at z = (x,up(x)) is continuous
with respect to x € I. Moreover, To(x) — oo as [a,b] 5 © — xg when xo = a
orb.

Proof. To simplify our notation in the proof, we view Tj as a function of z, i.e.,
To(x) := To(z,up(x)). It is clear that Tp(z) = 0 for all # € I;. Let us prove
the continuity of Ty for any o € I\I;. Without loss, we assume xy € [0y, b).

We first show the continuity of Ty at any fixed x € I such that Ty(z) €

[0, 7). We have three different cases to discuss.

1. Ty(xz) = 0. Then we have z € Iy U Iy due to Theorem 3.1. In other words,
there exists i = 1,2,...,m such that x € [o},3}]. By Corollary 3.13, for
any 0 > 0, we have [of), B3] C (a}, 3%). We are thus allowed to take 7 > 0
small such that (z —r,z+7) C (af, 8%), which means that Ty(y) < ¢ for all
ye(x—rax+r).
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2. To(z) = s € (0,7%). Then = # a and x # b due to Remark 3.8. We claim
there exists i = 1,2,...,m such that 2 = o’ or # = 3! Indeed, = ¢
Ut (Bi=t al), for otherwise Tp(x) > s, as a result of Theorem 3.1 applied
to the solution of (1.2) with initial data u(z,s). Also, x ¢ U™, (al,3%),
since, by Corollary 3.13, Ty(z) < s for every z in the set. For any 6 > 0
small, we use Corollary 3.13 again to get » > 0 such that (x —r,z +r) C
(ol 5.8 5)\(al_s, BL_s), which implies that Ty(y) € (s — 0,5 + ) for any
ye(x—rax+r).

We extend our argument to the remaining case when Ty(z) > 7* by
considering the problem with updated initial conditions. In addition, for
the endpoints a and b, then we may apply Theorem 3.8 with v = u, 1 = a
and xo = b to conclude that Ty(z) — oo as x = a or b. O

4. Application to stationary level-set equations

In this section, we turn to investigate the stationary level-set equation (E2).
We attempt to obtain a game-theoretic interpretation for this equation when
0f) is represented by the graph of a periodic smooth function with multiple
concave parts. Our games are played in an unbounded domain.
Let the step size of space be € > 0. Suppose that the game starts from
z € R? and there are two players, Player I and Player II. The following set of
game rules is repeated during the game.
Game rules: In the i-th round (i = 1,2,..., N) with position n € R?,
(1) Player I first chooses a vector v; € R? with |v;| < 1.
(2) Player IT has a right to support or reverse Player I’s choice; that is, Player
II may take b; = £1.
(3) Once the decisions above have been made, we update the position, letting
it be n + V2eb;v;.
There are two ways to proceed and end this game:

1. (Finite horizon problem:) One way is to set a fixed ending time ¢ > 0. To
be more precise, we take N = [t/e?]. Let y(t; z,b,v) be the game state after
N rounds. We are then able to get Uy(y(¢; z,b,v)), which in fact depends
on the initial position z, duration ¢, step size € and certainly the decisions
b,v of both players. Suppose Player I wants to maximize Uy(y(t; z,b,v))
and Player II wants to minimize it. The value function is thus defined
as

U¢(z,t) = max min max min - - - max min Uy (y(¢; 2, b, v)) (4.1)
v by Vo bao vN by

2. (Time optimal problem:) The other way is to consider the first exit time
from Q; namely, the game will end only when the position first leaves Q.
The ending round N itself depends on the strategies of both players. We let
7¢(2;b,v) := Ne? denote the first time of exit from . If Player I attempts
to minimize 7¢ and Player II tries to maximize 7€, then we may define value

function for this game as
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T¢(z) = minmax minmax - - - 7(z; b, v). (4.2)
U1 by V2 ba
It is clear that T¢(z) = 0 if z ¢ Q. We adopt the convention that T¢(z) = oo
if the game starting from x cannot be ended.
The first type of game provides us with the approximation and, as a
byproduct, the existence of solutions of (E1). Notice that the uniqueness fol-
lows from the comparison principle; see [12].

Theorem 4.1. [16] Let U€ be the value function defined in (4.1). If Uy is bounded
and uniformly continuous, then U¢ — U locally uniformly as € — 0, where U
is the viscosity solution of (E1).

The link between the level set and graph formulations can be easily seen
from the following.

Proposition 4.2. Suppose that ug : R — R is a uniformly continuous function
and u is the unique solution of (1.3). Let U(z,y,t) = u(x,t)—y for allz,y € R
andt > 0. Then U is the unique solution of (E1) satisfying Up(z,y) = uo(x) —
Y.

Proof. The proof is straightforward. Note that the initial condition is clearly

satisfied. We now show that U is a subsolution of (eq: Ela). Suppose there are
(w0,y0) € R% tg > 0 and ¢ € C°(R? x (0,00)) such that

Rzgl(%f(oo)(U - ¢) - (U - Q/))(m()a Yo, t())

Since U(x,y,t) = u(x,t)—y, y — u(xg, to) —y—d(xo, y, to) attains a maximum
at yo. Then it is obvious that
(]5y(l‘0,y0,t0) = —1. (43)

On the other hand, (x,t) — u(x,t) — yo — &(x,yo,t) attains a maximum at
(0,%0). Then by the definition of subsolutions of (1.3), we have

¢t($0,t0) _ (¢xm(m0at0))+ <0,

1+ (Z%(fo,to) -
which, together with (4.3), yields

. (Vo
¢ — [Vl div (W)Jr <0 at (zo,yo,%0)-

The proof for supersolution verification is similar. O

We now turn our attention to the game with exit time. The dynamic

programming principle for this game is
T¢(z) = min max T(z + v/2ebv) + €2, (4.4)

[v]<1b=%£1

for all z such that for any |v| < 1, there exists b = +1 satisfying z +v/2ebv € Q.
We let T¢(z) = €2 if there is |vp| < 1 such that z++/2¢bv & Q for both b = +1.
The value function 7T is supposed to converge, as ¢ — 0, to a solution
of the corresponding stationary problem like (E2) in an analogous manner. It
however turns out to be quite difficult in general. As was described above, the
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main difficulty is the loss of comparison theorems due to the lack of (strict)
boundary data. We aim to overcome this difficulty and present a game-based
convergence theorem by using our results in the previous section on the waiting
time.
To this end, we assume
(A4) the boundary 9Q := {(z,y) € R? : y = up(z)} and Q = {(x,y) € R? :
y > up(x)}, where ug : R — R is a periodic function fulfilling (A2)—(A3).
Let us define the relaxed limits of 7 for any z € Q

T(z) = limsup* T¢(z) and T(z)= limiréf* T¢(2)
e—0 €—

A natural question arising from this definition is whether T¢(z) (also T
and T) is finite for all z € 2. The answer is negative because of the unbound-
edness of the domain. Indeed, let T' = {(x,y) € R? : y = M(= maxsug)}.
Then I' divides the domain €2 into a half plane and countably many congruent
parts. Taking one of the congruent parts, we denote

Qe ={(z,y) e I xR:up(x) <y < M}, (4.5)

which is connected due to (A4). Roughly speaking, T¢(z) is finite when z € €2,
but is infinite when z ¢ .. In order to prove this, we need the connection
between time-dependent games and the associated stationary games.

Lemma 4.3. (Game connections) Assume (A4). Let U(z,t) be the unique solu-
tion of (E1) with a choice of Uy satisfying

{z € R?: Uy(z) < 0} = Q.
Let T€ be the value function defined as in (4.2). Then for any z € Q and t > 0,

(1) U(z,t) > 0 implies t > T(z);
(2) U(z,t) <0 implies t < T(z).

Proof. Fix zp € Q and t > 0 arbitrarily.

(1) Our goal is to show T(z9) < t under the assumption that U(zg,t) > 0.
We may take 6 > 0 such that U¢(z,¢) > § for all z € Bjs(zy) owing to
Theorem 4.1. Tt means that for any z € Bs(zo) there exists a strategy
v® of Player I such that Up(y(t; z,v%,b)) > 4, i.e., y(t;z,0%,b) ¢ Q for
any b. Note that here we abuse the notation, using v and b to denote
strategies, which represent the sequences of choices of both players. As a
result, by definition we have T°(z) < t for all z € Bjs(29), which implies
that T(zg) < t.

(2) We now prove T'(z9) > t provided that U(zp,t) < 0. Applying Theorem 4.1
as above, we have § > 0 such that U¢(z,t) < —d for all z € Bs(2o).
We thus can ensure the existence of a strategy b* of Player II satisfying
Uo(y(t; z,v,b%)) < —§ for any v; in other words, y(¢; z, v, b*) € Q. We claim
that y(s;z,v,b%) € Q for all s < t. If it is not true, i.e., there exists sop <t
such that y(sg;z,v,b%) ¢ Q. Then Player I may keep choosing the trivial
option v = 0 for the rest of the finite horizontal game. This strategy of
Player I yields y(t; z,v,b%) ¢ Q, which is clearly a contradiction. Hence,
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under the strategy b*, we must have the first exit time 7, > t. It follows
that T¢(z) > t for all z € Bs(zp), which in turn implies that T'(zo) > ¢.

O

Lemma 4.4. (Finiteness of exit time) Assume (A4). Let Qo and Q. be defined
as in (2.1) and in (4.5) respectively. Let T be the value function defined as in
(4.2). Then

(i) T(z) < oo for all z € Qe;
(ii) T(z) = oo for all z € Q\Qe;
(iii) T(z) — oo if dist(z,T') — 0 with z € Q..

Proof. (i) For any fixed z = (x,y) € Q., in virtue of Proposition 2.3, there is
to > 0 such that u(z,t) —y > 0 for all ¢ > to, which implies that T(z) < ¢y by
Lemma 4.3.

(ii) In terms of Proposition 2.3 and Lemma 2.2, we have u(z,t) — M <0
for all z € R and ¢ > 0, which amounts to saying that U(z,t) < 0 for all
z € Qo\Qe. The conclusion follows again from the application of Lemma 4.3.

(iii) For any t > 0, we may employ Theorem 3.8 to get u(xz,t) < M for
all z € I. We are now able to arbitrarily pick y € (u(z,t), M) for any x € T
such that U(z,y,t) = u(z,t) —y < 0. In view of Lemma 4.3, we are led to
T(z) >t for z = (x,y) € Q.. This concludes the proof. O

The set €. turns out to be an effective domain for our games. The
dynamic programming principle reads
T¢(z) = min max T¢(z + v/2ebv) + €2, (4.6)
|[v]=1b==*£1
for any 2 € R? provided that T¢(z) # 0.

One may naturally guess that the limit of 7T is a solution of the singular
boundary problem (E4). It is true but (1.10) should be interpreted in the
viscosity sense, since it may not be realized in the strict sense. Indeed, for any
20 = (2o, yo) on the concave piece of 92, Lemma 3.1(ii) indicates that there
exists 79 > 0 such that u(zo,t) — yo = uo(xo) — yo = 0 for all ¢ € [0, 79]. We
thus have

U(zo,y,70) = Up(z0,y) = up(xo) —y <0 for all y > ug(xp).

By Lemma 4.3, we have T(xg,y) > 70 and therefore T(zo) > 7.

For this reason, in what follows we choose to characterize the limit of T°¢
as a unique solution T of (E3), where (1.8) is in the strict sense. For clarity
and later use, let us provide the definition of viscosity solutions for a class of
elliptic equations in the form:

—|VU| div <gg> +fU)=0 O, (4.7)

where O is an open subset of R? and f : R — R is a continuous nondecreasing
function. It is clear that (1.6) is a special case of (4.7).
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Definition 4.1. An upper semicontinuous (resp., lower semicontinuous) func-
tion U on O is a wiscosity subsolution (resp., viscosity supersolution) of (4.7)
if whenever there are 2 € O and a function ¢ € C?(0O) such that

max(U —¢) = (U — ¢)(2)
(resp.7 mén(U —¢)=(U - ap)(é)),

the following holds:
(i) If V(2) # 0, then

o ((1- TELE T ) 0209 + pwian <0

<resp.7 —tr ((1 - W) v%(z)) +HUG) 2 o).

(i) If V(2) = 0, then there exists ¢ € R? with |¢| < 1 such that
—tr (I —qg®q) VZp(2)) + f(U(2) <0
(resp., —tr (1 —q®q) V20(2)) + F(U(2)) 2 0).

Definition 4.2. A function U on R? x (0,7T) is called a wiscosity solution of
(4.7) if it is both a viscosity subsolution and a viscosity supersolution.

Theorem 4.5. (Strong characterization) Assume (A4). Then T and T are
respectively viscosity subsolutions and supersolutions of

— |VT|div (é;) ~1=0 inQ., (4.8)

with T < Ty < T on Qe and T(z),T(z) — oo as dist(z,I') — 0.

Proof. The derivation of (4.8) from games is standard; consult [16, Theorem
1.3]. Tt is also straightforward that T(z),T(z) — oo as dist(z,I)) — 0 due to
Theorem 4.4(iii). We now focus our attention on showing that T(z) < Ty(2)
and T(z) > To(z) for any z € 9Q,. As it is trivial to show these for the case
that z € 92, NT, we only consider the situation when z € 9Q\T.

To this end, we fix any zg = (xo,y0) € 9NN\, i€, yo = ug(xo) with
xg € I. If To(z0) = 0, then by Theorem 3.12 u(x,t) > ug(zg) = y or in other
words, U(zp,t) > 0 for any ¢ > 0 small, which yields that T(z9) < 0 due to
Lemma 4.3. Hence T(z0) = T(20) = To(20) = 0.

Suppose Tp(z9) > 0. We take any t1,ts such that ¢t; < Tp(20) < t2. By
Corollary 3.13, there exists § > 0 such that we have

u(z,t1) = uo(x) and u(x,tz) > up(z) for any x € (zg — 0,0 + 0).

By Theorem 3.15, we have = € I_. For a sufficiently small 6 > 0, Player II
can control a game trajectory starting from any z € Bj/s(20) N €2 so that it
only hits dBs(z0) N2 before it exits from Q. Since U(-,¢;) < 0 on dBs(20) N2,
which implies that 7€ > ¢; on 9Bs(z9) N as similarly shown in the proof
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of Theorem 4.3, we may connect the game trajectories and conclude that
T<(z) >ty for all z € Bs/s(20) N2 and hence

T(z0) > t1. (4.9)
On the other hand, we may let § > 0 be smaller if necessary to get
U(z,tz2) >0 for all z € Bs(29) N Q. (4.10)

Applying Lemma 4.3, we end up with

T(z) <ty forall z € Bs(zp) N,
which, together with (4.9), implies
T'(z0) > To(z0) > T(20)
by the arbitrariness of ¢; and to. O

Before showing a comparison principle for (E3), we first apply the classical
Kruzkov transform to simplify our Eq. (4.8). Let F(s) := e *, which is a
bounded decreasing smooth function. If T" is a subsolution (resp. supersolution)
of (4.8), then S = F o T must be a supersolution (resp. subsolution) of

—|VS|div (;;) +5=0 inQ.. (4.11)

In addition, 0 < § < 1.

Theorem 4.6. (Comparison with strong boundary condition) Assume (A4).
Let Ty and Ty be respectively a sub- and a supersolution of (1.6). If Ty < T
on 00 and Ty(z),Ta(z) — oo as dist(z,T) — 0, then Ti(z) < Ta(z) for all
z € Q.

Proof. We use the Kruzkov transform F', setting
Si(x) =FoTi(z) and Si(z)=FoTy(x).

Now S7 and S, are respectively a nonnegative supersolution and a nonnegative
subsolution of (4.11) with S; > Ss on 92 and S;(z), S2(z) — 0 as dist(z,T") —
0. Using a standard comparison argument, we get S; > S5 in ()., which is
equivalent to T7 < T5 in Q.. O

Combining Theorem 4.5 and Theorem 4.6, we obtain our main result of
this section.

Theorem 4.7. (Strong characterization with convergence) Assume (A4). Let
T be the value function defined in (4.2) and Ty be the waiting time of motion
by positive curvature defined in (3.2). Then T — T uniformly on any compact
subset of Q\I' as € — 0, where T is the unique continuous solution of (E3).

On the other hand, we may show that T is also a weak solution of (E4)
in that T satisfies (1.10) in the viscosity sense.

Proposition 4.8. (Weak characterization) Assume (A4). Let T be the value
function defined in (4.2) and T be its locally uniform limit as in Theorem 4.7.
Then T satisfies (E4) with (1.10) in the viscosity sense.
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Proof. Since T still satisfies (1.6) in 2, and (1.9) on I, we only verify the other
boundary condition (1.10). Moreover, the fact that T > 0 allows us to only
show that T is a subsolution on 9. For any zo € 9 such that T'(z) is finite,
if T(z9) # 0, then there is r > 0 such that T¢(z) > r in B,(20). Then T must
satisfy the dynamic programming principle (4.4) at zo. The rest of the proof
follows exactly the same as that of the interior case. O

As in the case of a bounded domain, it is not known whether the weak
solutions are unique but Proposition 4.8 indicates that there is a continuous
one among them. We give a comparison principle below, showing that this
continuous, game related solution is maximal. The proof is less standard and
is similar to that for state constraint problem [26].

Theorem 4.9. (Comparison with weak boundary conditions) Assume (A4).
Suppose that Ty and Ty are respectively an upper semicontinuous subsolution
and a continuous supersolution of (E4) with (1.10) in the viscosity sense. Then
T1 S T2 m ﬁ

Proof. Thanks to the Kruzkov transform, it suffices to show any supersolution
S1 and any continuous subsolution S5 of

S — |V S| div (gg) ~0 Q.
(ES) S(z)=1 for all z € 091, (4.12)
S(z)=0 forall zeT (4.13)

with 0 < S1,5 < 1 satisfy S; > S in Q.. We note that only (4.12) is realized
in the viscosity sense. Suppose by contradiction that maxg_(S2—S1) =: 0 > 0.
We can easily deduce a contradiction when maxg_ (S92 —571) > maxpq, (S2—51)
by the standard comparison argument. We therefore assume maxpgq, (S2 —
S1) = o. It implies that there exists zg € OQ\I" such that Sa(z9) — S1(20) =0
since So = 57 = 0 on I'. Moreover, due to the lower semicontinuity of S; and
continuity of Sy, there exist x1, 29 € I = (a,b) such that

{z:(S2=51)(2) > o} C{(z,up(z)) € 00 : z € (x1,22)}.
Taking p > 0 sufficiently small, we take
Ky ={(z,y) 1z € [z1 — p, 22 + p],y € [uo(z), uo(x) + 1]}

such that K, C Q. and T N9 N K, = 0.

Notice that there is a unit vector k € R? and ¢ > 0 such that B.,.(z+7k) €
Q for any z € K,, when r > 0 is sufficiently small. (One may let k be the unit
vertical vector (0,1) and choose ¢ properly according to the given wug.)

Set for any small parameter € > 0

—k

B(en) = 52(6) ~ Si(n) - |
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and let (&,7¢) be a maximizer of ® in Q. x Q.. We then have ®(&.,n.) >
®(z0 + €k, 20), which can be rewritten as

4
‘5’2(56) - Sl(ne) 2 4 66 lle —k + S2(Zo + Gk‘) — 51(2’0) (414)
or
4
i fe;eﬁe — k| < S3(&) — Si(ne) — Sa(z0 + €k) + S1(20)- (4.15)

We therefore have [§ — | — 0 as ¢ — 0. By taking a subsequence, we may
assume &, 7. — 2 for some z; € Q. as € — 0. Passing to the limit in (4.14)
as € — 0 yields

52(21) — 51(21) Z ag. (416)
Hence &,ne € K, when € is small.
In addition, sending the limit in (4.15) enables us to get
1€ —me
€

4

— k| < Sa(21) = Si(21) — (S2(20) — S1(20)) < 0.

lim sup —
e—0

We are led to

Tl —k—0 ase—0.
€
In other words, we have [£, — (1. + €k)| < ce, which means & € Q. in view of
the choice of k and c.
Also, it follows from (4.16) that the viscosity inequality for S; holds at 7.
even if 1. € 9Q. In order to compare the viscosity inequalities satisfied by S;

4
and S5, we calculate the derivatives of the function i 5%7’ — k“ and denote

1 —

pﬁzfﬁe e ’ (56 e_k);
€ € €

P, %@71{ I+<£E nek)®<£5mk).
€ € € €

By the standard Crandall-Ishii lemma, there exist X.,Y, € R?*? symmetric
satisfying

(pe, Xo) € o Sa(&) and  (pe, Y2) € T3 S1(n0); (4.17)

X, 0 P P P2 _p2

(We refer to [6] and [12] for the definition of semijets and more details on
this lemma.) It follows immediately from the relation (4.18) that X, < Y; and
X <P.

Now we need to plug the calculations above in the definition of sub- and
supersolutions of (4.11). We discuss two cases.

and
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Case A: p. = 0. We easily see that P, = 0 and therefore X, < 0. Then
Definition 4.1 implies that there exists ¢ € R? with |¢| < 1 such that

S2(§€) S tr(q o2 q)Xe S 07

which is clearly a contradiction to (4.14).
Case B: p. # 0. In this case, we apply Definition 4.1 for both S; and Sy to get

Sz(ﬁe)tr<<1pe®pe>Xé> <0;

[pe[?

s (1A )) o0

Taking their difference and using the fact that X, < Y, give

S2(&e) — S1(ne) < 0.
This again contradicts (4.14). O

Normally, one would expect that a symmetric result also holds. In other
words, it seems to be true that any continuous subsolution 77 and lower semi-
continuous supersolution Ty of (E4) satisfy Ty < T5 in Q., which would imply
that the weak solutions of (E4) are unique, continuous and equal to the solu-
tion T obtained in Theorem 4.7. However, it is not necessarily true in general.
Indeed, by taking a point zo on 9 such that T'(zp) > 0, one may then define
a nonnegative function T such that T(zp) < T(z0) but T(z) = T(z) for all
z € Q.\{z0}. It is not difficult to see that T is a lower semicontinuous super-
solution of (E4) but T(z) > T(z0). This example shows that the boundary
condition (1.10) for a supersolution is too weak.
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