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Multiple positive solutions of singular
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2

with discontinuous nonlinearities
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Abstract. Let Ω be a bounded domain in R
2 with smooth boundary. We

consider the following singular and critical elliptic problem with discon-
tinuous nonlinearity:

(Pλ)

⎧
⎨

⎩

−Δu = λ

(
m(x,u)eαu2

|x|β + uqg(u − a)

)

, u > 0 in Ω

u = 0 on ∂Ω

where 0 ≤ q < 1, 0 < α ≤ 4π and β ∈ [0, 2) such that β
2

+ α
4π

≤ 1 and

g(t−a) =

{
1, t ≤ a
0, t > a.

Under the suitable assumptions on m(x, t) we show

the existence and multiplicity of solutions for maximal interval for λ.
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1. Introduction

Let Ω be a bounded domain in R
2 with smooth boundary. Consider the fol-

lowing elliptic problem with the discontinuous nonlinearity g:

(Pλ)

⎧
⎨

⎩

−Δu = λ

(
m(x,u)eαu2

|x|β + uqg(u− a)
)

, u > 0 in Ω

u = 0 on ∂Ω

where 0 ≤ q < 1, 0 < α ≤ 4π and β ∈ [0, 2) such that β
2 + α

4π ≤ 1. The dis-

continuous function g(t− a) is defined as g(t− a) =
{

1, t ≤ a
0, t > a

and m(x, t) ∈
C1(Ω̄ × R) satisfies the following assumptions:
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(H1) m(x, 0) = 0,m(x, t) > 0 for t > 0 and is nondecreasing in t.
(H2) lim

t→∞ sup
x∈Ω̄

m(x, t)e−εt2 = 0, lim
t→∞ inf

x∈Ω̄
m(x, t)eεt

2
= ∞, for ε > 0.

(H3) lim
t→∞ inf

x∈Ω̄
m(x, t)teεt = ∞, for ε > 0.

(H4) There exists M1 > 0 such that for t > 0, F (x, t) =
∫ t
0
f(x, s)ds <

(f(x, t) + 1)M1 where f(x, t) = m(x,t)eαt2

|x|β .

(H5) For ε > 0, lim
t→∞ sup

x∈Ω̄

∂f

∂t
e−α(1+ε)t2 = 0 and there exists M2, K0 > 0 such

that
∂f

∂t
≥ −M2 +K0f(x, t) for all x ∈ Ω, t > 0.

Problems of the type (Pλ) have drawn the attention of many authors in
recent years as they occur in various branches of physics. Due to the disconti-
nuity in the nonlinearity, the solutions are realized as zeroes of the generalized
gradient given by Clarke [9]. In [5] authors have discussed the existence and
multiplicity for Laplace equation with discontinuous nonlinearities with criti-
cal exponents in R

n for n ≥ 3. The existence of unique solution with sublinear
nonlinearity has been proved in [14]. Existence results for semilinear equation
with continuous and exponential nonlinearity motivated from Moser–Truding-
er inequality has been extensively studied starting from [1–3,10]. The combined
effects of concave and convex nonlinearities are studied in the beautiful work
of Ambrosetti et al. [4] for critical exponent problems and these results are
discussed for the exponential nonlinearities in [12].

In this work we study the combined effect of exponential and discontin-
uous sublinear nonlinearity by combining the generalized gradient approach
and usual variational and sub-super solutions methods. Let h(t) = g(t− a)tq+
and H(s) =

∫ s
0
h(t)dt where t+ = max{t, 0}. Consider the following functional

associated to (Pλ):

Iλ(u) =
1
2

∫

Ω

|∇u|2 − λ

∫

Ω

F (x, u) − λ

∫

Ω

H(u).

The idea is to characterize the solutions of (Pλ) as critical points in the sense
of Chang [8] and Clarke [9] for the functional Iλ on H1

0 (Ω). To obtain the
existence of solution we minimize Iλ over the closed convex set Mλ = {u ∈
H1

0 (Ω) : u ≤ u ≤ ū} for suitably chosen sub and super solutions u and ū of
(Pλ), respectively. Then using the generalized gradients theory we show that
this minimizer is a critical point of Iλ. Next we show that the first solution
thus obtained is also a local minimum for Iλ in H1

0 (Ω). Due to the presence of
singularity 1

|x|β , the solutions are no more C1. So the classical result of Brezis
and Nirenberg [7], cannot be applied to this case. Here we adopt the approach
as in [13]. Due to the presence of discontinuity in the sublinear term in (Pλ), it
is interesting to investigate the H1

0 (Ω) local minimizer of Iλ for all a > 0 and
maximal range of λ. The important feature of it is the appropriate use of the
Hopf maximum principle to handle the discontinuity(see Theorem 3.1). The
study of Palais–Smale level is also delicate due to the effect of discontinuous
nature of the sublinear term. We use sequence of Moser functions with variable
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support as in [12] to obtain the Palais–Smale sequence below the critical level.
Here we would like to mention that the results obtained are new even for the
case β = 0.

We consider the following preliminary notions. Let X be a real Banach
space, X∗ be it’s dual space and 〈, 〉 denotes it’s duality action. Then for
x, v ∈ X and a locally Lipschitz continuous function f ∈ X∗, the generalized
directional derivative f0(x, v) (of f at x along v) is defined as follows:

f0(x, v) = lim
h→0

sup
λ↓0

1
λ

(f(x+ h+ λv) − f(x+ h)).

The generalized gradient of f at x, denoted by ∂f(x), is defined as follows:

∂f(x) ⊆ X∗;w ∈ ∂f(x) if and only if 〈w, v〉 ≤ f0(x, v), for all v ∈ X.

Also ∂(kf)(x) = k∂(f)(x) for all k ∈ R. We define x ∈ X to be a critical
point for f if 0 ∈ ∂f(x). Thus in view of Theorem 2.1 and Theorem 2.2 in [8],
w ∈ ∂Iλ(u) if and only if there exists a function w̄ ∈ L∞(Ω) such that

〈w, v〉 =
∫

Ω

∇u∇v − λ

∫

Ω

f(x, u)v − λ

∫

Ω

uqw̄v, for all v ∈ H1
0 (Ω)

and

w̄(x) ∈ [g(u(x) − a), ḡ(u(x) − a)] for a.e. x ∈ Ω

where g(u − a) = lim inf
s→u

g(s − a) and ḡ(u − a) = lim sup
s→u

g(s − a).

Hence u defines a critical point for Iλ if and only if there exists a function
w̄ ∈ L∞(Ω) such that

∫

Ω

∇u∇v − λ

∫

Ω

f(x, u)v − λ

∫

Ω

uqw̄v = 0, for all v ∈ H1
0 (Ω) (1.1)

with

w̄(x) ∈ [g(u(x) − a), ḡ(u(x) − a)] for a.e. x ∈ Ω. (1.2)

Definition 1.1. A solution of (Pλ) is a function u ∈ H1
0 (Ω) such that u > 0 in

Ω and u satisfies Eqs. (1.1) and (1.2).

By elliptic regularity, such a solution u ∈ C1,γ(Ω\{0}) for some γ ∈ (0, 1)
and hence |Ωa| = 0 where Ωa = {x ∈ Ω : u(x) = a} and |Ωa| is the N−dimen-
sional Lebesgue measure of Ωa. The exponential nature of the singular nonlin-
earity f(x, u) is motivated by the following singular version of Moser–Trudinger
inequality studied in [3], where the existence of positive solution for singular
nonlinearity of Hardy’s type is studied.

Theorem 1.1. [3] Theorem 2.1 Let Ω ⊂ R
n, n ≥ 2 be a bounded domain con-

taining the origin and u ∈ W 1,n
0 (Ω). Then for every α > 0 and β ∈ [0, n)
∫

Ω

eαu
2

|x|β < ∞. (1.3)
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Moreover,

sup
‖∇u‖L2≤1

∫

Ω

eαu
2

|x|β < ∞ if and only if
α

4π
+
β

2
≤ 1. (1.4)

The imbedding in (1.4) is compact if α
4π + β

2 < 1. The non-compactness
of the imbedding in the limiting cases ( α4π + β

2 = 1) is obtained using the
Moser functions as in [15,17]. The presence of singularity 1

|x|β in the nonlin-
earity implies the unboundedness of positive solutions of (Pλ) when β > 1.
The asymptotic behaviour of solutions can be obtained using the comparison
principles and clever choice of test functions [16]. With this introduction, we
state the main result of this paper:

Theorem 1.2. Assume (H1)–(H5). Then there exists Λ > 0 such that
(i) for all a > 0 and λ ∈ (0,Λ], (Pλ) admits a solution.
(ii) for λ > Λ, (Pλ) has no solution.
(iii) For λ ∈ (0,Λ) and a > 0, (Pλ) admits two distinct ordered solutions

uλ(x) ≤ vλ(x), x ∈ Ω.

2. Existence of a solution

In this section we show the existence of a positive solution of (Pλ) for λ in the
maximal interval (0,Λ] and for all a > 0. We consider the following problem.

(Qλ)
{−Δu = λuqg(u− a), u > 0 in Ω,
u = 0 on ∂Ω.

Lemma 2.1. For all λ > 0 and a > 0, (Qλ) admits unique solution.

Proof. We adopt the approach as in [14] to the bounded domain set up. The
associated functional Eλ(u) = 1

2

∫

Ω
|∇u|2 − λ

∫

Ω
H(u) is bounded below on

H1
0 (Ω). Indeed, by Sobolev imbedding, Eλ(u) ≥ 1

2‖u‖2 −C λ
q+1‖u‖q+1 > −∞.

Also we note that for φ ∈ C∞
0 (Ω) and t > 0 small,

Eλ(tφ) =
t2

2
‖φ‖2 − λ

tq+1

q + 1

∫

Ω

|φ|q+1 < 0.

Let {un} be the minimizing sequence for the minimization problem Ea =
min

‖u‖≤R
Eλ(u) for R > 0 sufficiently small. Then by the Ekeland Variational

principle, there exists vn such that Eλ(vn) ≤ Eλ(un) ≤ Ea+ 1
n , ‖vn−un‖ ≤ 1

n

and Eλ(vn) ≤ Eλ(v) + 1
n‖v − vn‖ for all v ∈ H1

0 (Ω). Taking v = vn + tψ, ψ ∈
H1

0 (Ω), we get

Eλ(vn + tψ) − Eλ(vn)
t

≥ −‖ψ‖
n
.

Letting t → 0+, we get E0
λ(vn, ψ) ≥ −‖ψ‖

n , for all ψ ∈ H1
0 (Ω). Therefore

by Theorem 2.1 and Theorem 2.2 in [8], there exists wn(x) ∈ [g(vn(x) − a),
g(vn(x) − a)] such that



Vol. 20 (2013) Elliptic problem in R
2 with discontinuous nonlinearities 1835

∫

Ω

∇vn · ∇ψ − λ

∫

Ω

h(vn)wnψ ≥ −‖ψ‖
n
, for all ψ ∈ H1

0 (Ω) (2.5)

Now by the compact imbedding of H1
0 (Ω) into Lq+1(Ω) and the boundedness

of {vn}, we get a subsequence {vn} and vλ ∈ H1
0 (Ω) such that

∫

Ω
h(vn)wnψ →

∫

Ω
h(vλ)wψ where w is the weak* limit of wn in L∞(Ω) and

∫

Ω
∇vn · ∇ψ →

∫

Ω
∇vλ · ∇ψ. Therefore, taking limit n → ∞ in (2.5), we get

∫

Ω

∇vλ · ∇ψ − λ

∫

Ω

h(vλ)wψ ≥ 0, for all ψ ∈ H1
0 (Ω)

Hence E0
λ(vλ, ψ) ≥ 0 and vλ is a solution of (Qλ). Using the weak maxi-

mum principle it is easy to check that vλ > 0. Now uniqueness follows as in
Lemma 3.3 of [4]. �

Lemma 2.2. Assume (H1) and (H2). Then there exists Λ > 0 (small enough)
such that (Pλ) admits a solution for all λ ∈ (0,Λ).

Proof. Let u be the unique solution of (Qλ). Then u is a sub solution to (Pλ).
Also, consider the minimal solution ū of

−Δu = λ

(
m(x,u)eαu2

|x|β + uq
)

, u > 0 in Ω,

u = 0 on ∂Ω,

where λ ∈ (0, Λ̄] for some Λ̄ > 0. Existence of ū follows by minimizing
the corresponding functional over the ball Br = {u ∈ H1

0 (Ω) : ‖u‖ ≤ r} for
r > 0 small as in [6]. Thus ū is a super solution to (Pλ). Also as −Δu ≤ λuq

and −Δū ≥ λūq in Ω with u, ū = 0 on ∂Ω, by the comparison principle
(Lemma 3.3 of [4]), we get u ≤ ū. Let λ ∈ (0, Λ̄] and Mλ = {u ∈ H1

0 (Ω) :
u ≤ u ≤ ū a.e. in Ω}. Then Mλ is a closed convex subset of H1

0 (Ω) and Iλ
is weakly lower semi-continuous on Mλ. Indeed, if un ∈ Mλ, un ⇀ u weakly

in H1
0 (Ω), then from (H2) and (H4) we have F (x, un) ≤ c1

e(α+ε)ū2

|x|β + c2.

Therefore by applying the dominated convergence theorem and (1.4) we obtain∫

Ω

F (x, un) →
∫

Ω

F (x, u). It is easy to see that
∫

Ω

H(un) →
∫

Ω

H(u), thanks

to compact imbedding of H1
0 (Ω) into Lq+1(Ω). Since Iλ is coercive on Mλ,

there exists uλ ∈ Mλ such that Iλ(uλ) = inf
u∈Mλ

Iλ(u). Here we use Perron’s

method to show that uλ solves problem (Pλ). For φ ∈ C∞
0 (Ω), define φε =

(uλ+ εφ− ū)+, φε = (uλ+ εφ−u)− and vε = uλ+ εφ−φε+φε. Then vε ∈ Mλ

and it is easy to check that uλ + t(vε − uλ) ∈ Mλ for 0 < t < 1. Since uλ is
minimum of Iλ over Mλ, we have

Iλ(uλ + t(vε − uλ)) − Iλ(uλ)
t

≥ 0.

Taking the limit t → 0+, we get I0
λ(uλ, vε − uλ) ≥ 0. Hence, by Theorem 2.1

and Theorem 2.2 in [8], there exists wε ∈ L∞(Ω) such that wε(x) ∈ [g(uλ(x)−
a), ḡ(uλ(x) − a)] and
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∫

Ω

∇uλ∇(vε − uλ) − λ

∫

Ω

f(x, uλ)(vε − uλ) − λ

∫

Ω

uqλwε(vε − uλ) ≥ 0.

So,
∫

Ω

∇uλ∇φ− λ

∫

Ω

f(x, uλ)φ− λ

∫

Ω

uqλwεφ ≥ 1
ε
(Eε − Eε)

where

Eε =
∫

Ω

∇uλ∇φε − λ

∫

Ω

f(x, uλ)φε − λ

∫

Ω

uqλwεφ
ε

and

Eε =
∫

Ω

∇uλ∇φε − λ

∫

Ω

f(x, uλ)φε − λ

∫

Ω

uqλwεφε.

Further, as f(x, t) is nondecreasing in t > 0 and ū is a supersolution for (Pλ),
we have
1
ε
Eε =

1
ε

(∫

Ωε

∇uλ∇(uλ + εφ− ū) − λ

∫

Ω

f(x, uλ)φε − λ

∫

Ω

uqλwεφ
ε

)

≥ 1
ε

∫

Ωε

|∇(uλ − ū)|2 +
∫

Ωε

∇(uλ − ū)∇φ+
λ

ε

∫

Ω

(f(x, ū) − f(x, uλ))φε

+
λ

ε

∫

Ω

(ūq − uqλwε)φ
ε

≥
∫

Ωε

∇(uλ − ū)∇φ+
λ

ε

∫

Ω

(ūq − uqλwε)φ
ε

≥
∫

Ωε

∇(uλ − ū)∇φ = oε(1) as ε → 0

where Ωε = {x ∈ Ω : (uλ+ εφ)(x) ≥ ū(x) ≥ uλ(x)} and the last equality holds

since |Ωε| → 0 as ε → 0. Similarly,
1
ε
Eε ≤ oε(1). Hence,

∫

Ω

∇uλ∇φ− λ

∫

Ω

f(x, uλ)φ− λ

∫

Ω

uqλwεφ ≥ oε(1), for all φ ∈ C∞
0 (Ω).

Letting ε → 0, we get
∫

Ω

∇uλ∇φ− λ

∫

Ω

f(x, uλ)φ− λ

∫

Ω

uqλwλφ ≥ 0, for all φ ∈ C∞
0 (Ω)

where wλ(x) ∈ [g(uλ(x)−a), ḡ(uλ(x)−a)] is the weak* limit of {wε} in L∞(Ω).
This implies that I0

λ(uλ, φ) ≥ 0, for all φ ∈ C∞
0 (Ω). Thus uλ solves (Pλ). �

Lemma 2.3. Let Λ = sup{λ > 0 : (Pλ) has at least one solution}. Then Λ < ∞.

Proof. Multiplying the equation in (Pλ) by the first eigen function φ1 of −Δ
and integrating by parts, we get

λ1

∫

Ω

uφ1 = λ
∫

Ω
m(x,u)eαu2

|x|β φ1 + λ
∫

Ω
uqg(u− a)φ1

Now, from (H2), for any ε > 0 small and t > 0, there exists K = K(a) > 0

such that m(x,t)eαt2

|x|β + tqg(t− a) > Kt. From this it follows that Λ < ∞. �
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Lemma 2.4. For all λ ∈ (0,Λ], (Pλ) admits a solution.

Proof. The existence of solution to (Pλ) for λ ∈ (0, Λ̄] follows from Lemma 2.2.
Let Λ̄ ≤ λ ≤ Λ. Then by the definition of Λ, there exists λ̄ ∈ (λ,Λ) such that
(Pλ̄) admits a solution, say ū. Then ū is a supersolution for (Pλ), and ū ≥ u
where u is the unique solution of (Qλ). This comparison can be obtained using
the comparison theorem in Lemma 3.3 of [4] by taking u and ū as sub and
super solutions of −Δu = λuqg(u − a) in Ω and u = 0 on ∂Ω, respectively.
Now considering the set Mλ = {u ∈ H1

0 (Ω) : u ≤ u ≤ ū} and proceeding as in
Lemma 2.2 we obtain a solution of (Pλ). To show the existence of solution to
(PΛ), we take {λn} ⊂ (0,Λ) such that λn → Λ as n → ∞. As there exists solu-
tion uλn

of (Pλn
) such that uλn

∈ C1,γ(Ω\{0}) for some γ ∈ (0, 1) and hence
the N− dimensional Lebesgue measure of the set {x ∈ Ω : uλn

(x) = a} = 0,
we have
∫

Ω

∇uλn
∇φ=λn

(∫

Ω

f(x, uλn
)φ+

∫

Ω

g(uλn
−a)uqλn

φ

)

for all φ ∈ H1
0 (Ω).

(2.6)

Taking φ = un in (2.6),
∫

Ω

|∇uλn
|2 = λn

(∫

Ω

f(x, uλn
)uλn

+
∫

Ω

g(uλn
− a)uq+1

λn

)

. (2.7)

Moreover, by the definition of uλn
we have Iλn

(uλn
) = min

u∈Mλn

Iλn
(u) ≤ Iλn

(u)

<
1
2
‖u‖2. This implies,

1
2
‖uλn

‖2 <
1
2
‖u‖2 + λn

∫

Ω

F (x, uλn
) + λn

∫

Ω

H(uλn
). (2.8)

From (2.7) and (2.8) we get

1
2

∫

Ω

f(x, uλn
)uλn

−
∫

Ω

F (x, uλn
) <

1
2λn

‖u‖2

+
∫

Ω

H(uλn
) − 1

2

∫

Ω

g(uλn
− a)uq+1

λn
(2.9)

Also, from (H4), for any K > 0, there exists C > 0 such that

1
2
f(x, t)t− F (x, t) ≥

(
1
2

− 1
K

)

f(x, t)t− C, for all t > 0. (2.10)

Thus, from (2.9) and (2.10), for K > 2 we have
(

1
2

− 1
K

)∫

Ω

f(x, uλn
)uλn

<
1

2λn
‖u‖2

+
∫

Ω

H(uλn
) − 1

2

∫

Ω

g(uλn
− a)uq+1

λn
+ C. (2.11)
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Using (2.7), (2.11) and Sobolev inequality we estimate ‖uλn
‖ as

‖uλn
‖2 < K1‖u‖2 +K2

∫

Ω

uq+1
λn

+ C

≤ K1‖u‖2 +K2S‖uλn
‖q+1 + C (2.12)

where S is the best constant in Sobolev imbedding. As 0 < q < 1, {uλn
} is

bounded in H1
0 (Ω). Thus uλn

⇀ uΛ weakly for some uΛ ∈ H1
0 (Ω). Also from

(2.11) and (2.12) we get C̃= sup
n

∫

Ω

f(x, uλn
)uλn

< ∞. Given ε > 0, define

με = sup
x∈Ω̄, |s|≤ 2c̃

ε

|f(x, s)|. Then for any A ⊂ Ω with |A| < ε
2με

we get,

∫

A

|f(x, uλn
)| ≤

∫

A∩{|uλn |> 2˜ c
ε }

|f(x, uλn
)uλn

|
|uλn

|

+
∫

A∩{|uλn |≤ 2˜ c
ε }

|f(x, uλn
)| < ε.

Thus by Vitali’s convergence theorem we have
∫

Ω

f(x, uλn
) →

∫

Ω

f(x, uΛ)

which in turn implies
∫

Ω

f(x, uλn
)φ →

∫

Ω

f(x, uΛ)φ for all φ ∈ C∞
0 (Ω). Also

using dominated convergence theorem it is easy to check that
∫

Ω

g(uλn
−

a)uqλn
φ →

∫

Ω

g(uΛ − a)uqΛφ for all φ ∈ C∞
0 (Ω). Hence by passing through the

limit in (2.6), we get uΛ as a solution to (PΛ). Also by using the comparison
theorem of Lemma 3.3 in [4] we have u ≤ uΛ and thus uΛ ≡ 0. �

3. H1
0(Ω) local minimum of Iλ for λ ∈ (0, Λ)

In this section we prove that for all λ ∈ (0,Λ) and a > 0, uλ (the solution of
(Pλ) obtained in Sect. 2) is also a local minimum for Iλ in H1

0 (Ω) topology.

Theorem 3.1. For λ ∈ (0,Λ) and a > 0, uλ is a local minimum for Iλ in
H1

0 (Ω).

Proof. Here we adopt the approach as in [13]. Let us suppose by contradiction
that there exists λ ∈ (0,Λ) and a sequence {un} ⊂ H1

0 (Ω) such that un → uλ
strongly in H1

0 (Ω) and Iλ(un) < Iλ(uλ). Let u, ū and uλ be the subsolution,
supersolution and solution of (Pλ), respectively as in Lemma 2.4. Define vn =
max{u,min{un, ū}}, w̄n = (un − ū)+, wn = (un − u)−, S̄n = support (w̄n)
and Sn = support (wn). Then un = vn − wn + w̄n, vn ∈ M = {u ∈ H1

0 (Ω) :
u ≤ u ≤ ū} and Iλ(un) = Iλ(vn) +An +Bn ≥ Iλ(uλ) +An +Bn where,

An =
1
2

∫

S̄n

(|∇un|2 − |∇ū|2) − λ

∫

S̄n

(F (x, un) − F (x, ū))

−λ
∫

S̄n

(H(un) −H(ū)).
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Bn =
1
2

∫

Sn

(|∇un|2 − |∇u|2) − λ

∫

Sn

(F (x, un) − F (x, u))

−λ
∫

Sn

(H(un) −H(u)).

Now we claim that An, Bn ≥ 0 for large n which is a contradiction to our
assumption that Iλ(un) < Iλ(uλ).

Since ū is supersolution for (Pλ) we estimate An as follows.

An ≥ 1
2
‖w̄n‖2 + λ

∫

S̄n

f(x, ū)w̄n + λ

∫

S̄n

h(ū)w̄n

−λ
∫

S̄n

(F (x, ū+ w̄n) − F (x, ū))

−λ
∫

S̄n

(H(ū+ w̄n) −H(ū))

=
1
2
‖w̄n‖2 + λ

∫

S̄n

(f(x, ū) − f(x, ū+ θw̄n))w̄n

+λ
∫

S̄n

h(ū)w̄n − (H(ū+ w̄n) −H(ū))

As lim
t→∞ sup

x∈Ω̄

∂f

∂t
e−α(1+ε)t2 = 0, we can estimate the critical term as in [2] to

get,
∫

S̄n

(f(x, ū+ θw̄n) − f(x, ū))w̄n = C1|S̄n|1/4‖w̄n‖2.

Now to estimate the discontinuous term we divide the domain S̄n into three
subdomains, viz., Ω1 = S̄n ∩ {x ∈ Ω : ū(x) > a}, Ω2 = S̄n ∩ {x ∈ Ω : ū(x) ≤
a < (ū+w̄n)(x)} and Ω3 = S̄n∩{x ∈ Ω : (ū+w̄n)(x) ≤ a}. Since in Ω1, h(ū) =

0,H(ū) = H(ū+ w̄n) =
aq+1

q + 1
we get

∫

Ω1

[h(ū)w̄n − (H(ū+ w̄n) −H(ū))] = 0.

In Ω2, we have h(ū) = ūq, H(ū) =
ūq+1

q + 1
and H(ū + w̄n) =

aq+1

q + 1
and thus

estimate the corresponding integral as,
∫

Ω2

[h(ū)w̄n−(H(ū+w̄n)−H(ū))] =
∫

Ω2

ūqw̄n−
(
aq+1

q+1
− ūq+1

q+1

)

=
∫

Ω2

ūqw̄n−(a−ū)(ū+θ(a−ū))q,
θ ∈ (0, 1)

≥
∫

Ω2

(ūq−(ū+θ(a−ū))q)w̄n≥−q
∫

Ω

w̄n
2

ū1−q

(3.13)
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In Ω3, h(ū) = ūq, H(ū) =
ūq+1

q + 1
and H(ū + w̄n) =

(ū+ w̄n)q+1

q + 1
and hence

the corresponding integral over Ω3 is estimated from below as
∫

Ω3

[h(ū)w̄n − (H(ū+ w̄n) −H(ū))] =
∫

Ω3
ūqw̄n − 1

q+1 ((ū+ w̄n)q+1 − ūq+1)

= − ∫
Ω3

((ū+ θw̄n)q − ūq)w̄n, θ ∈ (0, 1)

(3.14)

Since ū is a supersolution of (Pλ), by Hopf maximum principle, there exists
C ′ > 0 such that ū ≥ C ′d(x, ∂Ω) where d(x, ∂Ω) =distance of x from ∂Ω.
Hence, noting that dγ(x, ∂Ω) ∈ L1(Ω) for γ > −1 and using Hölder’s inequal-
ity with r > 1 such that (1 − q)r < 1 and Sobolev inequality we get
∫

Ω

w̄n
2

ū1−q ≤ C

∫

Ω

w̄n
2

(d(x, ∂Ω))1−q ≤ C

(∫

Ω

1
(d(x, ∂Ω))r(1−q)

)1/r

‖w̄n‖2
L2r/(r−1)

≤ C2‖w̄n‖2.

Using this in (3.13) and (3.14), we have the following estimation for An.

An ≥ 1
2‖w̄n‖2 − C1 |S̄n|1/4‖w̄n‖2 − C2‖w̄n‖2,

Similarly, we get Bn ≥ 1
2‖wn‖2 − C1 |Sn|1/4‖wn‖2 − C2‖wn‖2.

Now we prove that |S̄n|, |Sn|, ‖w̄n‖ and ‖wn‖ → 0 as n → ∞. To obtain
this first we claim that there exist a constant C > 0 such that ū(x) − uλ(x) >
Cd(x, ∂Ω) and u − uλ < −Cd(x, ∂Ω) in Ω. Since ū is not a solution of (Pλ),
we can choose a ball B ⊂ Ω such that ū ≥ uλ + 2δ in B for some δ > 0. Now
consider the following problem

−Δv = λuqλΨ(v − (ū− uλ)) in Ω\B,
v = δ on ∂B,
v = 0 on ∂Ω,

where Ψ(s) = 1 if s ≤ 0,Ψ(s) = −1 if s > 0. Then by the standard elliptic
theory there exists v ∈ W 2,p(Ω\B) ∩ C1,γ(Ω\B) for some γ ∈ (0, 1) and for
all p ≥ 1. Also taking v− as the test function in the above problem and not-
ing that ū ≥ uλ in Ω\B, we have v ≥ 0 in Ω\B. Furthermore, as m(x, t) is
nondecreasing in t, we get

−Δ(ū− uλ) ≥ λ(ūqg(ū− a) − uqλg(uλ − a)) ≥ −λuqλ in Ω,

and ū− uλ ≥ 2δ on ∂B, ū− uλ = 0 on ∂Ω. Thus,

−Δ(ū− uλ − v) ≥ λ(−uqλ − uqλΨ(v − (ū− uλ)) in Ω\B,
ū− uλ − v ≥ δ on ∂B,
ū− uλ − v = 0 on ∂Ω.

(3.15)

Taking (ū− uλ − v)− as the test function in (3.15) and integrating over Ω\B,
we have

−
∫

Ω\B
|∇(ū− uλ − v)−|2 ≥ λ

∫

Ω\B
[−uqλ − uqλΨ(v − (ū− uλ))](ū− uλ − v)−
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Now for (ū − uλ − v)− > 0, Ψ(v − (ū − uλ)) = −1 and thus the right hand
side in the above inequality is zero. This implies (ū − uλ − v)− ≡ 0 in Ω\B,
i.e., v ≤ ū−uλ in Ω\B. Therefore, −Δv = λuqλ in Ω\B, v ∈ C1,γ(Ω\B), v > 0
in Ω\B and ∂v

∂ν < 0 on ∂Ω where ν is the outward unit normal at ∂Ω. Thus
we can find C1 > 0 such that v(x) ≥ C1d(x, ∂Ω) for all x ∈ Ω\B and hence
ū− uλ ≥ Cd(x, ∂Ω) for all x ∈ Ω and C > 0 sufficiently small.

Similarly, as u is a subsolution for (Pλ), u−uλ ≤ −2δ in B for some ball
B ⊂ Ω and δ > 0. Then considering a solution v of the problem

−Δv = λuqλΨ(v − (u− uλ)) in Ω\B,
v = −δ on ∂B,
v = 0 on ∂Ω,

and using the similar arguments as above we can find a C2 > 0 such that
v(x) ≤ −C2d(x, ∂Ω) for x ∈ Ω\B and u − uλ ≤ v in Ω\B. Thus u − uλ ≤
−Cd(x, ∂Ω) in Ω for C > 0 sufficiently small. This proves the claim.

Now to estimate |S̄n|, we take Ωσ = {x ∈ Ω : d(x, ∂Ω) > σ} and note
that for any ε > 0 there exists a σ > 0 such that |Ω \ Ωσ| < ε

2 . Since un → uλ
strongly in H1

0 (Ω), we have

|S̄n| ≤ |Ω \ Ωσ| + |S̄n ∩ Ωσ|
<
ε

2
+

1
C2σ2

∫

S̄n∩Ωσ

(un − uλ)2 < ε.

Therefore,

‖w̄n‖2 =
∫

S̄n
|∇(un−ū)|2 ≤ 2

(
‖(un−uλ)‖2+

∫

S̄n
|∇(uλ−ū)|2

)
→ 0 as n → ∞.

Also, using the same approach as for |S̄n| and ‖w̄n‖, we get |Sn| and ‖wn‖ → 0
as n → ∞ and thus Bn ≥ 0 for n large. This completes the proof of the
Theorem 3.1. �

4. Existence of second solution

Now we prove the existence of the second critical point of Iλ using Ekeland’s
variational principle on the set Λλ = {u ∈ H1

0 (Ω) : u ≥ uλ a.e. in Ω}. Since
uλ is a local minimum for Iλ in H1

0 (Ω), there exists ρ0 > 0 such that Iλ(u) ≥
Iλ(uλ) for {u ∈ H1

0 (Ω) : ‖u − uλ‖ ≤ ρ0}. Furthermore one of the following
holds:
(m1) inf{Iλ(u) : u ∈ Λλ, ‖u− uλ‖ = ρ} = Iλ(uλ), for all ρ ∈ (0, ρ0).
(m2) There exists ρ1 ∈ (0, ρ0) such that inf{Iλ(u) : u ∈ Λλ, ‖u− uλ‖ = ρ1} >
Iλ(uλ).
Here in case of (m1) we use the generalized Mountain pass lemma of Ghous-
soub and Preiss [11] and in case of (m2) we use the classical Mountain pass
lemma.

Lemma 4.1. Let (m1) holds. Then for each ρ ∈ (0, ρ0) there exists vλ ∈ Λλ
such that ‖vλ − uλ‖ = ρ and vλ is a critical point of Iλ.
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Proof. From (m1), for any ρ ∈ (0, ρ0) there exists a sequence {un} ⊂ Λλ such
that

‖un − uλ‖ = ρ and Iλ(un) ≤ Iλ(uλ) +
1
n
.

For 0 < δ < min{ρ0 − ρ, ρ}, define the closed subset R = {u ∈ Λλ : ρ − δ ≤
‖u − uλ‖ ≤ ρ + δ}. Then we have inf{Iλ(u) : u ∈ R} = Iλ(uλ). Since Iλ is
lower semicontinuous on R, by Ekeland’s variational principle there exists a
sequence {vn} ⊂ R such that Iλ(vn) ≤ Iλ(un) ≤ Iλ(uλ) + 1

n , ‖un − vn‖ ≤ 1
n

and Iλ(vn) ≤ Iλ(v) + 1
n‖v − vn‖ for all v ∈ R. For any w ∈ Λλ choose ε > 0

sufficiently small such that vn + ε(w − vn) ∈ R and thus we get

Iλ(vn + ε(w − vn)) − Iλ(vn)
ε

≥ − 1
n

‖w − vn‖,

and letting ε → 0+ we get

I0
λ(vn, w − vn) ≥ − 1

n
‖w − vn‖. (4.16)

Since vn is bounded in H1
0 (Ω), up to a subsequence, vn ⇀ vλ ∈ Λλ weakly in

H1
0 (Ω). We claim that vλ is a critical point of Iλ. To prove this, for φ ∈ C∞

0 (Ω),
set ϕn,ε = (vn + εφ − uλ)−. Then choosing w = (vn + εφ + ϕn,ε) ∈ Λλ, from
(4.16) we get

I0
λ(vn, εφ+ ϕn,ε) ≥ − 1

n
‖εφ+ ϕn,ε‖.

Thus from the results on generalized gradients in [8], for each n ∈ N, there
exists wn,ε ∈ L∞(Ω) with wn,ε(x) ∈ [g(vn(x) − a), ḡ(vn(x) − a)] and
∫

Ω

∇vn∇(εφ+ ϕn,ε) − λ

∫

Ω

f(x, vn)(εφ+ ϕn,ε) − λ

∫

Ω

vqnwn,ε(εφ+ ϕn,ε)

≥ − 1
n

‖εφ+ ϕn,ε‖. (4.17)

As ‖wn,ε‖L∞(Ω) ≤ 1 for all n, we can assume that wn,ε → wε in L∞(Ω) as n →
∞ with respect to the weak∗ topology and wε(x) ∈ [g(vλ(x)−a), ḡ(vλ(x)−a)].
Now following the approach as in [5], we define Ωn,ε = {x ∈ Ω : vn(x)+εφ(x) ≤
uλ(x)}, Ωε = {x ∈ Ω : vλ(x) + εφ(x) ≤ uλ(x)} and Ω0 = {x ∈ Ω : vλ(x) =
uλ(x)}.

Since 0 ≤ ϕn,ε ≤ uλ + ε|φ| and vn ≤ uλ − εφ in Ωn,ε, by dom-

inated convergence theorem we get ϕn,ε → ϕε in L2(Ω) and
∫

Ω

f(x, vn)

(εφ+ϕn,ε) →
∫

Ω

f(x, vλ)(εφ+ϕε) as n → ∞ where ϕε = (vλ+εφ−uλ)−. Also
∫

Ω

wn,εϕn,εv
q
n →

∫

Ω

wεϕεv
q
λ as n → ∞. Note that |Ωn,ε\Ωε|, |Ωε\Ωn,ε| → 0 as

n → ∞ and |Ωε\Ω0| → 0 as ε → 0. The first term in (4.17) can be estimated
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as
∫

Ω

∇vn∇ϕn,ε=
∫

Ωn,ε

∇vn∇(uλ−εφ−vλ)+
∫

Ωn,ε

∇vn∇(vλ−vn)

=
∫

Ωε

∇vn∇ϕε−
∫

Ωn,ε

|∇(vn−vλ)|2+
∫

Ωn,ε

∇vλ∇(vλ−vn)+on(1)

≤
∫

Ω

∇vn∇ϕε+
∫

Ωε

∇vλ∇(vλ−vn)+on(1)=
∫

Ω

∇vλ∇ϕε+on(1)

Now as ‖ϕn,ε‖ ≤ C for all n ∈ N and ε ∈ (0, 1), by passing to the limit in
(4.17) as n → ∞ we get,
∫

Ω

∇vλ∇(εφ+ϕε)−λ
∫

Ω

f(x, vλ)(εφ+ϕε)−λ
∫

Ω

vqλwε(εφ+ϕε) ≥ 0. (4.18)

Using the facts that f(x, t) is nondecreasing in t, ϕε ∈ H1
0 (Ω), uλ is a

critical point for Iλ and |{x ∈ Ω : uλ(x) = a}| = 0, from (4.18) we have the
following estimate.

ε

(∫

Ω

∇vλ∇φ− λ

∫

Ω

f(x, vλ)φ− λ

∫

Ω

wεφv
q
λ

)

≥ −
∫

Ω

∇(vλ − uλ)∇ϕε + λ

∫

Ω

(f(x, vλ) − f(x, uλ))ϕε

+λ
∫

Ω

(wεv
q
λ − g(uλ − a)uqλ)ϕε

≥ −
∫

Ω

∇(vλ − uλ)∇ϕε + λ

∫

Ω

(wεv
q
λ − g(uλ − a)uqλ)ϕε (4.19)

Now as |Ωε\Ω0| → 0 for ε → 0 and vλ = uλ on Ω0, the first term on the
right-hand side of (4.19) can be estimated as follows:

−
∫

Ω

∇(vλ − uλ)∇ϕε =
∫

Ωε

|∇(uλ − vλ)|2 + ε

∫

Ωε

∇(vλ − uλ)∇ϕ

≥ ε

∫

Ωε

∇(vλ − uλ)∇ϕ

= ε

∫

Ωε\Ω0

∇(vλ − uλ)∇ϕ = oε(ε)

Also as (wεv
q
λ − g(uλ − a)uqλ) = 0 a.e. in Ω0, we estimate the second term on

the right-hand side of (4.19) as
∫

Ω

(wεv
q
λ − g(uλ − a)uqλ)ϕε =

∫

Ωε∩Ω0

(wεv
q
λ − g(uλ − a)uqλ)ϕε

+
∫

Ωε\Ω0

(wεv
q
λ − g(uλ − a)uqλ)ϕε

≥ −
∫

Ωε\Ω0

uqλ(uλ − εφ− vλ)

≥ −Cε
∫

Ωε\Ω0

uqλ|φ| = oε(ε)
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Therefore, from (4.19) it follows that
∫

Ω

∇vλ∇φ− λ

∫

Ω

f(x, vλ)φ− λ

∫

Ω

wεφv
q
λ ≥ 1

ε
oε(ε).

Thus as ε → 0 we get I0
λ(vλ, φ) ≥ 0, for all φ ∈ C∞

0 (Ω). That is, vλ is a critical
point for Iλ. Now we prove that vλ ≡ uλ. In view of the definition of R, it
suffices to prove that vn → vλ strongly in H1

0 (Ω). Taking w = vλ in (4.16) we
get wn ∈ L∞(Ω) with wn(x) ∈ [g(vn(x) − a), ḡ(vn(x) − a)] such that
∫

Ω

∇vn∇(vλ−vn)−λ
∫

Ω

f(x, vn)(vλ−vn)−λ
∫

Ω

vqnwn(vλ−vn)≥− 1
n

‖vλ−vn‖.
This implies,

∫

Ω

∇vλ∇(vλ − vn) − λ

∫

Ω

f(x, vn)(vλ − vn) − λ

∫

Ω

vqnwn(vλ − vn)

+
1
n

‖vλ − vn‖ ≥ ‖vλ − vn‖2. (4.20)

We claim that
∫

Ω

f(x, vn)vn →
∫

Ω

f(x, vλ)vλ. As in [2], from (H2), for ε > 0

small, we have
∫

vn≥k
f(x, vn)vn=

∫

vn≥k

m(x, vn)eαv
2
nvn

|x|β

=O

(

e−3πk2
∫

Ω

e8πv
2
n

|x|β
)

=O

(

e−3πk2
∫

Ω

e16πu
2
λ+16π(vn−uλ)2

|x|β
)

= O(e−3πk2
),

where the last equality follows from the following estimate.

∫

Ω

e16πu
2
λ+16π(vn−uλ)2

|x|βp ≤
⎛

⎝

∫

Ω

e16πp
′u2

λ

|x|βp′

⎞

⎠

1
p′ ⎛

⎝

∫

Ω

e16πp(vn−uλ)2

|x|βp

⎞

⎠

1
p

≤ C

⎛

⎝

∫

Ω

e
16πp‖vn−uλ‖2 (vn−uλ)2

‖vn−uλ‖2

|x|βp

⎞

⎠

1
p

with p > 1 such that βp < 2 and p′ = p
p−1 . Note that as vn ∈ R and hence

‖vn−uλ‖ ≤ ρ+δ, we can choose ρ and δ small such that the right hand side of
the above inequality is finite for all n, thanks to (1.4). Hence, by the dominated

convergence theorem, letting n → ∞ and k → ∞, we get
∫

Ω

f(x, vn)vn →
∫

Ω

f(x, vλ)vλ. Thus, by passing through the limit in (4.20), we conclude that

‖vn − vλ‖ → 0 as n → ∞. �
To obtain the second solution in case of (m2), we need to study the com-

pactness of the Palais Smale sequence. First, we recall the following Moser
functions φn
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φn(x) =
1√
2π

⎧
⎪⎨

⎪⎩

(log n)
1
2 |x| ≤ 1

n ,
log( 1

r )

(log n)
1
2

1
n ≤ |x| ≤ 1,

0 |x| ≥ 1.

Define φdn
n (x) = φn(x−x0

dn
) where dn = (log n)−1/2 and x0 is choosen such that

Bdn
(x0) ⊂ Ω as n → ∞. It is easy to check that ‖φdn

n ‖ = 1.

Lemma 4.2. Assume (H1) − (H5). Then we have the following.
(i) Iλ(uλ + tφdn

n ) → −∞ as t → ∞.

(ii) sup
t>0

Iλ(uλ + tφdn
n ) < Iλ(uλ) +

π

α
(2 − β).

Proof. Using (H2), we can find positive constants C1 and C2, such that for

t ≥ 0 and 0 < ε < α, F (x, t) ≥ C1
e(α−ε)t2

|x|β − C2. Thus, we have

Iλ(uλ + tφdn
n ) ≤ O(t2 + t1+q + 1) − C

∫

B(x0,
dn
n )

e(α−ε)t2|φdn
n |2

|x|β

≤ O(t2 + t1+q + 1) − Cd2
nn

(α−ε)t2 → −∞ as t → ∞.

This proves (i). Now contrary to (ii), suppose there exists a subsequence, say
{φdn

n }, such that

max
t≥0

Iλ(uλ + tφdn
n ) ≥ Iλ(uλ) +

π

α
(2 − β) (4.21)

where

Iλ(uλ+tφdn
n )=

1
2

∫

Ω

|∇(uλ+tφdn
n )|2−λ

∫

Ω

F (x, uλ + tφdn
n )−λ

∫

Ω

H(uλ+tφdn
n )

= Iλ(uλ)+
t2

2
+λ

∫

Ω

F (x, uλ)−F (x, uλ+tφdn
n )+tφdn

n f(x, uλ)

+λ
∫

Ω

H(uλ)−H(uλ+tφdn
n )+tφdn

n uqλg(uλ−a) (4.22)

Also from (H5), for some θn ∈ (0, 1), we get
∫

Ω

F (x, uλ)−F (x, uλ+tφdn
n )+tφdn

n f(x, uλ) = −λ
∫

Ω

∂f

∂t
(uλ+tθnφdn

n )t2|φdn
n |2

≤ Ct2
∫

Ω

|φdn
n |2 = t2 O

(
1

log n

)

(4.23)

We estimate the last term on the right hand side of (4.22) as follows.
∫

Ω

(
H(uλ) −H(uλ + tφdn

n ) + tφdn
n uqλg(uλ − a)

) ≤ C

∫

Ω

tφdn
n

= t O

(
dn

(log n)
1
2

)

(4.24)
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Now by (i) of Lemma 4.2 and (4.21), there exists tn ∈ (0,∞) with tn ≤ K, for
some K > 0 such that

max
t≥0

Iλ(uλ + tφdn
n ) = Iλ(uλ + tnφ

dn
n ) (4.25)

Thus from (4.21)–(4.25) we get,

t2n ≥ 2π
α

(2 − β) −O

(
dn

(log n)
1
2

)

. (4.26)

Also from (4.25) we have Iλ(uλ + tnφ
dn
n ) ≥ Iλ(uλ + tnφ

dn
n + tφdn

n ) for t > 0.
This implies

lim
t↓0

sup
Iλ(uλ + tnφ

dn
n ) − Iλ(uλ + tnφ

dn
n + tφdn

n )
t

≥ 0.

That is, (−Iλ)0(uλ+ tnφ
dn
n , φdn

n ) ≥ 0. Thus 0 ∈ ∂(−Iλ)(uλ+ tnφ
dn
n ) and hence

0 ∈ ∂Iλ(uλ + tnφ
dn
n ). So there exists w ∈ L∞(Ω) such that

w(x) ∈ [g
(
(uλ + tnφ

dn
n )(x) − a

)
, ḡ
(
(uλ + tnφ

dn
n )(x) − a

)
]

and
∫

Ω

∇(uλ + tnφ
dn
n )∇v − λ

∫

Ω

f(x, uλ + tnφ
dn
n )v

− λ

∫

Ω

(uλ + tnφ
dn
n )qwv = 0 for all v ∈ H1

0 (Ω).

Now taking v = tnφ
dn
n in the above equation we get

t2n+tn
∫

Ω

∇uλ∇φdn
n −λ

∫

Ω

(uλ+tnφdn
n )qwtnφdn

n =λ
∫

Ω

f(x, uλ+tnφdn
n )tnφdn

n .

(4.27)

Now we estimate the right hand side of (4.27). Define Cn = min
|x−x0|≤ dn

n

uλ(x)

where Cn → uλ(x0) as n → ∞. Then,

λ

∫

Ω

f(x, uλ+tnφdn
n )tnφdn

n

≥λ
∫

B(x0,
dn
n )

tnφ
dn
n m(x,Cn+tnφdn

n )
eα(Cn+tnφ

dn
n )2

|x|β

≥K1m(tnφdn
n (x0))tnφdn

n (x0)e2αCntnφ
dn
n (x0)+α(tnφ

dn
n (x0))

2
∫

B(x0,
dn
n )

|x|−βdx

≥K1m(tnφdn
n (x0))tnφdn

n (x0)d(2−β)
n e(K2tn(log n)1/2+( α

2π t
2
n−(2−β)) log n)

Taking dn = (log n)−1/2 and using (4.26), it is easy to check that

K2tn(log n)1/2 +
( α

2π
t2n − (2 − β)

)
log n = K3(log n)1/2

Thus we get

λ

∫

Ω

f(x, uλ + tnφ
dn
n )tnφdn

n ≥ K1m(tnφdn
n (x0))tnφdn

n (x0)
eK3(log n)1/2

(log n)(2−β)/2
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where the right hand side of the above inequality tends to ∞ as n → ∞. But
this is a contradiction as left-hand side of (4.27) is bounded. This completes
the proof of (ii). �

Lemma 4.3. Assume (H1)–(H5). Suppose that (m2) holds. Then there exists a
second solution vλ of (Pλ) such that 0 < uλ < vλ.

Proof. Here we follow the approach as in [5]. Define a complete metric space
(X, d) as

X = {η ∈ C([0, 1],Λλ) : η(0) = uλ, ‖η(1) − uλ‖ > ρ1, Iλ(η(1)) < Iλ(uλ)},
where d(η, χ) = max

s∈[0,1]
‖η(s) − χ(s)‖.

Since Iλ(uλ + tφdn
n ) → −∞ as t → ∞, we have η(s) = uλ + st0φ

dn
n ∈ X

for t0 sufficiently large. Thus X defines a nonempty complete metric space.
Also set γ0 = inf

η∈X
max
s∈[0,1]

Iλ(η(s)).

Then (ii) of Lemma 4.2 and (m2) imply

Iλ(uλ) < γ0 < Iλ(uλ) +
π

α
(2 − β).

Now applying Ekeland’s variational principle to the functional ψ : X → R

defined as

ψ(η) = max
s∈[0,1]

Iλ(η(s))

we get a sequence {ηk} ⊆ X such that

(i) max
s∈[0,1]

Iλ(ηk(s)) ≤ γ0 +
1
k
.

(ii) max
s∈[0,1]

Iλ(ηk(s)) ≤ max
s∈[0,1]

Iλ(η(s))+
1
k

max
s∈[0,1]

‖η(s)−ηk(s)‖ for all η ∈ X.

Now as in [5] there exists tk ∈ Γk where Γk = {t ∈ (0, 1) : Iλ(ηk(t)) =
max
s∈[0,1]

Iλ(ηk(s))} such that if we set vk = ηk(tk) then

I0
λ

(

vk,
w − vk

max {1, ‖w − vk‖}
)

≥ −1
k

for all w ∈ Λλ (4.28)

and

Iλ(vk) → γ0 as k → ∞. (4.29)

Now we claim that ‖vk‖ ≤ C for all k ∈ N. Putting w = 2vk in (4.28) we find
w̄k ∈ L∞(Ω), w̄k(x) ∈ [g(vk(x) − a), ḡ(vk(x) − a)] such that

‖vk‖2 − λ

∫

Ω

f(x, vk)vk − λ

∫

Ω

w̄kv
q+1
k ≥ −1

k
max {1, ‖vk‖}. (4.30)

Also from (4.29) we get

1
2
‖vk‖2 − λ

∫

Ω

F (x, vk) − λ

∫

Ω

H(vk) ≤ γ0 + ok(1). (4.31)
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From (H4) we note that F (x, t) ≤ εf(x, t)t + M for all t > 0 and ε > 0.
Substituting this in (4.31) we get

1
2
‖vk‖2 − ελ

∫

Ω

f(x, vk)vk − λ

∫

Ω

H(vk) ≤ γ0 + C + ok(1), (4.32)

Now from (4.30) and (4.32) we get

(
1
2

− ε)‖vk‖2 ≤ ε

k
max {1, ‖vk‖} + γ0 + C + ok(1)

Thus {vk} is bounded in H1
0 (Ω). Using this in (4.28) we conclude that

I0
λ(vk, w − vk) ≥ −C

k
(1 + ‖w‖) for all w ∈ Λλ.

By taking a subsequence if necessary, we find vλ ∈ Λλ such that vk ⇀ vλ
weakly in H1

0 (Ω) and pointwise a.e. in Ω. Now we proceed as in case of (m1)
to derive that vλ is a critical point of Iλ.
Now we claim that vλ ≡ uλ. Since γ0 = Iλ(uλ), in view of (4.29) it suffices
to prove that vk → vλ strongly in H1

0 (Ω) as k → ∞. Note that from (4.30)

and the fact that ‖vk‖ ≤ C we have C̃ = lim
k→+∞

sup
∫

Ω

f(x, vk)vk < ∞. First

we claim that {f(., vk)} is an equi-integrable family in L1(Ω). For this, define
με = max

x∈Ω̄,|s|≤ 2C̃
ε

|f(x, s)|. Then, for any A ⊂ Ω with |A| ≤ ε
2με

, we get

∫

A

|f(x, vk)| ≤
∫

A∩{|vk|≥ 2C̃
ε }

|f(x, vk)vk|
|vk| +

∫

A∩{|vk|< 2C̃
ε }

|f(x, vk)|

≤ ε

2
+ με|A| ≤ ε.

Now by applying Vitali’s convergence theorem, we get

lim
k→+∞

∫

Ω

f(x, vk) =
∫

Ω

f(x, vλ). (4.33)

Therefore, from (H4) and the dominated convergence theorem, we have

lim
k→∞

∫

Ω

F (x, vk)=
∫

Ω

F (x, vλ) and lim
k→∞

∫

Ω

H(vk)=
∫

Ω

H(vλ). (4.34)

Thus we get

Iλ(vλ) ≤ lim
k→+∞

inf Iλ(vk). (4.35)

If {vk} does not converge to vλ in H1
0 (Ω) strongly, then from (4.34) and (4.35),

Iλ(vλ) < γ0. Also as Iλ(uλ) ≤ Iλ(vλ) we take ε > 0 sufficiently small such
that the following equation holds.

(γ0 − Iλ(vλ))(1 + ε) ≤ (γ0 − Iλ(uλ))(1 + ε) <
π

α
(2 − β) (4.36)
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Now let δ0 = λ(
∫

Ω

(F (x, vλ) +
∫

Ω

H(vλ)). Then , we have

lim
k→+∞

‖vk‖2 = 2 lim
k→+∞

(

Iλ(vk) + λ

∫

Ω

F (x, vk) + λ

∫

Ω

H(vk)
)

= 2(γ0 + δ0).

(4.37)

From (4.36) and (4.37),

(1 + ε)‖vk‖2 <
2π(2 − β)(γ0 + δ0)
α(γ0 − Iλ(vλ))

=
2π(2 − β)

α

(

1 − ‖vλ‖2

2(γ0 + δ0)

)−1

Choose p such that

α(1 + ε)‖vk‖2

2π(2 − β)
≤ p <

(

1 − ‖vλ‖2

2(γ0 + δ0)

)−1

(4.38)

By the Lion’s type Lemma in [3] (Theorem 2.3), (H2) and (4.38) we obtain,

sup
k

∫

Ω

eα(1+ε)v2k

|x|β ≤ sup
k

∫

Ω

e
2πp(2−β)

v2
k

‖vk‖2

|x|β < ∞. (4.39)

Now for M > 0,
∫

Ω

f(x, vk)vk =
∫

vk≤M
f(x, vk)vk +

∫

vk>M

f(x, vk)vk and by

(4.39) it is easy to check that
∫

vk>M

f(x, vk)vk = O

(∫

vk>M

eα(1+ ε
2 )v2k

|x|β
)

= O

(

e
−αε

2 N2
∫

vk>M

eα(1+ε)v2k

|x|β
)

.

Hence
∫

Ω

f(x, vk)vk →
∫

Ω

f(x, vλ)vλ as k → ∞, thanks to dominated

convergence theorem. Now proceeding as in case of (m1), we get vk →
vλ strongly in H1

0 (Ω). �
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