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#### Abstract

The paper deals with the existence of entire solutions for a quasilinear equation $(\mathcal{E})_{\lambda}$ in $\mathbb{R}^{N}$, depending on a real parameter $\lambda$, which involves a general elliptic operator in divergence form $\mathbf{A}$ and two main nonlinearities. The competing nonlinear terms combine each other, being the first subcritical and the latter supercritical. We prove the existence of a critical value $\lambda^{*}>0$ with the property that $(\mathcal{E})_{\lambda}$ admits nontrivial non-negative entire solutions if and only if $\lambda \geq \lambda^{*}$. Furthermore, when $\lambda>\bar{\lambda} \geq \lambda^{*}$, the existence of a second independent nontrivial non-negative entire solution of $(\mathcal{E})_{\lambda}$ is proved under a further natural assumption on A.
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## 1. Introduction

In [3] Ambrosetti et al. studied the existence and multiplicity of solutions for semilinear elliptic Dirichlet problems in bounded domains, analyzing the combined effects of concave and convex nonlinearities with respect to a real parameter $\lambda$. Later, Alama and Tarantello in [2] studied a related semilinear Dirichlet problem in a bounded domain, with weighted nonlinear terms. In [2] also solvability and multiplicity were proved under various assumptions on the weights and on the parameter $\lambda \in \mathbb{R}$. The famous results of [3] were partially extended by De Figueiredo et al. to indefinite nonlinearities for the semilinear case in [10] and for the $p$-Laplacian operator in [11]. For recent contributions on related semilinear Dirichlet problems in bounded domains we refer to $[8,18]$ and on equations in the entire $\mathbb{R}^{N}$ to [19], and to the references therein. The equation considered here is in the spirit of the previous papers, even if most of them deal with problems not directly comparable to ours. The present work
is more related to the results in $[2,20]$, although in [20] different weights were considered.

We study the one parameter elliptic equation in $\mathbb{R}^{N}$,

$$
-\operatorname{div} \mathbf{A}(x, \nabla u)+a(x)|u|^{p-2} u=\lambda w(x)|u|^{q-2} u-h(x)|u|^{r-2} u \quad(\mathcal{E})_{\lambda}
$$

where $\lambda \in \mathbb{R}$ and $\mathbf{A}: \mathbb{R}^{N} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ admits a potential $\mathscr{A}$, with respect to its second variable $\xi$, satisfying the following assumption
$(\mathcal{A})$ The potential $\mathscr{A}=\mathscr{A}(x, \xi)$ is a continuous function in $\mathbb{R}^{N} \times \mathbb{R}^{N}$, with continuous derivative with respect to $\xi, \mathbf{A}=\partial_{\xi} \mathscr{A}$, and verifies:
(a) $\mathscr{A}(x, 0)=0$ and $\mathscr{A}(x, \xi)=\mathscr{A}(x,-\xi)$ for all $(x, \xi) \in \mathbb{R}^{N} \times \mathbb{R}^{N}$;
(b) $\mathscr{A}(x, \cdot)$ is strictly convex in $\mathbb{R}^{N}$ for all $x \in \mathbb{R}^{N}$;
(c) There exist constants $c, C>0$ and an exponent $p$, with $1<p<N$, such that for all $(x, \xi) \in \mathbb{R}^{N} \times \mathbb{R}^{N}$

$$
c|\xi|^{p} \leq \mathbf{A}(x, \xi) \cdot \xi \quad \text { and } \quad|\mathbf{A}(x, \xi)| \leq C|\xi|^{p-1}
$$

Clearly $\mathscr{A}(x, \xi)=|\xi|^{p} / p$ satisfies $(\mathcal{A})$ for all $p>1$, that is the usual $p$-Laplacian operator $\Delta_{p} u=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)$ is covered for all $p>1$.

The nonlinear terms in $(\mathcal{E})_{\lambda}$ are related to the main elliptic part by the request that

$$
\begin{equation*}
\max \{2, p\}<q<\min \left\{r, p^{*}\right\} \tag{1.1}
\end{equation*}
$$

where $p^{*}=N p /(N-p)$ is the critical Sobolev exponent. The coefficient $a$ is supposed to be in $L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{N}\right)$ and to satisfy for a.a. $x \in \mathbb{R}^{N}$

$$
\begin{equation*}
\nu(x)=\max \left\{a(x),(1+|x|)^{-p}\right\}, \quad a(x) \geq c_{1} \nu(x) \tag{1.2}
\end{equation*}
$$

for some constant $c_{1} \in(0,1]$. The weight $w$ verifies

$$
\begin{equation*}
w \in L^{\wp}\left(\mathbb{R}^{N}\right) \cap L_{\mathrm{loc}}^{\sigma}\left(\mathbb{R}^{N}\right), \quad \text { with } \wp=p^{*} /\left(p^{*}-q\right) \text { and } \sigma>\wp, \tag{1.3}
\end{equation*}
$$

while $h$ is a positive weight of class $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$. Finally, $h$ and $w$ are related by the condition

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left[\frac{w(x)^{r}}{h(x)^{q}}\right]^{1 /(r-q)} d x=H \in \mathbb{R}^{+} \tag{1.4}
\end{equation*}
$$

Assumption (1.4) already appears in [2, condition (1.4) of the existence Theorem 1.1] for positive solutions of semilinear elliptic Dirichlet problems in bounded domains and in [20] with $w=1$ for existence of solutions of quasilinear elliptic equations in $\mathbb{R}^{N}$. Actually, [20] is the first attempt to establish existence of nontrivial non-negative entire solutions for $(\mathcal{E})_{\lambda}$ in $\mathbb{R}^{N}$, when $A(x, \xi)=|\xi|^{p-2} \xi$ and $a=w=1$. Here, we solve the problem under conditions (1.1)-(1.4).

Sections 2-4 of the paper are devoted to the proof of the following main existence

Theorem A. Under the above hypotheses there exists $\lambda^{*}>0$ such that equation $(\mathcal{E})_{\lambda}$ admits at least a nontrivial non-negative entire solution if and only if $\lambda \geq \lambda^{*}$.

By the comments above it is clear that Theorem A extends Theorem 1.1 of [2] to quasilinear elliptic equations in $\mathbb{R}^{N}$. Theorem 1.2 of [2] is a complete statement when $2<q<2^{*}$ and $w$ satisfies (1.3) for $p=2$, rather than Theorem 1.1 of [2]. Hence, it still remains an open problem the extension of Theorem 1.2 of [2] to quasilinear elliptic equations in $\mathbb{R}^{N}$, that is when (1.3) is replaced by the weaker condition $w(w / h)^{(q-p) /(r-q)} \in L^{N / p}\left(\mathbb{R}^{N}\right)$. In any case, Theorem A extends the first part of Theorem 1.2 of [2] under condition (1.4).

In Sect. 5, under a further natural assumption on the potential $\mathscr{A}$, see $(\mathcal{A})-(d)$, we prove the second main result in terms of a critical parameter $\bar{\lambda} \geq \lambda^{*}>0$.

Theorem B. For all $\lambda>\bar{\lambda}$ equation $(\mathcal{E})_{\lambda}$ admits at least two nontrivial nonnegative entire solutions.

In the Appendix we present the auxiliary results largely used throughout the paper, which seem not to be so well-known. In particular, we establish in Theorem A. 3 the existence of a Palais-Smale sequence via the Ekeland variational principle in a variant of the geometrical structure of the Mountain Pass theorem of Ambrosetti and Rabinowitz. For the standard result based on this technique we refer to [16]. Theorem A. 3 is the key tool to construct a second independent nontrivial entire solution in the proof of Theorem B.

## 2. Preliminaries and non-existence for $\boldsymbol{\lambda}$ small

Conditions ( $\mathcal{A}$ )-(a) and (b) imply that

$$
\mathscr{A}(x, \xi) \leq \mathbf{A}(x, \xi) \cdot \xi \quad \text { for all }(x, \xi) \in \mathbb{R}^{N} \times \mathbb{R}^{N}
$$

Furthermore, $(\mathcal{A})-(b)$ is weaker than the request that $\mathscr{A}$ is $p$-uniformly convex, i.e. that there exists a constant $k>0$ such that

$$
\mathscr{A}\left(x, \frac{\xi+\eta}{2}\right) \leq \frac{1}{2} \mathscr{A}(x, \xi)+\frac{1}{2} \mathscr{A}(x, \eta)-k|\xi-\eta|^{p}
$$

for all $x \in \mathbb{R}^{N}$ and $\xi, \eta \in \mathbb{R}^{N}$. Condition ( $b^{\prime}$ ) is usually assumed in this context in the literature and forces $p \geq 2$, when $\mathscr{A}(x, \xi)=|\xi|^{p} / p$, cf. [13].

By $(\mathcal{A})-(a)$ and $(c)$

$$
\mathscr{A}(x, \xi)=\int_{0}^{1} \frac{d}{d t} \mathscr{A}(x, t \xi) d t=\int_{0}^{1} \frac{1}{t} \mathbf{A}(x, t \xi) \cdot t \xi d t \geq \frac{c}{p}|\xi|^{p}
$$

that is for all $(x, \xi) \in \mathbb{R}^{N} \times \mathbb{R}^{N}$

$$
\begin{equation*}
p \mathscr{A}(x, \xi) \geq c|\xi|^{p} . \tag{2.1}
\end{equation*}
$$

Hence $c \leq C$ by $(\mathcal{A})-(c)$.
Lemma 2.1. Let $\xi,\left(\xi_{n}\right)_{n} \in \mathbb{R}^{N}$ be such that

$$
\begin{equation*}
\left(\mathbf{A}\left(x, \xi_{n}\right)-\mathbf{A}(x, \xi)\right) \cdot\left(\xi_{n}-\xi\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{2.2}
\end{equation*}
$$

Then $\left(\xi_{n}\right)_{n}$ converges to $\xi$.

Proof. We are inspired in this proof by Lemma 2.4 of [9], see also the special case of Lemma 3 in [12]. First, we assert that $\left(\xi_{n}\right)_{n}$ is bounded. Otherwise, up to a subsequence, still denoted by $\left(\xi_{n}\right)_{n}$, we would have $\left|\xi_{n}\right| \rightarrow \infty$ and so

$$
\begin{aligned}
\left(\mathbf{A}\left(x, \xi_{n}\right)-\mathbf{A}(x, \xi)\right) \cdot\left(\xi_{n}-\xi\right) & \geq c\left(\left|\xi_{n}\right|^{p}+|\xi|^{p}\right)-C\left(\left|\xi_{n}\right|^{p-1}|\xi|+|\xi|^{p-1}\left|\xi_{n}\right|\right) \\
& \sim c\left|\xi_{n}\right|^{p} \rightarrow \infty
\end{aligned}
$$

as $n \rightarrow \infty$. This is impossible by (2.2). Therefore, $\left(\xi_{n}\right)_{n}$ is bounded and possesses a subsequence, still denoted by $\left(\xi_{n}\right)_{n}$, which converges to some $\eta \in \mathbb{R}^{N}$. Thus $(\mathbf{A}(x, \eta)-\mathbf{A}(x, \xi)) \cdot(\eta-\xi)=0$ by (2.2). Moreover, the strict convexity of $\mathscr{A}(x, \cdot)$ for all $x \in \mathbb{R}^{N}$ implies that $\eta=\xi$. This also shows that actually the entire sequence $\left(\xi_{n}\right)_{n}$ converges to $\xi$.

The space $E$ denotes the completion of $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ with respect to the norm

$$
\|u\|_{E}=\left(\int_{\mathbb{R}^{N}}|\nabla u|^{p} d x+\int_{\mathbb{R}^{N}} \nu(x)|u|^{p} d x\right)^{1 / p}
$$

and $X$ the completion of $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ with respect to the norm

$$
\|u\|=\left(\|u\|_{E}^{p}+\|u\|_{r, h}^{p}\right)^{1 / p}, \quad \text { where }\|u\|_{r, h}^{r}=\int_{\mathbb{R}^{N}} h(x)|u|^{r} d x .
$$

From now on $B_{R}$ will denote the ball in $\mathbb{R}^{N}$ of center zero and radius $R>0$.
From the structural assumptions (1.2)-(1.4) all the coefficients $a, w, h$ in $(\mathcal{E})_{\lambda}$ are weights in $\mathbb{R}^{N}$. We indicate with $L^{p}\left(\mathbb{R}^{N} ; a\right), L^{q}\left(\mathbb{R}^{N} ; w\right)$ and $L^{r}\left(\mathbb{R}^{N} ; h\right)$ the corresponding weighted Lebesgue spaces. See the Appendix for the main properties.

Lemma 2.2. The embeddings $X \hookrightarrow E \hookrightarrow D^{1, p}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p^{*}}\left(\mathbb{R}^{N}\right)$ are continuous, with $\|\nabla u\|_{p} \leq\|u\|_{E}$ for all $u \in E,\|u\|_{E} \leq\|u\|$ for all $u \in X$ and

$$
\begin{equation*}
\|u\|_{p^{*}} \leq C_{p^{*}}\|\nabla u\|_{p} \quad \text { for all } u \in D^{1, p}\left(\mathbb{R}^{N}\right) \tag{2.3}
\end{equation*}
$$

Moreover, for any $R>0$ the embeddings $E \hookrightarrow \hookrightarrow L^{\varrho}\left(B_{R}\right)$ and $X \hookrightarrow \hookrightarrow L^{\varrho}\left(B_{R}\right)$ are compact for all $\varrho \in\left[1, p^{*}\right)$.

Proof. The first two embeddings $X \hookrightarrow E \hookrightarrow D^{1, p}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p^{*}}\left(\mathbb{R}^{N}\right)$ are obviously continuous and $\|\nabla u\|_{p} \leq\|u\|_{E}$ for all $u \in E$ and $\|u\|_{E} \leq\|u\|$ for all $u \in X$, and the third one is classical, with $C_{p^{*}}$ the Talenti best constant of the embedding, cf. [24].

Let $R>0$ be fixed. By the first part of the lemma the embedding $E \hookrightarrow$ $W^{1, p}\left(B_{R}\right)$ is continuous, since $a \in L_{\text {loc }}^{\infty}\left(\mathbb{R}^{N}\right)$ in (1.2), so that $0<k_{1} \leq \nu(x) \leq$ $k_{2}$ for a.a. $x \in B_{R}$ and for some positive numbers $k_{1}$ and $k_{2}$ depending only on $R$. Since the embedding $W^{1, p}\left(B_{R}\right) \hookrightarrow \hookrightarrow L^{\varrho}\left(B_{R}\right)$ is compact for all $\varrho \in\left[1, p^{*}\right)$, also the embeddings $E \hookrightarrow \hookrightarrow L^{\varrho}\left(B_{R}\right)$ and $X \hookrightarrow \hookrightarrow L^{\varrho}\left(B_{R}\right)$ are compact.

Lemma 2.3. The embedding $D^{1, p}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{q}\left(\mathbb{R}^{N} ; w\right)$ is continuous, with

$$
\begin{equation*}
\|u\|_{q, w} \leq \mathfrak{C}_{w}\|\nabla u\|_{p} \quad \text { for all } u \in D^{1, p}\left(\mathbb{R}^{N}\right) \tag{2.4}
\end{equation*}
$$

and $\mathfrak{C}_{w}=C_{p^{*}}\|w\|_{\wp}^{1 / q}>0$.

The embeddings $E \hookrightarrow \hookrightarrow L^{q}\left(\mathbb{R}^{N} ; w\right)$ and $X \hookrightarrow \hookrightarrow L^{q}\left(\mathbb{R}^{N} ; w\right)$ are compact.

Proof. By (1.3), Hölder's and Sobolev's inequalities, for all $u \in D^{1, p}\left(\mathbb{R}^{N}\right)$,

$$
\|u\|_{q, w} \leq\left(\int_{\mathbb{R}^{N}} w(x)^{\wp} d x\right)^{1 / \wp q} \cdot\left(\int_{\mathbb{R}^{N}}|u|^{p^{*}} d x\right)^{1 / p^{*}} \leq C_{p^{*}}\|w\|_{\wp}^{1 / q}\|\nabla u\|_{p}
$$

that is (2.4) holds.
In order to prove the last part of the lemma it is enough to show that $E \hookrightarrow \hookrightarrow L^{q}\left(\mathbb{R}^{N} ; w\right)$. In other words, we show that if $u_{n} \rightharpoonup u$ in $E$, then $\| u_{n}-$ $u \|_{q, w} \rightarrow 0$ as $n \rightarrow \infty$. By Hölder's inequality,

$$
\int_{\mathbb{R}^{N} \backslash B_{R}} w(x)\left|u_{n}-u\right|^{q} d x \leq M\left(\int_{\mathbb{R}^{N} \backslash B_{R}} w(x)^{\wp} d x\right)^{1 / \wp}=o(1)
$$

as $R \rightarrow \infty$, being $w \in L^{\wp}\left(\mathbb{R}^{N}\right)$ by (1.3) and $\sup _{n}\left\|u_{n}-u\right\|_{p^{*}}^{q}=M<\infty$. For all $\varepsilon>0$ there exists $R_{\varepsilon}>0$ so large that $\sup _{n} \int_{\mathbb{R}^{N} \backslash B_{R_{\varepsilon}}} w(x)\left|u_{n}-u\right|^{q} d x<\varepsilon / 2$. Moreover, by Hölder's inequality we have as $n \rightarrow \infty$

$$
\left.\int_{B_{R_{\varepsilon}}} w(x)\left|u_{n}-u\right|^{q} d x \leq\|w\|_{L^{\sigma}\left(B_{R_{\varepsilon}}\right)}\right)\left\|u_{n}-u\right\|_{L^{\sigma^{\prime} q}\left(B_{R_{\varepsilon}}\right)}^{q}=o(1)
$$

since $E \hookrightarrow \hookrightarrow L^{\sigma^{\prime} q}\left(B_{R_{\varepsilon}}\right)$, being $\sigma^{\prime} q<p^{*}$ by (1.3). Therefore, there exists $N_{\varepsilon}>0$ such that $\int_{B_{R_{\varepsilon}}} w(x)\left|u_{n}-u\right|^{q} d x<\varepsilon / 2$ for all $n \geq N_{\varepsilon}$. In conclusion, for all $n \geq N_{\varepsilon}$

$$
\left\|u_{n}-u\right\|_{q, w}^{q}=\int_{\mathbb{R}^{N} \backslash B_{R_{\varepsilon}}} w(x)\left|u_{n}-u\right|^{q} d x+\int_{B_{R_{\varepsilon}}} w(x)\left|u_{n}-u\right|^{q} d x<\varepsilon
$$

as required.
Lemma 2.4. For all $u \in E$

$$
\begin{gather*}
\int_{\mathbb{R}^{N}} \mathbf{A}(x, \nabla u) \cdot \nabla u d x+\|u\|_{p, a}^{p} \geq \kappa\|u\|_{E}^{p}  \tag{2.5}\\
\int_{\mathbb{R}^{N}} \mathscr{A}(x, \nabla u) d x+\frac{1}{p}\|u\|_{p, a}^{p} \geq \frac{\kappa}{p}\|u\|_{E}^{p}
\end{gather*}
$$

where $\kappa=\min \left\{c, c_{1}\right\}>0$. Moreover, if $u \in X \backslash\{0\}$ and $\lambda \in \mathbb{R}$ satisfy

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \mathbf{A}(x, \nabla u) \cdot \nabla u d x+\|u\|_{p, a}^{p}+\|u\|_{r, h}^{r}=\lambda\|u\|_{q, w}^{q} \tag{2.6}
\end{equation*}
$$

then $0<\kappa\|u\|_{E}^{p} \leq \lambda\|u\|_{q, w}^{q}, \lambda>0$ and

$$
\begin{equation*}
\kappa_{1} \lambda^{1 /(p-q)} \leq\|u\|_{q, w} \leq \kappa_{2} \lambda^{r / p(r-q)} \tag{2.7}
\end{equation*}
$$

where $\kappa_{1}$ and $\kappa_{2}$ are positive constants independent of $u$.
Proof. Take $u \in E$. By $(\mathcal{A})-(c)$ and (1.2), it follows that

$$
\int_{\mathbb{R}^{N}} \mathbf{A}(x, \nabla u) \cdot \nabla u d x+\|u\|_{p, a}^{p} \geq c\|\nabla u\|_{p}^{p}+c_{1}\|u\|_{p, \nu}^{p}
$$

In conclusion, $(2.5)_{1}$ holds, with $c$ given in $(\mathcal{A})-(c)$. Similarly, using (1.2) and (2.1), we get

$$
\int_{\mathbb{R}^{N}} \mathscr{A}(x, \nabla u) d x+\frac{1}{p}\|u\|_{p, a}^{p} \geq \frac{1}{p}\left\{c\|\nabla u\|_{p}^{p}+c_{1}\|u\|_{p, \nu}^{p}\right\}
$$

for all $u \in E$, which immediately gives $(2.5)_{2}$.
Let $u \in X \backslash\{0\}$ and $\lambda \in \mathbb{R}$ satisfy (2.6). By (2.5) $)_{1}, 0<\kappa\|u\|_{E}^{p} \leq \lambda\|u\|_{q, w}^{q}$. Hence $\lambda>0$. Therefore, by (2.4), (2.5) ${ }_{1}$ and (2.6), we have

$$
\begin{align*}
\|u\|_{q, w}^{p} & \leq \mathfrak{C}_{w}^{p}\|u\|_{E}^{p} \leq \frac{\mathfrak{C}_{w}^{p}}{\kappa}\left\{\int_{\mathbb{R}^{N}} \mathbf{A}(x, \nabla u) \cdot \nabla u d x+\|u\|_{p, a}^{p}\right\} \\
& \leq \frac{\lambda \mathfrak{C}_{w}^{p}}{\kappa}\|u\|_{q, w}^{q} . \tag{2.8}
\end{align*}
$$

By Young's inequality,

$$
a b \leq \frac{a^{\alpha}}{\alpha}+\frac{b^{\beta}}{\beta}
$$

with $a=h(x)^{q / r}|u|^{q} \geq 0, b=\lambda w(x) h(x)^{-q / r} \geq 0, \alpha=r / q>1$ and $\beta=$ $r /(r-q)>1$, we find

$$
\lambda w(x)|u|^{q} \leq \frac{q}{r} h(x)|u|^{r}+\frac{r-q}{r}\left(\frac{\lambda w(x)}{h(x)^{q / r}}\right)^{r /(r-q)} .
$$

Integration over $\mathbb{R}^{N}$ gives

$$
\lambda\|u\|_{q, w}^{q} \leq \frac{q}{r}\|u\|_{r, h}^{r}+\frac{r-q}{r} H \lambda^{r /(r-q)} .
$$

Thus, by (2.6) we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \mathbf{A}(x, \nabla u) \cdot \nabla u d x+\|u\|_{p, a}^{p} & \leq \frac{q-r}{r}\|u\|_{r, h}^{r}+\frac{r-q}{r} H \lambda^{r /(r-q)} \\
& \leq \frac{r-q}{r} H \lambda^{r /(r-q)},
\end{aligned}
$$

being $q<r$. Hence, since $u \not \equiv 0$ by assumption, the last inequality and (2.8) yield (2.7), with

$$
\kappa_{1}=\left(\kappa / \mathfrak{C}_{w}^{p}\right)^{1 /(q-p)} \quad \text { and } \quad \kappa_{2}=\left[(r-q) \mathfrak{C}_{w}^{p} H / r \kappa\right]^{1 / p} .
$$

This completes the proof.
We say that $u \in X$ is a (weak) entire solution of $(\mathcal{E})_{\lambda}$ if

$$
\begin{align*}
& \int_{\mathbb{R}^{N}} \mathbf{A}(x, \nabla u) \cdot \nabla v d x+\int_{\mathbb{R}^{N}} a(x)|u|^{p-2} u v d x=\lambda \int_{\mathbb{R}^{N}} w(x)|u|^{q-2} u v d x \\
& \quad-\int_{\mathbb{R}^{N}} h(x)|u|^{r-2} u v d x \tag{2.9}
\end{align*}
$$

for all $v \in X$.
Hence the entire solutions of $(\mathcal{E})_{\lambda}$ correspond to the critical points of the energy functional $\Phi_{\lambda}: X \rightarrow \mathbb{R}$, defined by

$$
\Phi_{\lambda}(u)=\int_{\mathbb{R}^{N}} \mathscr{A}(x, \nabla u) d x+\frac{1}{p}\|u\|_{p, a}^{p}-\frac{\lambda}{q}\|u\|_{q, w}^{q}+\frac{1}{r}\|u\|_{r, h}^{r} .
$$

If $(\mathcal{E})_{\lambda}$ admits a nontrivial entire solution $u \in X$, then $\lambda>0$ by Lemma 2.4, and $\lambda \geq \lambda_{0}$ by (2.7), where

$$
\lambda_{0}=\left(\kappa_{1} / \kappa_{2}\right)^{p(r-q)(q-p) / q(r-p)}>0 .
$$

Define

$$
\lambda^{*}=\sup \left\{\lambda>0:(\mathcal{E})_{\mu} \text { admits only the trivial solution for all } \mu<\lambda\right\} .
$$

Clearly $\lambda^{*} \geq \lambda_{0}>0$. In Sects. 3 and 4 we show that $\lambda^{*}$ is exactly the critical value of Theorem A.

## 3. Preliminary results for existence

By the results of Sect. 2 from now on we consider only the case $\lambda>0$.
Lemma 3.1. The functional $\Phi_{\lambda}$ is coercive in $X$. In particular, any sequence $\left(u_{n}\right)_{n}$ in $X$ such that $\left(\Phi_{\lambda}\left(u_{n}\right)\right)_{n}$ is bounded admits a weakly convergent subsequence in $X$.

Proof. Let us consider the following elementary inequality: for every $k_{1}, k_{2}>0$ and $0<\alpha<\beta$

$$
\begin{equation*}
k_{1}|t|^{\alpha}-k_{2}|t|^{\beta} \leq C_{\alpha \beta} k_{1}\left(\frac{k_{1}}{k_{2}}\right)^{\alpha /(\beta-\alpha)} \quad \text { for all } t \in \mathbb{R} \tag{3.1}
\end{equation*}
$$

where $C_{\alpha \beta}>0$ is a constant depending only on $\alpha$ and $\beta$.
Taking $k_{1}=\lambda w(x) / q, k_{2}=(p-1) h(x) / p r, \alpha=q$ and $\beta=r$ in (3.1), for all $x \in \mathbb{R}^{N}$ we have

$$
\begin{aligned}
\frac{\lambda}{q} w(x)|u(x)|^{q}-\frac{(p-1) h(x)}{p r}|u(x)|^{r} & \leq C_{q r} \frac{\lambda w(x)}{q}\left[\frac{\lambda w(x) / q}{(p-1) h(x) / p r}\right]^{q /(r-q)} \\
& =\mathcal{C} \lambda^{r /(r-q)}\left[\frac{w(x)^{r}}{h(x)^{q}}\right]^{1 /(r-q)}
\end{aligned}
$$

where $\mathcal{C}=C_{q r}[p r / q(p-1)]^{q /(r-q)} / q$. Integrating the above inequality over $\mathbb{R}^{N}$, we get by (1.4)

$$
\frac{\lambda}{q}\|u\|_{q, w}^{q}-\frac{p-1}{p r}\|u\|_{r, h}^{r} \leq C_{\lambda},
$$

where $C_{\lambda}=\mathcal{C} H \lambda^{r /(r-q)}>0$.
Therefore, by $(2.5)_{2}$, for all $u \in X$

$$
\begin{aligned}
\Phi_{\lambda}(u)= & \int_{\mathbb{R}^{N}} \mathscr{A}(x, \nabla u) d x+\frac{1}{p}\|u\|_{p, a}^{p}-\left[\frac{\lambda}{q}\|u\|_{q, w}^{q}-\frac{p-1}{p r}\|u\|_{r, h}^{r}\right] \\
& -\frac{p-1}{p r}\|u\|_{r, h}^{r}+\frac{1}{r}\|u\|_{r, h}^{r}
\end{aligned}
$$

$$
\begin{aligned}
& \geq \frac{\kappa}{p}\|u\|_{E}^{p}+\frac{1}{p r}\|u\|_{r, h}^{r}-C_{\lambda} \geq \frac{\kappa}{p}\|u\|_{E}^{p}+\frac{1}{p r}\left(\|u\|_{r, h}^{p}-1\right)-C_{\lambda} \\
& \geq \frac{\min \left\{\kappa, r^{-1}\right\}}{p}\|u\|^{p}-C_{\lambda}-\frac{1}{p r}
\end{aligned}
$$

In conclusion, $\Phi_{\lambda}$ is coercive in $X$.
The last part of the claim follows at once by the coercivity of $\Phi_{\lambda}$ and the reflexivity of the space $X$, see Proposition A.11.

Lemma 3.2. The functional $\Phi_{\mathscr{A}}: X \rightarrow \mathbb{R}, \Phi_{\mathscr{A}}(u)=\int_{\mathbb{R}^{N}} \mathscr{A}(x, \nabla u) d x$, is convex and of class $C^{1}$. In particular, $\Phi_{\mathscr{A}}$ is sequentially weakly lower semicontinuous in $X$.

Proof. The convexity is an immediate consequence of assumption $(\mathcal{A})$-(b). Let us prove the continuity. Let $\left(u_{n}\right)_{n}, u \in X$ be such that $u_{n} \rightarrow u$ in $X$ and fix a subsequence $\left(u_{n_{k}}\right)_{k}$ of $\left(u_{n}\right)_{n}$. Clearly $\nabla u_{n_{k}} \rightarrow \nabla u$ in $\left[L^{p}\left(\mathbb{R}^{N}\right)\right]^{N}$ and so, by Theorem 4.9 of [6], there exists a further subsequence $\left(u_{n_{k_{j}}}\right)_{j}$ of $\left(u_{n_{k}}\right)_{k}$ and a function $\psi \in L^{p}\left(\mathbb{R}^{N}\right)$ such that a.e. in $\mathbb{R}^{N}$

$$
\begin{equation*}
\nabla u_{n_{k_{j}}} \rightarrow \nabla u \text { as } j \rightarrow \infty \quad \text { and } \quad\left|\nabla u_{n_{k_{j}}}\right| \leq \psi \quad \text { for all } j \in \mathbb{N} . \tag{3.2}
\end{equation*}
$$

Hence, condition $(\mathcal{A})$ implies that $\mathscr{A}\left(x, \nabla u_{n_{k_{j}}}\right) \rightarrow \mathscr{A}(x, \nabla u)$ a.e. in $\mathbb{R}^{N}$ and

$$
\left|\mathscr{A}\left(x, \nabla u_{n_{k_{j}}}\right)\right| \leq\left|\mathbf{A}\left(x, \nabla u_{n_{k_{j}}}\right)\right| \cdot\left|\nabla u_{n_{k_{j}}}\right| \leq C\left|\nabla u_{n_{k_{j}}}\right|^{p} \leq C \psi^{p} \in L^{1}\left(\mathbb{R}^{N}\right)
$$

The Dominated Convergence theorem forces that $\mathscr{A}\left(x, \nabla u_{n_{k_{j}}}\right) \rightarrow \mathscr{A}(x, \nabla u)$ in $L^{1}\left(\mathbb{R}^{N}\right)$ as $j \rightarrow \infty$, and the arbitrariness of $\left(u_{n_{k}}\right)_{k}$ guarantees that actually $\mathscr{A}\left(x, \nabla u_{n}\right) \rightarrow \mathscr{A}(x, \nabla u)$ in $L^{1}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty$. This gives the continuity of $\Phi_{\mathscr{A}}$, and so $\Phi_{\mathscr{A}}$ is sequentially w.l.s.c. by Corollary 3.9 of [6].

Moreover, $\Phi_{\mathscr{A}}$ is Gateaux-differentiable in $X$ and for all $u, \varphi \in X$ it results

$$
\left\langle\Phi_{\mathscr{A}}^{\prime}(u), \varphi\right\rangle=\int_{\mathbb{R}^{N}} \mathbf{A}(x, \nabla u) \cdot \nabla \varphi d x
$$

Now, let $\left(u_{n}\right)_{n}, u \in X$ be such that $u_{n} \rightarrow u$ in $X$ as $n \rightarrow \infty$. We claim that

$$
\left\|\Phi_{\mathscr{A}}^{\prime}\left(u_{n}\right)-\Phi_{\mathscr{A}}^{\prime}(u)\right\|_{X^{\prime}}=\sup _{\substack{\varphi \in X \\\|\varphi\|=1}}\left|\int_{\mathbb{R}^{N}}\left(\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right) \cdot \nabla \varphi d x\right|=o(1)
$$

as $n \rightarrow \infty$. By $(\mathcal{A})-(c)$, it follows that $\mathbf{A}(x, \nabla u)$ is in $\left[L^{p^{\prime}}\left(\mathbb{R}^{N}\right)\right]^{N}$ for all $u \in X$. Applying Hölder's inequality, we obtain

$$
\left|\int_{\mathbb{R}^{N}}\left(\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right) \cdot \nabla \varphi d x\right| \leq\left\|\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right\|_{p^{\prime}}\|\nabla \varphi\|_{p}
$$

Hence, for all $\varphi \in X$, with $\|\varphi\|=1$, we have

$$
\begin{equation*}
\left\|\Phi_{\mathscr{A}}^{\prime}\left(u_{n}\right)-\Phi_{\mathscr{A}}^{\prime}(u)\right\|_{X^{\prime}} \leq\left\|\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right\|_{p^{\prime}} \tag{3.3}
\end{equation*}
$$

Fix now a subsequence $\left(u_{n_{k}}\right)_{k}$ of $\left(u_{n}\right)_{n}$. Proceeding exactly as above we find a further subsequence $\left(u_{n_{k_{j}}}\right)_{j}$ and a function $\psi \in L^{p}\left(\mathbb{R}^{N}\right)$ verifying (3.2).

Therefore, by $(\mathcal{A})-(c)$ we get

$$
\begin{align*}
\left|\mathbf{A}\left(x, \nabla u_{n_{k_{j}}}\right)-\mathbf{A}(x, \nabla u)\right|^{p^{\prime}} & \leq 2^{p^{\prime}-1}\left(\left|\mathbf{A}\left(x, \nabla u_{n_{k_{j}}}\right)\right|^{p^{\prime}}+|\mathbf{A}(x, \nabla u)|^{p^{\prime}}\right) \\
& \leq 2^{p^{\prime}-1} C^{p^{\prime}}\left\{\left|\nabla u_{n_{k_{j}}}\right|^{p}+|\nabla u|^{p}\right\} \\
& \leq(2 C)^{p^{\prime}} \psi^{p} \in L^{1}\left(\mathbb{R}^{N}\right) \tag{3.4}
\end{align*}
$$

On the other hand, $\left|\mathbf{A}\left(x, \nabla u_{n_{k_{j}}}\right)-\mathbf{A}(x, \nabla u)\right| \rightarrow 0$ for a.a. $x \in \mathbb{R}^{N}$ as $j \rightarrow \infty$, since $\mathbf{A}$ is continuous by $(\mathcal{A})$. Thus, $\mathbf{A}\left(x, \nabla u_{n_{k_{j}}}\right) \rightarrow \mathbf{A}(x, \nabla u)$ in $\left[L^{p^{\prime}}\left(\mathbb{R}^{N}\right)\right]^{N}$ by (3.4) and the Dominated Convergence theorem. Hence the entire sequence $\mathbf{A}\left(x, \nabla u_{n}\right) \rightarrow \mathbf{A}(x, \nabla u)$ in $\left[L^{p^{\prime}}\left(\mathbb{R}^{N}\right)\right]^{N}$ and the claim follows from (3.3).

In conclusion, $\Phi_{\mathscr{A}}$ is of class $C^{1}$, as required.
Lemma 3.3. The functional $\Phi_{a}: X \rightarrow \mathbb{R}, \Phi_{a}(u)=\frac{1}{p}\|u\|_{p, a}^{p}$, is convex, of class $C^{1}$ and sequentially weakly lower semicontinuous. Moreover, if $\left(u_{n}\right)_{n}, u \in X$ and $u_{n} \rightharpoonup u$ in $X$, then $\Phi_{a}^{\prime}\left(u_{n}\right) \stackrel{*}{\rightharpoonup} \Phi_{a}^{\prime}(u)$ in $X^{\prime}$.
Proof. The convexity of $\Phi_{a}$ is obvious being $p>1$. Moreover, since the embed$\operatorname{ding} X \hookrightarrow L^{p}\left(\mathbb{R}^{N} ; a\right)$ is continuous by (1.2), with $\|u\|_{p, a} \leq\|u\|$ for all $u \in X$, the functional $\Phi_{a}$ is continuous in $X$. Consequently, $\Phi_{a}$ is sequentially w.l.s.c. by Corollary 3.9 of [6].

Moreover, $\Phi_{a}$ is Gateaux-differentiable in $X$ and for all $u, \varphi \in X$ we have

$$
\left\langle\Phi_{a}^{\prime}(u), \varphi\right\rangle=\int_{\mathbb{R}^{N}} a(x)|u|^{p-2} u \varphi d x
$$

Now, let $\left(u_{n}\right)_{n}, u \in X$ be such that $u_{n} \rightharpoonup u$ in $X$ as $n \rightarrow \infty$. Since $X \hookrightarrow E \hookrightarrow$ $L^{p}\left(\mathbb{R}^{N} ; \nu\right) \hookrightarrow L^{p}\left(\mathbb{R}^{N} ; a\right)$ by (1.2), then $u_{n} \rightharpoonup u$ in $L^{p}\left(\mathbb{R}^{N} ; a\right)$. Let $n \mapsto v_{n}=$ $\left|u_{n}\right|^{p-2} u_{n}$ and fix a subsequence $\left(v_{n_{k}}\right)_{k}$ of $\left(v_{n}\right)_{n}$. By Proposition A. 10 there exists a subsequence $\left(u_{n_{k_{j}}}\right)_{j}$ of $\left(u_{n_{k}}\right)_{k}$ converging a.e. in $\mathbb{R}^{N}$ to $u$. Furthermore, $\left(u_{n_{k_{j}}}\right)_{j}$ is bounded in $L^{p}\left(\mathbb{R}^{N} ; a\right)$, so that $v_{n_{k_{j}}} \rightharpoonup v$ in $L^{p^{\prime}}\left(\mathbb{R}^{N} ; a\right)$ by Proposition A.8-(i). This implies that the whole sequence $v_{n} \rightharpoonup v$ in $L^{p^{\prime}}\left(\mathbb{R}^{N} ; a\right)$. Thus, for all $\varphi \in X$ we have

$$
\int_{\mathbb{R}^{N}} a(x)\left|u_{n}\right|^{p-2} u_{n} \varphi d x \rightarrow \int_{\mathbb{R}^{N}} a(x)|u|^{p-2} u \varphi d x
$$

as $n \rightarrow \infty$, that is $\left\langle\Phi_{a}^{\prime}\left(u_{n}\right), \varphi\right\rangle \rightarrow\left\langle\Phi_{a}^{\prime}(u), \varphi\right\rangle$. This shows that $\Phi_{a}^{\prime}\left(u_{n}\right) \stackrel{*}{\rightharpoonup} \Phi_{a}^{\prime}(u)$ in $X^{\prime}$, as claimed.

Let us prove that $\Phi_{a} \in C^{1}(X)$. Fix $\left(u_{n}\right)_{n}, u \in X$, with $u_{n} \rightarrow u$ in $X$. Hence $u_{n} \rightarrow u$ in $L^{p}\left(\mathbb{R}^{N} ; a\right)$, since $X \hookrightarrow L^{p}\left(\mathbb{R}^{N} ; a\right)$ by (1.2). Thus $\left|u_{n}\right|^{p-2} u_{n}=$ $v_{n} \rightarrow v=|u|^{p-2} u$ in $L^{p^{\prime}}\left(\mathbb{R}^{N} ; a\right)$, by Proposition A.8-(ii). Therefore, for all $\varphi \in X$, with $\|\varphi\|=1$,

$$
\left|\left\langle\Phi_{a}^{\prime}\left(u_{n}\right)-\Phi_{a}^{\prime}(u), \varphi\right\rangle\right| \leq\left\|v_{n}-v\right\|_{p^{\prime}, a}\|\varphi\|_{p, a} \leq\left\|v_{n}-v\right\|_{p^{\prime}, a},
$$

since $\|\varphi\|_{p, a} \leq\|\varphi\|_{p, \nu} \leq\|\varphi\|$ for all $\varphi \in X$ by (1.2). Therefore,

$$
\left\|\Phi_{a}^{\prime}\left(u_{n}\right)-\Phi_{a}^{\prime}(u)\right\|_{X^{\prime}} \leq\left\|v_{n}-v\right\|_{p^{\prime}, a} \rightarrow 0
$$

as $n \rightarrow \infty$. In conclusion, $\Phi_{a}$ is of class $C^{1}(X)$.

Lemma 3.4. The functional $\Phi_{w}: X \rightarrow \mathbb{R}, \Phi_{w}(u)=\frac{1}{q}\|u\|_{q, w}^{q}$, is convex, of class $C^{1}$ and sequentially weakly continuous in $X$. Moreover, if $\left(u_{n}\right)_{n}, u \in X$ and $u_{n} \rightharpoonup u$ in $X$, then $\Phi_{w}^{\prime}\left(u_{n}\right) \rightarrow \Phi_{w}^{\prime}(u)$ in $X^{\prime}$.
Proof. The convexity of $\Phi_{w}$ is obvious, being $q>2$. Moreover, by Lemma 2.3 it is clear that $\Phi_{w}$ is sequentially weakly continuous, so that in particular $\Phi_{w}$ is continuous. Furthermore, $\Phi_{w}$ is Gateaux-differentiable in $X$ and for all $u, \varphi \in X$

$$
\left\langle\Phi_{w}^{\prime}(u), \varphi\right\rangle=\int_{\mathbb{R}^{N}} w(x)|u|^{q-2} u \varphi d x
$$

Now, let $\left(u_{n}\right)_{n}, u \in X$ be such that $u_{n} \rightharpoonup u$ in $X$ and fix $\varphi \in X$, with $\|\varphi\|=1$. By Lemma 2.3 and Proposition A.8-(ii), it follows that $v_{n}=\left|u_{n}\right|^{q-2} u_{n} \rightarrow v=$ $|u|^{q-2} u$ in $L^{q^{\prime}}\left(\mathbb{R}^{N} ; w\right)$. Therefore,

$$
\left|\left\langle\Phi_{w}^{\prime}\left(u_{n}\right)-\Phi_{w}^{\prime}(u), \varphi\right\rangle\right| \leq\left\|v_{n}-v\right\|_{q^{\prime}, w}\|\varphi\|_{q, w} \leq \mathfrak{C}_{w}\left\|v_{n}-v\right\|_{q^{\prime}, w}
$$

by (2.4). Hence,

$$
\left\|\Phi_{w}^{\prime}\left(u_{n}\right)-\Phi_{w}^{\prime}(u)\right\|_{X^{\prime}} \leq \mathfrak{C}_{w}\left\|v_{n}-v\right\|_{q^{\prime}, w}
$$

that is $\Phi_{w}^{\prime}\left(u_{n}\right) \rightarrow \Phi_{w}^{\prime}(u)$ in $X^{\prime}$. In particular, this shows that $\Phi_{w}$ is of class $C^{1}(X)$ and completes the proof of the lemma.

Clearly the conclusions of Lemmas 3.3 and 3.4 continue to hold when the functionals are defined in the bigger space $E$. Indeed, all the functionals are well defined in $E$, being $E \hookrightarrow L^{p}\left(\mathbb{R}^{N} ; a\right)$ by (1.2) and $E \hookrightarrow \hookrightarrow L^{q}\left(\mathbb{R}^{N} ; w\right)$ by Lemma 2.3.

Lemma 3.5. The functional $\Phi_{h}: X \rightarrow \mathbb{R}, \Phi_{h}(u)=\frac{1}{r}\|u\|_{r, h}^{r}$ is convex, of class $C^{1}$ and sequentially weakly lower semicontinuous. Moreover, if $\left(u_{n}\right)_{n}, u \in X$ and $u_{n} \rightharpoonup u$ in $X$ as $n \rightarrow \infty$, then $\Phi_{h}^{\prime}\left(u_{n}\right) \stackrel{*}{\rightharpoonup} \Phi_{h}^{\prime}(u)$ in $X^{\prime}$.
Proof. The convexity of $\Phi_{h}$ is obvious, being $r>2$. Moreover, the continuity of $\Phi_{h}$ follows from the continuity of the embedding $X \hookrightarrow L^{r}\left(\mathbb{R}^{N} ; h\right)$. Hence $\Phi_{h}$ is sequentially w.l.s.c. by Corollary 3.9 of [6]. On the other hand, $\Phi_{h}$ is Gâteaux-differentiable in $X$ and for all $u, \varphi \in X$

$$
\left\langle\Phi_{h}^{\prime}(u), \varphi\right\rangle=\int_{\mathbb{R}^{N}} h(x)|u|^{r-2} u \varphi d x .
$$

Let $\left(u_{n}\right)_{n}, u \in X$ be such that $u_{n} \rightarrow u$ in $X$. Then, $u_{n} \rightarrow u$ in $L^{r}\left(\mathbb{R}^{N} ; h\right)$, and so $v_{n}=\left|u_{n}\right|^{r-2} u_{n} \rightarrow v=|u|^{r-2} u$ in $L^{r^{\prime}}\left(\mathbb{R}^{N} ; h\right)$ by Proposition A.8-(ii). Therefore,

$$
\begin{aligned}
\left\|\Phi_{h}^{\prime}\left(u_{n}\right)-\Phi_{h}^{\prime}(u)\right\|_{X^{\prime}} & =\sup _{\substack{\varphi \in X \\
\|\varphi\|=1}}\left|\int_{\mathbb{R}^{N}} h(x)\left(\left|u_{n}\right|^{r-2} u_{n}-|u|^{r-2} u\right) \varphi d x\right| \\
& \leq \sup _{\varphi \in X\|\varphi\|=1}\left\|v_{n}-v\right\|_{r^{\prime}, h} \cdot\|\varphi\|_{r, h} \leq\left\|v_{n}-v\right\|_{r^{\prime}, h}=o(1)
\end{aligned}
$$

as $n \rightarrow \infty$. This gives the $C^{1}$ regularity of $\Phi_{h}$.
Suppose now that $u_{n} \rightharpoonup u$ in $X$. Let $n \mapsto v_{n}=\left|u_{n}\right|^{r-2} u_{n}$ and fix a subsequence $\left(v_{n_{k}}\right)_{k}$ of $\left(v_{n}\right)_{n}$. Of course $u_{n_{k}} \rightharpoonup u$ in $X$ and by Proposition A. 10
there exists a further subsequence $\left(u_{n_{k_{j}}}\right)_{j}$ such that $u_{n_{k_{j}}} \rightarrow u$ a.e. in $\mathbb{R}^{N}$. Thus $v_{n_{k_{j}}} \rightarrow v=|u|^{r-2} u$ a.e. in $\mathbb{R}^{N}$. On the other hand, $\left(v_{n_{k_{j}}}\right)_{j}$ is bounded in $L^{r^{\prime}}\left(\mathbb{R}^{N} ; h\right)$ since $\left\|v_{n_{k_{j}}}\right\|_{r^{\prime}, h}^{r^{\prime}}=\left\|u_{n_{k_{j}}}\right\|_{r, h}^{r}$ and $\left(u_{n_{k_{j}}}\right)_{j}$ is bounded in $L^{r}\left(\mathbb{R}^{N} ; h\right)$. Therefore $v_{n_{k_{j}}} \rightharpoonup v$ in $L^{r^{\prime}}\left(\mathbb{R}^{N} ; h\right)$, by Proposition A.8-(i). In conclusion, due to the arbitrariness of $\left(v_{n_{k}}\right)_{k}$, the entire sequence $v_{n} \rightharpoonup v$ in $L^{r^{\prime}}\left(\mathbb{R}^{N} ; h\right)$ as $n \rightarrow \infty$. Hence, in particular for all $\varphi \in X$

$$
\int_{\mathbb{R}^{N}} h(x)\left|u_{n}\right|^{r-2} u_{n} \varphi d x \rightarrow \int_{\mathbb{R}^{N}} h(x)|u|^{r-2} u \varphi d x
$$

as $n \rightarrow \infty$. This gives the claim and completes the proof.
For any $(x, u) \in \mathbb{R}^{N} \times \mathbb{R}$ put

$$
\begin{equation*}
f(x, u)=\lambda w(x)|u|^{q-2} u-h(x)|u|^{r-2} u, \tag{3.5}
\end{equation*}
$$

so that

$$
\begin{equation*}
F(x, u)=\int_{0}^{u} f(x, v) d v=\frac{\lambda}{q} w(x)|u|^{q}-h(x) \frac{|u|^{r}}{r} . \tag{3.6}
\end{equation*}
$$

Lemma 3.6. For any fixed $u \in X$ the functional $\mathcal{F}_{u}: X \rightarrow \mathbb{R}$, defined by $\mathcal{F}_{u}(v)=\int_{\mathbb{R}^{N}} f(x, u(x)) v(x) d x$, is in $X^{\prime}$. In particular, if $v_{n} \rightharpoonup v$ in $X$ then $\mathcal{F}_{u}\left(v_{n}\right) \rightarrow \mathcal{F}_{u}(v)$.

Proof. Take $u \in X$. Clearly $\mathcal{F}_{u}$ is linear. Moreover, using (2.4), we get for all $v \in X$

$$
\begin{aligned}
\left|\mathcal{F}_{u}(v)\right| & \leq \lambda \int_{\mathbb{R}^{N}} w(x)|u|^{q-1}|v| d x+\int_{\mathbb{R}^{N}} h(x)^{(r-1) / r}|u|^{r-1} \cdot h(x)^{1 / r}|v| d x \\
& \leq \lambda\|u\|_{q, w}^{q-1}\|v\|_{q, w}+\|u\|_{r, h}^{r-1}\|v\|_{r, h} \leq\left(\lambda \mathfrak{C}_{w}\|u\|_{q, w}^{q-1}+\|u\|_{r, h}^{r-1}\right)\|v\|,
\end{aligned}
$$

and so $\mathcal{F}_{u}$ is continuous in $X$.
In the next result we strongly use the assumption $q>2$. An interesting open question occurs when $1<p<q \leq 2$ and $q<\min \left\{r, p^{*}\right\}$.

Lemma 3.7. The functional $\Phi_{\lambda}$ is of class $C^{1}$ and sequentially weakly lower semicontinuous in $X$, that is if $u_{n} \rightharpoonup u$ in $X$, then

$$
\begin{equation*}
\Phi_{\lambda}(u) \leq \liminf _{n \rightarrow \infty} \Phi_{\lambda}\left(u_{n}\right) \tag{3.7}
\end{equation*}
$$

Proof. We take inspiration from Lemma 2 of [20]. Lemmas 3.2-3.5 imply that $\Phi_{\lambda} \in C^{1}(X)$. Let $\left(u_{n}\right)_{n}$ and $u$ be such that $u_{n} \rightharpoonup u$ in $X$. The definition of $\Phi_{\lambda}$ and (3.5) give

$$
\begin{align*}
\Phi_{\lambda}(u)-\Phi_{\lambda}\left(u_{n}\right)= & \int_{\mathbb{R}^{N}}\left[\mathscr{A}(x, \nabla u)-\mathscr{A}\left(x, \nabla u_{n}\right)\right] d x \\
& +\frac{1}{p}\left(\|u\|_{p, a}^{p}-\left\|u_{n}\right\|_{p, a}^{p}\right)+\int_{\mathbb{R}^{N}}\left[F\left(x, u_{n}\right)-F(x, u)\right] d x . \tag{3.8}
\end{align*}
$$

Since $u_{n} \rightharpoonup u$ in $X$, Lemma 3.2 implies that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \mathscr{A}(x, \nabla u) d x \leq \liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} \mathscr{A}\left(x, \nabla u_{n}\right) d x \tag{3.9}
\end{equation*}
$$

and Lemma 3.3 yields

$$
\|u\|_{p, a}^{p} \leq \liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{p, a}^{p}
$$

Hence, by (3.8)

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left[\Phi_{\lambda}(u)-\Phi_{\lambda}\left(u_{n}\right)\right] \leq \limsup _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left[F\left(x, u_{n}\right)-F(x, u)\right] d x \tag{3.10}
\end{equation*}
$$

By (3.5) and (3.6), for all $s \in[0,1]$,

$$
\begin{align*}
F_{u}\left(x, u+s\left(u_{n}-u\right)\right) & =f\left(x, u+s\left(u_{n}-u\right)\right) \\
& =f(x, u)+\left(u_{n}-u\right) \int_{0}^{s} f_{u}\left(x, u+t\left(u_{n}-u\right)\right) d t \tag{3.11}
\end{align*}
$$

where clearly

$$
f_{u}(x, z)=\lambda(q-1) w(x)|z|^{q-2}-h(x)(r-1)|z|^{r-2} .
$$

Multiplying (3.11) by $u_{n}-u$ and integrating over [0, 1], we obtain

$$
\begin{align*}
F\left(x, u_{n}\right)-F(x, u)= & f(x, u)\left(u_{n}-u\right) \\
& +\left(u_{n}-u\right)^{2} \int_{0}^{1}\left(\int_{0}^{s} f_{u}\left(x, u+t\left(u_{n}-u\right)\right) d t\right) d s \tag{3.12}
\end{align*}
$$

Now, (3.1), with $k_{1}=\lambda w(x)(q-1), k_{2}=h(x)(r-1), \alpha=q-2>0$ and $\beta=r-2>0$, and (1.3) force

$$
f_{u}(x, z) \leq 2 C_{1} w(x)^{2 / q}\left[\frac{w(x)^{r / q}}{h(x)}\right]^{(q-2) /(r-q)}
$$

where $C_{1}$ is a positive constant, depending only on $q, r$ and $\lambda$. Consequently, (3.12) yields

$$
\begin{align*}
\int_{\mathbb{R}^{N}} & {\left[F\left(x, u_{n}\right)-F(x, u)\right] d x \leq \int_{\mathbb{R}^{N}} f(x, u)\left(u_{n}-u\right) d x } \\
& +C_{1} \int_{\mathbb{R}^{N}} w(x)^{2 / q}\left(u_{n}-u\right)^{2}\left[\frac{w(x)^{r / q}}{h(x)}\right]^{(q-2) /(r-q)} d x \\
\leq & \int_{\mathbb{R}^{N}} f(x, u)\left(u_{n}-u\right) d x+C_{1} H^{(q-2) / q}\left\|u_{n}-u\right\|_{q, w}^{2}, \tag{3.13}
\end{align*}
$$

by Hölder's inequality and (1.4). Now, Lemma 3.6 gives

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} f(x, u)\left(u_{n}-u\right) d x=0 \tag{3.14}
\end{equation*}
$$

and Lemma 2.3 implies

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{q, w}=0 \tag{3.15}
\end{equation*}
$$

Putting (3.13)-(3.15) in (3.10) we get the claim (3.7).

Lemma 3.8. Let $\left(u_{n}\right)_{n}$ be bounded in $X$ and $\left(\lambda_{n}\right)_{n}$ bounded in $\mathbb{R}$. Put

$$
\begin{equation*}
n \mapsto g_{n}(x)=-a(x)\left|u_{n}\right|^{p-2} u_{n}+\lambda_{n} w(x)\left|u_{n}\right|^{q-2} u_{n}-h(x)\left|u_{n}\right|^{r-2} u_{n} . \tag{3.16}
\end{equation*}
$$

For all compact set $K \subset \mathbb{R}^{N}$ there exists $C_{K}>0$ such that

$$
\sup _{n} \int_{K}\left|g_{n}(x)\right| d x \leq C_{K}
$$

Proof. Let $K \subset \mathbb{R}^{N}$ be a compact set. Clearly $a \in L^{N / p}(K)$ by (1.2), so that by Hölder's inequality

$$
\begin{equation*}
\int_{K} a(x)\left|u_{n}\right|^{p-1} d x \leq|K|^{1 / p^{*}}\left(\int_{K} a(x)^{N / p} d x\right)^{p / N} \sup _{n}\left\|u_{n}\right\|_{p^{*}}^{p-1}=C_{1} \tag{3.17}
\end{equation*}
$$

and $C_{1}=C_{1}(K)$. Similarly, by Hölder's inequality and (1.3), we obtain

$$
\begin{equation*}
\int_{K} w(x)\left|u_{n}\right|^{q-1} d x \leq|K|^{1 / p^{*}}\|w\|_{\wp} \sup _{n}\left\|u_{n}\right\|_{p^{*}}^{q-1}=C_{2}, \tag{3.18}
\end{equation*}
$$

and $C_{2}=C_{2}(K)$. Finally, since $h \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$ and $\left(\left\|u_{n}\right\|_{r, h}\right)_{n}$ is bounded, then

$$
\begin{equation*}
\int_{K} h(x)\left|u_{n}\right|^{r-1} d x \leq\left(\int_{K} h(x) d x\right)^{1 / r} \sup _{n}\left\|u_{n}\right\|_{r, h}^{r-1}=C_{3} \tag{3.19}
\end{equation*}
$$

with $C_{3}=C_{3}(K)$. Combining (3.17)-(3.19), and recalling that $\left(\lambda_{n}\right)_{n}$ is bounded, we get the claim.

## 4. Existence if $\boldsymbol{\lambda}$ is large

Define

$$
\bar{\lambda}=\inf _{\substack{u \in X \\\|u\|_{q, w}=1}}\left\{q \int_{\mathbb{R}^{N}} \mathscr{A}(x, \nabla u) d x+\frac{q}{p}\|u\|_{p, a}^{p}+\frac{q}{r}\|u\|_{r, h}^{r}\right\} .
$$

Note that $\bar{\lambda}>0$. Indeed, for any $u \in X$ with $\|u\|_{q, w}=1$, by Hölder's inequality and (1.4), we have

$$
\begin{aligned}
1=\|u\|_{q, w}^{q} & =\int_{\mathbb{R}^{N}} \frac{w(x)}{h(x)^{q / r}} h(x)^{q / r}|u|^{q} d x \leq\left(\int_{\mathbb{R}^{N}}\left[\frac{w(x)^{r}}{h(x)^{q}}\right]^{1 /(r-q)} d x\right)^{(r-q) / r}\|u\|_{r, h}^{q} \\
& =H^{(r-q) / r}\|u\|_{r, h}^{q},
\end{aligned}
$$

where $H>0$ is the number introduced in (1.4). Consequently, using also $(2.5)_{2}$, we get

$$
\begin{aligned}
q \int_{\mathbb{R}^{N}} \mathscr{A}(x, \nabla u) d x+\frac{q}{p}\|u\|_{p, a}^{p}+\frac{q}{r}\|u\|_{r, h}^{r} & \geq \frac{\kappa q}{p}\|u\|_{E}^{p}+\frac{q}{r} H^{(q-r) / q} \\
& \geq \frac{\kappa q}{p \mathfrak{C}_{w}^{p}}+\frac{q}{r} H^{(q-r) / q},
\end{aligned}
$$

where $\mathfrak{C}_{w}>0$ is given in (2.4). In other words,

$$
\bar{\lambda} \geq \frac{\kappa q}{p \mathfrak{c}_{w}^{p}}+\frac{q}{r} H^{(q-r) / q}>0
$$

Lemma 4.1. For all $\lambda>\bar{\lambda}$ there exists a global nontrivial non-negative minimizer $e \in X$ of $\Phi_{\lambda}$ with negative energy, that is $\Phi_{\lambda}(e)<0$.

Proof. By Lemmas 3.1, 3.7 and Corollary 3.23 of [6], for each $\lambda>0$ there exists a global minimizer $e \in X$ of $\Phi_{\lambda}$, that is

$$
\Phi_{\lambda}(e)=\inf _{v \in X} \Phi_{\lambda}(v)
$$

Clearly $e$ is a solution of $(\mathcal{E})_{\lambda}$. We prove that $e \not \equiv 0$ provided that $\lambda>\bar{\lambda}$. To this aim we show that $\inf _{v \in X} \Phi_{\lambda}(v)<0$.

Let $\lambda>\bar{\lambda}$. Then there exists a function $\varphi \in X$, with $\|\varphi\|_{q, w}=1$, such that

$$
\lambda\|\varphi\|_{q, w}^{q}=\lambda>q \int_{\mathbb{R}^{N}} \mathscr{A}(x, \nabla \varphi) d x+\frac{q}{p}\|\varphi\|_{p, a}^{p}+\frac{q}{r}\|\varphi\|_{r, h}^{r} .
$$

This can be rewritten as

$$
\Phi_{\lambda}(\varphi)=\int_{\mathbb{R}^{N}} \mathscr{A}(x, \nabla \varphi) d x+\frac{1}{p}\|\varphi\|_{p, a}^{p}-\frac{\lambda}{q}\|\varphi\|_{q, w}^{q}+\frac{1}{r}\|\varphi\|_{r, h}^{r}<0
$$

and consequently $\Phi_{\lambda}(e)=\inf _{v \in X} \Phi_{\lambda}(v) \leq \Phi_{\lambda}(\varphi)<0$.
In conclusion, for any $\lambda>\bar{\lambda}$, equation $(\mathcal{E})_{\lambda}$ has a nontrivial solution $e \in X$ such that $\Phi_{\lambda}(e)<0$. Finally, we may assume $e \geq 0$ a.e. in $\mathbb{R}^{N}$, since $|e| \in X$ and $\Phi_{\lambda}(e)=\Phi_{\lambda}(|e|)$ by $(\mathcal{A})-(a)$.

Define

$$
\lambda^{* *}=\inf \left\{\lambda>0:(\mathcal{E})_{\lambda} \text { admits a nontrivial entire solution }\right\} .
$$

Lemma 4.1 assures that this definition is meaningful. Clearly $\bar{\lambda} \geq \lambda^{* *}$.
Theorem 4.2. For any $\lambda>\lambda^{* *}$ equation $(\mathcal{E})_{\lambda}$ admits a nontrivial non-negative entire solution $u_{\lambda} \in X$.

Proof. We take somehow inspiration from [17, Theorem 1.1] and [23, Theorem 2.4].

Fix $\lambda>\lambda^{* *}$. By definition of $\lambda^{* *}$ there exists $\mu \in\left(\lambda^{* *}, \lambda\right)$ such that $\Phi_{\mu}$ has a nontrivial critical point $u_{\mu} \in X$. We assume, without loss of generality, that $u_{\mu} \geq 0$ a.e. in $\mathbb{R}^{N}$, since $\left|u_{\mu}\right|$ is also a solution of $(\mathcal{E})_{\mu}$ by $(\mathcal{A})-(a)$. Of course, $u_{\mu}$ is a sub-solution for $(\mathcal{E})_{\lambda}$. Consider the following minimization problem

$$
\inf _{v \in \mathcal{M}} \Phi_{\lambda}(v), \quad \mathcal{M}=\left\{v \in X: v \geq u_{\mu}\right\}
$$

First note that $\mathcal{M}$ is closed and convex, and in turn also weakly closed. Moreover, $\Phi_{\lambda}$ is coercive in $\mathcal{M}$, being coercive in $X$ by Lemma 3.1. Finally $\Phi_{\lambda}$ is sequentially weakly lower semicontinuous in $X$ and so in $\mathcal{M}$. Hence, Corollary 3.23 of [6] assures that $\Phi_{\lambda}$ is bounded from below in $\mathcal{M}$ and attains its infimum in $\mathcal{M}$, i.e. there exists $u_{\lambda} \geq u_{\mu}$ such that $\Phi_{\lambda}\left(u_{\lambda}\right)=\inf _{v \in \mathcal{M}} \Phi_{\lambda}(v)$.

We claim that $u_{\lambda}$ is a solution of $(\mathcal{E})_{\lambda}$. Indeed, take $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ and $\varepsilon>0$. Put

$$
\varphi_{\varepsilon}=\max \left\{0, u_{\mu}-u_{\lambda}-\varepsilon \varphi\right\} \geq 0 \quad \text { and } \quad v_{\varepsilon}=u_{\lambda}+\varepsilon \varphi+\varphi_{\varepsilon}
$$

so that $v_{\varepsilon} \in \mathcal{M}$. Of course

$$
0 \leq\left\langle\Phi_{\lambda}^{\prime}\left(u_{\lambda}\right), v_{\varepsilon}-u_{\lambda}\right\rangle=\varepsilon\left\langle\Phi_{\lambda}^{\prime}\left(u_{\lambda}\right), \varphi\right\rangle+\left\langle\Phi_{\lambda}^{\prime}\left(u_{\lambda}\right), \varphi_{\varepsilon}\right\rangle
$$

and in turn

$$
\begin{equation*}
\left\langle\Phi_{\lambda}^{\prime}\left(u_{\lambda}\right), \varphi\right\rangle \geq-\frac{1}{\varepsilon}\left\langle\Phi_{\lambda}^{\prime}\left(u_{\lambda}\right), \varphi_{\varepsilon}\right\rangle \tag{4.1}
\end{equation*}
$$

Define

$$
\Omega_{\varepsilon}=\left\{x \in \mathbb{R}^{N}: u_{\lambda}(x)+\varepsilon \varphi(x) \leq u_{\mu}(x)<u_{\lambda}(x)\right\}
$$

Clearly $\Omega_{\varepsilon} \subset \operatorname{supp} \varphi$. Since $u_{\mu}$ is a subsolution of $(\mathcal{E})_{\lambda}$ and $\varphi_{\varepsilon} \geq 0$ it turns out that $\left\langle\Phi_{\lambda}^{\prime}\left(u_{\mu}\right), \varphi_{\varepsilon}\right\rangle \leq 0$. Hence, using the notation of (3.5), we have

$$
\begin{align*}
\left\langle\Phi_{\lambda}^{\prime}\left(u_{\lambda}\right), \varphi_{\varepsilon}\right\rangle= & \left\langle\Phi_{\lambda}^{\prime}\left(u_{\mu}\right), \varphi_{\varepsilon}\right\rangle+\left\langle\Phi_{\lambda}^{\prime}\left(u_{\lambda}\right)-\Phi_{\lambda}^{\prime}\left(u_{\mu}\right), \varphi_{\varepsilon}\right\rangle \\
\leq & \int_{\Omega_{\varepsilon}}\left(\mathbf{A}\left(x, \nabla u_{\lambda}\right)-\mathbf{A}\left(x, \nabla u_{\mu}\right)\right) \cdot \nabla\left(u_{\mu}-u_{\lambda}-\varepsilon \varphi\right) d x \\
& +\int_{\Omega_{\varepsilon}} a(x)\left(\left|u_{\lambda}\right|^{p-2} u_{\lambda}-\left|u_{\mu}\right|^{p-2} u_{\mu}\right)\left(u_{\mu}-u_{\lambda}-\varepsilon \varphi\right) d x \\
& -\int_{\Omega_{\varepsilon}}\left(f\left(x, u_{\lambda}\right)-f\left(x, u_{\mu}\right)\right)\left(u_{\mu}-u_{\lambda}-\varepsilon \varphi\right) d x \tag{4.2}
\end{align*}
$$

By convexity

$$
\int_{\Omega_{\varepsilon}}\left(\mathbf{A}\left(x, \nabla u_{\lambda}\right)-\mathbf{A}\left(x, \nabla u_{\mu}\right)\right) \cdot\left(\nabla u_{\mu}-\nabla u_{\lambda}\right) d x \leq 0
$$

while, since $0 \leq u_{\mu}-u_{\lambda}-\varepsilon \varphi=u_{\mu}-u_{\lambda}+\varepsilon|\varphi|<\varepsilon|\varphi|$ in $\Omega_{\varepsilon}$, we get

$$
\begin{aligned}
& \left|\int_{\Omega_{\varepsilon}} a(x)\left(\left|u_{\lambda}\right|^{p-2} u_{\lambda}-\left|u_{\mu}\right|^{p-2} u_{\mu}\right)\left(u_{\mu}-u_{\lambda}-\varepsilon \varphi\right) d x\right| \\
& \quad \leq\left.\int_{\Omega_{\varepsilon}} a(x)| | u_{\lambda}\right|^{p-2} u_{\lambda}-\left|u_{\mu}\right|^{p-2} u_{\mu} \mid\left(u_{\mu}-u_{\lambda}-\varepsilon \varphi\right) d x \\
& \quad \leq\left.\varepsilon \int_{\Omega_{\varepsilon}} a(x)| | u_{\lambda}\right|^{p-2} u_{\lambda}-\left|u_{\mu}\right|^{p-2} u_{\mu}|\cdot| \varphi \mid d x
\end{aligned}
$$

and similarly
$\left|\int_{\Omega_{\varepsilon}}\left(f\left(x, u_{\lambda}\right)-f\left(x, u_{\mu}\right)\right)\left(u_{\mu}-u_{\lambda}-\varepsilon \varphi\right) d x\right| \leq \varepsilon \int_{\Omega_{\varepsilon}}\left|f\left(x, u_{\lambda}\right)-f\left(x, u_{\mu}\right)\right| \cdot|\varphi| d x$.
Therefore, (4.2) yields

$$
\left\langle\Phi_{\lambda}^{\prime}\left(u_{\lambda}\right), \varphi_{\varepsilon}\right\rangle \leq \varepsilon \int_{\Omega_{\varepsilon}} \psi(x) d x
$$

where $\psi=\left(\mathbf{A}\left(x, \nabla u_{\mu}\right)-\mathbf{A}\left(x, \nabla u_{\lambda}\right)\right) \cdot \nabla \varphi+\left(\left.a(x)| | u_{\lambda}\right|^{p-2} u_{\lambda}-\left|u_{\mu}\right|^{p-2} u_{\mu} \mid+\right.$ $\left.\left|f\left(x, u_{\lambda}\right)-f\left(x, u_{\mu}\right)\right|\right)|\varphi|$. We claim that $\psi \in L^{1}(\operatorname{supp} \varphi)$. Indeed, $\mathbf{A}\left(x, \nabla u_{\mu}\right)$ and $\mathbf{A}\left(x, \nabla u_{\lambda}\right)$ are in $\left[L^{p^{\prime}}\left(\mathbb{R}^{N}\right)\right]^{N}$ by $(\mathcal{A})-(c)$, while $a\left|u_{\lambda}\right|^{p-1}$ and $a\left|u_{\mu}\right|^{p-1}$ are in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$. Finally, also $\left|f\left(x, u_{\lambda}\right)-f\left(x, u_{\mu}\right)\right|$ is in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$, since
$\left|f\left(x, u_{\lambda}\right)-f\left(x, u_{\mu}\right)\right| \leq \lambda w(x)\left(\left|u_{\lambda}\right|^{q-1}+\left|u_{\mu}\right|^{q-1}\right)+h(x)\left(\left|u_{\lambda}\right|^{r-1}+\left|u_{\mu}\right|^{r-1}\right)$.

Therefore the claim follows from the proof of Lemma 3.8. Thus,

$$
\lim _{\varepsilon \rightarrow 0^{+}} \int_{\Omega_{\varepsilon}} \psi(x) d x=0
$$

since $\left|\Omega_{\varepsilon}\right| \rightarrow 0$ as $\varepsilon \rightarrow 0^{+}$. In conclusion, $\left\langle\Phi_{\lambda}^{\prime}\left(u_{\lambda}\right), \varphi_{\varepsilon}\right\rangle \leq o(\varepsilon)$ as $\varepsilon \rightarrow 0^{+}$, so that by (4.1) it follows that $\left\langle\Phi_{\lambda}^{\prime}\left(u_{\lambda}\right), \varphi\right\rangle \geq o(1)$ as $\varepsilon \rightarrow 0^{+}$. Therefore, $\left\langle\Phi_{\lambda}^{\prime}\left(u_{\lambda}\right), \varphi\right\rangle \geq 0$ for all $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$, that is $\left\langle\Phi_{\lambda}^{\prime}\left(u_{\lambda}\right), \varphi\right\rangle=0$ for all $\varphi \in$ $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$. Since $X=\overline{C_{0}^{\infty}\left(\mathbb{R}^{N}\right)}{ }^{\|\cdot\|}$, we obtain that $u_{\lambda}$ is a solution of $(\mathcal{E})_{\lambda}$.

Finally, $u_{\lambda}$ is nontrivial and non-negative, since $u_{\lambda} \geq u_{\mu}$.

## Lemma 4.3. $\lambda^{* *}=\lambda^{*}$.

Proof. Theorem 4.2 shows that $\lambda^{* *} \geq \lambda^{*}$. Suppose by contradiction that $\lambda^{* *}>$ $\lambda^{*}$. Problem $(\mathcal{E})_{\lambda}$ cannot admit a nontrivial solution $u \in X$ if $\lambda<\lambda^{* *}$, since this would contradict the minimality of $\lambda^{* *}$. Hence, for all $\lambda \in\left[\lambda^{*}, \lambda^{* *}\right)$ the unique solution of $(\mathcal{E})_{\lambda}$ is $u \equiv 0$. But this is again impossible since it would contradict the maximality of $\lambda^{*}$. Hence $\lambda^{* *}=\lambda^{*}$.

Theorem 4.4. Equation $(\mathcal{E})_{\lambda^{*}}$ admits a nontrivial non-negative entire solution $u \in X$.

Proof. Let $\left(\lambda_{n}\right)_{n}$ be a strictly decreasing sequence converging to $\lambda^{*}$ and $u_{n} \in$ $X$ be a nontrivial non-negative entire solution of $(\mathcal{E})_{\lambda_{n}}$. By (2.9) we get

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \mathbf{A}\left(x, \nabla u_{n}\right) \nabla v d x=\int_{\mathbb{R}^{N}} g_{n} v d x \quad \text { for all } v \in X \tag{4.3}
\end{equation*}
$$

where $n \mapsto g_{n}(x)=-a(x)\left|u_{n}\right|^{p-2} u_{n}+\lambda_{n} w(x)\left|u_{n}\right|^{q-2} u_{n}-h(x)\left|u_{n}\right|^{r-2} u_{n}$. By $(2.5)_{1},(2.6),(2.7)$ and the monotonicity of $\left(\lambda_{n}\right)_{n}$, we obtain

$$
\kappa\left\|u_{n}\right\|_{E}^{p}+\left\|u_{n}\right\|_{r, h}^{r} \leq \lambda_{n}\left\|u_{n}\right\|_{q, w}^{q} \leq \kappa_{2}^{q} \lambda_{1}^{1+r q / p(r-q)} .
$$

Therefore $\left(\left\|u_{n}\right\|_{E}\right)_{n}$ and $\left(\left\|u_{n}\right\|_{r, h}\right)_{n}$ are bounded, and in turn also $\left(\left\|u_{n}\right\|\right)_{n}$ is bounded. Hence, $\left(g_{n}\right)_{n}$ is bounded in $L_{\text {loc }}^{1}\left(\mathbb{R}^{N}\right)$ by Lemma 3.8, since also $\left(\lambda_{n}\right)_{n}$ is bounded. Moreover, by $(\mathcal{A})-(c)$, Lemma 2.3, Propositions A.6, A. 10 and A. 11 it is possible to extract a subsequence, still relabeled $\left(u_{n}\right)_{n}$, satisfying

$$
\begin{array}{ll}
u_{n} \rightharpoonup u \text { in } X ; & u_{n} \rightarrow u \text { in } L^{q}\left(\mathbb{R}^{N} ; w\right) ; \\
u_{n} \rightharpoonup u \text { in } L^{r}\left(\mathbb{R}^{N} ; h\right) ; & u_{n} \rightarrow u \text { a.e. in } \mathbb{R}^{N} ;  \tag{4.4}\\
\nabla u_{n} \rightharpoonup \nabla u \text { in }\left[L^{p}\left(\mathbb{R}^{N}\right)\right]^{N} ; & \mathbf{A}\left(x, \nabla u_{n}\right) \rightharpoonup \Theta \quad \text { in }\left[L^{p^{\prime}}\left(\mathbb{R}^{N}\right)\right]^{N},
\end{array}
$$

for some $u \in X$ and $\Theta \in\left[L^{p^{\prime}}\left(\mathbb{R}^{N}\right)\right]^{N}$. We claim that $\Theta=\mathbf{A}(x, \nabla u)$ and that $u$, which is clearly non-negative by (4.4), is the solution we are looking for.

Step 1. In the sequel we somehow follow the proofs of Theorem 2.1 of [5] and Lemma 2 of [12]. Fix $R>0$. Let $\varphi_{R} \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ be such that $0 \leq \varphi_{R} \leq 1$ in $\mathbb{R}^{N}$ and $\varphi_{R} \equiv 1$ in $B_{R}$. Given $\varepsilon>0$ define for each $t \in \mathbb{R}$

$$
\eta_{\varepsilon}(t)= \begin{cases}t, & \text { if }|t|<\varepsilon \\ \varepsilon \frac{t}{|t|}, & \text { if }|t| \geq \varepsilon\end{cases}
$$

Put $v_{n}=\varphi_{R} \eta_{\varepsilon} \circ\left(u_{n}-u\right)$, so that $v_{n} \in X$. Taking $v=v_{n}$ in (4.3), we get

$$
\begin{align*}
\int_{\mathbb{R}^{N}} & \varphi_{R}\left(\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right) \cdot \nabla\left(\eta_{\varepsilon} \circ\left(u_{n}-u\right)\right) d x \\
= & -\int_{\mathbb{R}^{N}} \eta_{\varepsilon} \circ\left(u_{n}-u\right) \mathbf{A}\left(x, \nabla u_{n}\right) \cdot \nabla \varphi_{R} d x \\
& -\int_{\mathbb{R}^{N}} \varphi_{R} \mathbf{A}(x, \nabla u) \cdot \nabla\left(\eta_{\varepsilon} \circ\left(u_{n}-u\right)\right) d x+\int_{\mathbb{R}^{N}} g_{n} v_{n} d x . \tag{4.5}
\end{align*}
$$

Observe now that

$$
\int_{\mathbb{R}^{N}} \eta_{\varepsilon} \circ\left(u_{n}-u\right) \mathbf{A}\left(x, \nabla u_{n}\right) \cdot \nabla \varphi_{R} d x \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

since $\eta_{\varepsilon} \circ\left(u_{n}-u\right) \nabla \varphi_{R} \rightarrow 0$ in $\left[L^{p}\left(\operatorname{supp} \varphi_{R}\right)\right]^{N}$ and $\mathbf{A}\left(x, \nabla u_{n}\right) \rightharpoonup \Theta$ in $\left[L^{p^{\prime}}\left(\mathbb{R}^{N}\right)\right]^{N}$ by (4.4). Furthermore, $\nabla\left(\eta_{\varepsilon} \circ\left(u_{n}-u\right)\right) \rightharpoonup 0$ in $\left[L^{p}\left(\mathbb{R}^{N}\right)\right]^{N}$, since $u_{n} \rightharpoonup u$ in $X$, and consequently

$$
\int_{\mathbb{R}^{N}} \varphi_{R} \mathbf{A}(x, \nabla u) \cdot \nabla\left(\eta_{\varepsilon} \circ\left(u_{n}-u\right)\right) d x \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

being $\mathbf{A}(x, \nabla u) \in\left[L^{p^{\prime}}\left(\mathbb{R}^{N}\right)\right]^{N}$.
In conclusion, the first two terms in the right hand side of (4.5) go to zero as $n \rightarrow \infty$. Now, recalling that $0 \leq \varphi_{R} \leq 1$ in $\mathbb{R}^{N}$, we have

$$
\int_{\mathbb{R}^{N}} g_{n} v_{n} d x \leq \int_{\operatorname{supp} \varphi_{R}}\left|g_{n}\right| \cdot\left|\eta_{\varepsilon} \circ\left(u_{n}-u\right)\right| d x \leq \varepsilon \int_{\operatorname{supp} \varphi_{R}}\left|g_{n}\right| d x \leq \varepsilon C_{R}
$$

since $\left(g_{n}\right)_{n}$ is bounded in $L_{\text {loc }}^{1}\left(\mathbb{R}^{N}\right)$ by Lemma 3.8. By $(\mathcal{A})$-(b) and the definitions of $\varphi_{R}$ and $\eta_{\varepsilon}$,

$$
\varphi_{R}\left(\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right) \cdot \nabla\left(\eta_{\varepsilon} \circ\left(u_{n}-u\right)\right) \geq 0 \quad \text { a.e. in } \mathbb{R}^{N},
$$

and in turn

$$
\begin{aligned}
& \int_{B_{R}} \varphi_{R}\left(\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right) \cdot \nabla\left(\eta_{\varepsilon} \circ\left(u_{n}-u\right)\right) d x \\
& \quad \leq \int_{\mathbb{R}^{N}} \varphi_{R}\left(\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right) \cdot \nabla\left(\eta_{\varepsilon} \circ\left(u_{n}-u\right)\right) d x .
\end{aligned}
$$

Combining all these facts with (4.5), we find that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \int_{B_{R}} \varphi_{R}\left(\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right) \cdot \nabla\left(\eta_{\varepsilon} \circ\left(u_{n}-u\right)\right) d x \leq \varepsilon C_{R} \tag{4.6}
\end{equation*}
$$

Define the non-negative function $e_{n}$ by

$$
e_{n}(x)=\left(\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right) \cdot \nabla\left(u_{n}-u\right) .
$$

Note that $\left(e_{n}\right)_{n}$ is bounded in $L^{1}\left(\mathbb{R}^{N}\right)$. Indeed,

$$
\begin{equation*}
0 \leq \int_{\mathbb{R}^{N}} e_{n}(x) d x \leq\left\|\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right\|_{p^{\prime}} \cdot\left\|\nabla u_{n}-\nabla u\right\|_{p} \leq C_{0} \tag{4.7}
\end{equation*}
$$

where $C_{0}$ is an appropriate constant, independent of $n$, deriving from the boundedness of $\left(\nabla u_{n}\right)_{n}$ in $\left[L^{p}\left(\mathbb{R}^{N}\right)\right]^{N}$ and of $\left(\mathbf{A}\left(x, \nabla u_{n}\right)\right)_{n}$ in $\left[L^{p^{\prime}}\left(\mathbb{R}^{N}\right)\right]^{N}$ by (4.4).

Fix $\theta \in(0,1)$. Split the ball $B_{R}$ into

$$
S_{n}^{\varepsilon}(R)=\left\{x \in B_{R}:\left|u_{n}(x)-u(x)\right| \leq \varepsilon\right\}, \quad G_{n}^{\varepsilon}(R)=B_{R} \backslash S_{n}^{\varepsilon}(R)
$$

By Hölder's inequality,

$$
\begin{aligned}
\int_{B_{R}} e_{n}^{\theta} d x & \leq\left(\int_{S_{n}^{\varepsilon}(R)} e_{n} d x\right)^{\theta}\left|S_{n}^{\varepsilon}(R)\right|^{1-\theta}+\left(\int_{G_{n}^{\varepsilon}(R)} e_{n} d x\right)^{\theta}\left|G_{n}^{\varepsilon}(R)\right|^{1-\theta} \\
& \leq\left(\varepsilon C_{R}\right)^{\theta}\left|S_{n}^{\varepsilon}(R)\right|^{1-\theta}+C_{0}^{\theta}\left|G_{n}^{\varepsilon}(R)\right|^{1-\theta}
\end{aligned}
$$

by (4.6), since $\varphi_{R} \equiv 1$ and $\nabla\left(\eta_{\varepsilon} \circ\left(u_{n}-u\right)\right)=\nabla\left(u_{n}-u\right)$ in $S_{n}^{\varepsilon}(R)$, and by (4.7). Moreover, $\left|G_{n}^{\varepsilon}(R)\right|$ tends to zero as $n \rightarrow \infty$. Hence

$$
0 \leq \limsup _{n \rightarrow \infty} \int_{B_{R}} e_{n}^{\theta} d x \leq\left(\varepsilon C_{R}\right)^{\theta}\left|B_{R}\right|^{1-\theta}
$$

Letting $\varepsilon$ tend to $0^{+}$we find that $e_{n}^{\theta} \rightarrow 0$ in $L^{1}\left(B_{R}\right)$ and so, thanks to the arbitrariness of $R$, we deduce that

$$
e_{n} \rightarrow 0 \quad \text { a.e. in } \mathbb{R}^{N}
$$

up to a subsequence. Thus, by Lemma 2.1

$$
\nabla u_{n} \rightarrow \nabla u \quad \text { a.e. in } \mathbb{R}^{N}
$$

and so

$$
\mathbf{A}\left(x, \nabla u_{n}\right) \rightarrow \mathbf{A}(x, \nabla u) \quad \text { a.e. in } \mathbb{R}^{N},
$$

by $(\mathcal{A})$. Hence, Proposition A. 7 implies that $\Theta=\mathbf{A}(x, \nabla u)$ and consequently for all $v \in X$

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \mathbf{A}\left(x, \nabla u_{n}\right) \cdot \nabla v d x \rightarrow \int_{\mathbb{R}^{N}} \mathbf{A}(x, \nabla u) \cdot \nabla v d x \tag{4.8}
\end{equation*}
$$

as $n \rightarrow \infty$, since $\mathbf{A}\left(x, \nabla u_{n}\right) \rightharpoonup \mathbf{A}(x, \nabla u)$ in $\left[L^{p^{\prime}}\left(\mathbb{R}^{N}\right)\right]^{N}$ by (4.4).
Step 2. Since $u_{n} \rightharpoonup u$ in $X$, Lemma 3.3 yields in particular that for all $v \in X$

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} a(x)\left|u_{n}\right|^{p-2} u_{n} v d x \rightarrow \int_{\mathbb{R}^{N}} a(x)|u|^{p-2} u v d x \tag{4.9}
\end{equation*}
$$

as $n \rightarrow \infty$. Moreover, Lemmas 3.4 and 3.5 imply that for all $v \in X$

$$
\begin{align*}
\int_{\mathbb{R}^{N}} w(x)\left|u_{n}\right|^{q-2} u_{n} v d x & \rightarrow \int_{\mathbb{R}^{N}} w(x)|u|^{q-2} u v d x \\
\int_{\mathbb{R}^{N}} h(x)\left|u_{n}\right|^{r-2} u_{n} v d x & \rightarrow \int_{\mathbb{R}^{N}} h(x)|u|^{r-2} u v d x \tag{4.10}
\end{align*}
$$

as $n \rightarrow \infty$. In conclusion, passing to the limit in (4.3) as $n \rightarrow \infty$, we get by (4.8)-(4.10)

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}} \mathbf{A}(x, \nabla u) \cdot \nabla v d x+\int_{\mathbb{R}^{N}} a(x)|u|^{p-2} u v d x= \lambda^{*} \\
& \int_{\mathbb{R}^{N}} w(x)|u|^{q-2} u v d x \\
&-\int_{\mathbb{R}^{N}} h(x)|u|^{r-2} u v d x
\end{aligned}
$$

for all $v \in X$, that is $u$ is an entire non-negative solution of $(\mathcal{E})_{\lambda^{*}}$.

Step 3. We claim that $u \not \equiv 0$. Indeed, since $u_{n} \rightharpoonup u$ in $X$ by (4.4), Lemma 2.3 yields in particular that $\|u\|_{q, w}=\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{q, w}$. Moreover, (2.7) applied to each $u_{n} \neq 0$ implies that $\left\|u_{n}\right\|_{q, w} \geq \kappa_{1} \lambda_{n}^{1 /(p-q)}$, that is

$$
\|u\|_{q, w}=\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{q, w} \geq \kappa_{1}\left(\lambda^{*}\right)^{1 /(p-q)}>0
$$

since $\lambda_{n} \searrow \lambda^{*}$ and $\lambda^{*}>0$. Hence $u$ is nontrivial and non-negative by (4.4).
Proof of Theorem A. Section 2, Lemma 4.3 and Theorems 4.2 and 4.4 show the existence of $\lambda^{*}>0$, with the properties required in Theorem A.

## 5. Existence of a second non-negative entire solution in a special case

In this section we prove that equation $(\mathcal{E})_{\lambda}$ admits at least two nontrivial solutions if $\lambda$ is sufficiently large, via variational methods. We start by establishing a geometrical property for the energy functional $\Phi_{\lambda}$, which is valid for all $\lambda>0$ and is a variant of the geometrical structure of the Mountain Pass theorem due to Ambrosetti and Rabinowitz [4]. For a similar result, obtained with a different proof and the use of the Palais-Smale compactness condition, we refer to [7].

Lemma 5.1. For any $e \in X \backslash\{0\}$ and $\lambda>0$ there exist $\varrho \in\left(0,\|e\|_{E}\right)$ and $\alpha=\alpha(\varrho)>0$ such that $\Phi_{\lambda}(u) \geq \alpha$ for all $u \in X$, with $\|u\|_{E}=\varrho$.

Proof. Let $u$ be in $X$. By (2.4) and (2.5) ${ }_{2}$

$$
\Phi_{\lambda}(u) \geq \frac{\kappa}{p}\|u\|_{E}^{p}-\frac{\lambda}{q}\|u\|_{q, w}^{q} \geq\left(\frac{\kappa}{p}-\frac{\lambda}{q} \mathfrak{C}_{w}^{q}\|u\|_{E}^{q-p}\right)\|u\|_{E}^{p}
$$

Therefore, it is enough to take $0<\varrho<\min \left\{\left(\kappa q / \lambda p \mathfrak{C}_{w}^{q}\right)^{1 /(q-p)},\|e\|_{E}\right\}$, so that $\alpha=\left(\kappa / p-\lambda \mathfrak{C}_{w}^{q} \varrho^{q-p} / q\right) \varrho^{p}>0$ satisfies the assertion.

In Lemma 4.1 we have shown that for all $\lambda>\bar{\lambda}$ there exists a nontrivial non-negative entire solution $e \in X$ of $(\mathcal{E})_{\lambda}$, which is a global minimizer for $\Phi_{\lambda}$ in $X$, with $\Phi_{\lambda}(e)<0$. In this section we are looking for a second nontrivial solution of $(\mathcal{E})_{\lambda}$, when $\lambda>\bar{\lambda}$.

By Lemma 5.1 and the variant of the Ekeland principle given in Theorem A.3, for all $\lambda>\bar{\lambda}$ there exists a sequence $\left(u_{n}\right)_{n} \in X$ such that

$$
\begin{equation*}
\Phi_{\lambda}\left(u_{n}\right) \rightarrow c \quad \text { and } \quad\left\|\Phi_{\lambda}^{\prime}\left(u_{n}\right)\right\|_{X^{\prime}} \rightarrow 0 \tag{5.1}
\end{equation*}
$$

as $n \rightarrow \infty$, where

$$
c=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} \Phi_{\lambda}(\gamma(t)) \quad \text { and } \quad \Gamma=\{\gamma \in C([0,1] ; X): \gamma(0)=0, \gamma(1)=e\} .
$$

The principal aim is to prove that $\left(u_{n}\right)_{n}$ strongly converges to some $u \in X$ and that $u$ is a second nontrivial non-negative solution of $(\mathcal{E})_{\lambda}$. In order to do this, we assume the further following growth condition on $\mathscr{A}$.
$(\mathcal{A})-(d)$ There exists $k>0$ such that
$\left|\xi-\xi_{0}\right|^{p} \leq k\left\{\begin{array}{lr}\left(\mathbf{A}(x, \xi)-\mathbf{A}\left(x, \xi_{0}\right)\right) \cdot\left(\xi-\xi_{0}\right), & p \geq 2, \\ \left\{\left(\mathbf{A}(x, \xi)-\mathbf{A}\left(x, \xi_{0}\right)\right) \cdot\left(\xi-\xi_{0}\right)\right\}^{\frac{p}{2}}\left(|\xi|^{p}+\left|\xi_{0}\right|^{p}\right)^{\frac{2-p}{2}}, & 1<p<2,\end{array}\right.$ for all $x, \xi, \xi_{0} \in \mathbb{R}^{N}$.
Any function $\mathbf{A}(x, \xi)=d(x)|\xi|^{p-2} \xi$, with $d \in C\left(\mathbb{R}^{N}, \mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{N}\right)$, satisfies $(\mathcal{A})-(d)$. For the $p$-Laplacian operator, $\mathbf{A}(x, \xi)=|\xi|^{p-2} \xi, p>1$, property $(\mathcal{A})-(d)$ was proved by Simon in [22]. In particular, ( $\mathscr{S})$ For all $s \in(1, \infty)$ there exists $\hat{k}>0$, depending only on $s$, such that
$\left|\xi-\xi_{0}\right|^{s} \leq \hat{k}\left\{\begin{array}{lr}\left(|\xi|^{s-2} \xi-\left|\xi_{0}\right|^{s-2} \xi_{0}\right) \cdot\left(\xi-\xi_{0}\right), & s \geq 2, \\ \left\{\left(|\xi|^{s-2} \xi-\left|\xi_{0}\right|^{s-2} \xi_{0}\right) \cdot\left(\xi-\xi_{0}\right)\right\}^{\frac{s}{2}}\left(|\xi|^{s}+\left|\xi_{0}\right|^{s}\right)^{\frac{2-s}{2}}, & 1<s<2,\end{array}\right.$ for all $\xi, \xi_{0} \in \mathbb{R}^{N}$.
Proof of Theorem B. Fix $\lambda>\bar{\lambda}$ and let $e \in X$ be the global minimizer of $\Phi_{\lambda}$ obtained by Lemma 4.1.

Step 1. Thanks to Lemma 5.1 and the fact that $\Phi_{\lambda}(e)<0$, the assumptions of Theorem A. 3 are satisfied for the functional $\Phi_{\lambda}$. Hence, there exists a sequence $\left(u_{n}\right)_{n} \subset X$ such that (5.1) holds. By Lemma 3.1, the sequence $\left(u_{n}\right)_{n}$ is bounded in $X$ and so also $\left(\mathbf{A}\left(x, \nabla u_{n}\right)\right)_{n}$ is bounded in $\left[L^{p^{\prime}}\left(\mathbb{R}^{N}\right)\right]^{N}$ by $(\mathcal{A})-(c)$. From now on we can follow the argument of the proof of Theorem 4.4. We report here the main differences. By Lemma 2.3, Propositions A.6, A. 10 and A.11, it is again possible to extract a subsequence, still relabeled $\left(u_{n}\right)_{n}$, satisfying (4.4), for some $u \in X$ and $\Theta \in\left[L^{p^{\prime}}\left(\mathbb{R}^{N}\right)\right]^{N}$. The main point of the proof is to prove that $\Theta=\mathbf{A}(x, \nabla u)$ and that $u$ is a nontrivial solution of $(\mathcal{E})_{\lambda}$, with $u \neq e$.

Clearly, now

$$
\begin{equation*}
\left\langle\Phi_{\lambda}^{\prime}\left(u_{n}\right), v\right\rangle=\int_{\mathbb{R}^{N}} \mathbf{A}\left(x, \nabla u_{n}\right) \cdot \nabla v d x-\int_{\mathbb{R}^{N}} g_{n} v d x \tag{5.2}
\end{equation*}
$$

for any $v \in X$, where the sequence $\left(g_{n}\right)_{n}$, defined in (3.16) with $\lambda_{n} \equiv \lambda$, is in $L_{\text {loc }}^{1}\left(\mathbb{R}^{N}\right)$ by Lemma 3.8 , being $\left(\left\|u_{n}\right\|\right)_{n}$ bounded.

Fix $R>0$ and $\varepsilon>0$. Take $\varphi_{R} \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ and $\eta_{\varepsilon}$ as in Theorem 4.4. Put again $v_{n}=\varphi_{R} \eta_{\varepsilon} \circ\left(u_{n}-u\right) \in X$. Taking $v=v_{n}$ in (5.2), it results that

$$
\begin{align*}
\int_{\mathbb{R}^{N}} & \varphi_{R}\left(\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right) \cdot \nabla\left(\eta_{\varepsilon} \circ\left(u_{n}-u\right)\right) d x \\
= & -\int_{\mathbb{R}^{N}} \eta_{\varepsilon} \circ\left(u_{n}-u\right) \mathbf{A}\left(x, \nabla u_{n}\right) \cdot \nabla \varphi_{R} d x \\
& -\int_{\mathbb{R}^{N}} \varphi_{R} \mathbf{A}(x, \nabla u) \cdot \nabla\left(\eta_{\varepsilon} \circ\left(u_{n}-u\right)\right) d x \\
& +\left\langle\Phi_{\lambda}^{\prime}\left(u_{n}\right), v_{n}\right\rangle+\int_{\mathbb{R}^{N}} g_{n} v_{n} d x \tag{5.3}
\end{align*}
$$

Proceeding as for Theorem 4.4, we find that the first two terms in the right hand side of (5.3) go to zero as $n \rightarrow \infty$. Moreover

$$
\left\langle\Phi_{\lambda}^{\prime}\left(u_{n}\right), v_{n}\right\rangle \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

since $\Phi_{\lambda}^{\prime}\left(u_{n}\right) \rightarrow 0$ in $X^{\prime}$ and $v_{n} \rightharpoonup 0$ in $X$ as $n \rightarrow \infty$. Finally, recalling that also in this case $\left(g_{n}\right)_{n}$ is bounded in $L_{\text {loc }}^{1}\left(\mathbb{R}^{N}\right)$, we obtain

$$
\int_{\mathbb{R}^{N}} g_{n} v_{n} d x \leq \varepsilon C_{R}
$$

where $C_{R}>0$ is an appropriate constant dependent only on $R$. From now on, proceeding as in the proof of Theorem 4.4, we find that

$$
\mathbf{A}\left(x, \nabla u_{n}\right) \rightarrow \mathbf{A}(x, \nabla u) \quad \text { as } n \rightarrow \infty \text { for a.a. } x \in \mathbb{R}^{N}
$$

Hence, Proposition A. 7 shows that $\Theta=\mathbf{A}(x, \nabla u)$ and so for all $v \in X$

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \mathbf{A}\left(x, \nabla u_{n}\right) \cdot \nabla v d x \rightarrow \int_{\mathbb{R}^{N}} \mathbf{A}(x, \nabla u) \cdot \nabla v d x \quad \text { as } n \rightarrow \infty, \tag{5.4}
\end{equation*}
$$

since $\mathbf{A}\left(x, \nabla u_{n}\right) \rightharpoonup \mathbf{A}(x, \nabla u)$ in $\left[L^{p^{\prime}}\left(\mathbb{R}^{N}\right)\right]^{N}$ by (4.4).
The proofs of Steps 2 and 3 of Theorem 4.4 can be repeated also in this case, obtaining (4.9) and (4.10). Hence, passing to the limit as $n \rightarrow \infty$ in (5.2), using (5.4) and the fact that $\left\langle\Phi_{\lambda}^{\prime}\left(u_{n}\right), v\right\rangle \rightarrow 0$ as $n \rightarrow \infty$ for all $v \in X$, we get

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \mathbf{A}(x, \nabla u) \cdot \nabla v d x+\int_{\mathbb{R}^{N}} a(x)|u|^{p-2} u v d x= & \lambda \int_{\mathbb{R}^{N}} w(x)|u|^{q-2} u v d x \\
& -\int_{\mathbb{R}^{N}} h(x)|u|^{r-2} u v d x
\end{aligned}
$$

for all $v \in X$, that is $u$ is an entire solution of $(\mathcal{E})_{\lambda}$.
Step 2. We claim that

$$
\begin{equation*}
\mathcal{J}_{w}(n)=\int_{\mathbb{R}^{N}} w(x)\left(\left|u_{n}\right|^{q-2} u_{n}-|u|^{q-2} u\right)\left(u_{n}-u\right) d x \rightarrow 0 \tag{5.5}
\end{equation*}
$$

as $n \rightarrow \infty$. Indeed, $u_{n} \rightarrow u$ in $L^{q}\left(\mathbb{R}^{N} ; w\right)$ by Lemma 2.3 , since $u_{n} \rightharpoonup u$ in $X$ by (4.4). Thus, $\left|u_{n}\right|^{q-2} u_{n} \rightarrow|u|^{q-2} u$ in $L^{q^{\prime}}\left(\mathbb{R}^{N} ; w\right)$ by Proposition A.8-(ii) and in turn, applying Hölder's inequality, we get

$$
\begin{aligned}
0 & \leq \int_{\mathbb{R}^{N}} w(x)\left(\left|u_{n}\right|^{q-2} u_{n}-|u|^{q-2} u\right)\left(u_{n}-u\right) d x \\
& \leq\left\|\left|u_{n}\right|^{q-2} u_{n}-|u|^{q-2} u\right\|_{q^{\prime}, w}\left\|u_{n}-u\right\|_{q, w} \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$. This completes the proof of (5.5).
Step 3. Here we show that

$$
\begin{equation*}
\left\|u_{n}-u\right\| \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{5.6}
\end{equation*}
$$

Clearly, by convexity

$$
\begin{aligned}
& \mathcal{I}_{1, n}=\int_{\mathbb{R}^{N}}\left(\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right) \cdot\left(\nabla u_{n}-\nabla u\right) d x \geq 0 \\
& \mathcal{I}_{2, n}=\int_{\mathbb{R}^{N}} a(x)\left(\left|u_{n}\right|^{p-2} u_{n}-|u|^{p-2} u\right)\left(u_{n}-u\right) d x \geq 0 \\
& \mathcal{I}_{3, n}=\int_{\mathbb{R}^{N}} h(x)\left(\left|u_{n}\right|^{r-2} u_{n}-|u|^{r-2} u\right)\left(u_{n}-u\right) d x \geq 0 .
\end{aligned}
$$

Put $\mathcal{R}_{n}=\mathcal{I}_{1, n}+\mathcal{I}_{2, n}+\mathcal{I}_{3, n}$. Note that $\left\langle\Phi_{\lambda}^{\prime}\left(u_{n}\right)-\Phi_{\lambda}^{\prime}(u), u_{n}-u\right\rangle \rightarrow 0$ as $n \rightarrow \infty$, since $u_{n} \rightharpoonup u$ in $X$ and $\Phi_{\lambda}^{\prime}\left(u_{n}\right) \rightarrow 0$ in $X^{\prime}$ as $n \rightarrow \infty$. Hence, by (5.5)

$$
\begin{equation*}
\mathcal{R}_{n}=\left\langle\Phi_{\lambda}^{\prime}\left(u_{n}\right)-\Phi_{\lambda}^{\prime}(u), u_{n}-u\right\rangle+\lambda \mathcal{J}_{w}(n)=o(1) \tag{5.7}
\end{equation*}
$$

as $n \rightarrow \infty$.
By $(\mathscr{S})$, with $s=r>2$, and by (5.7) it follows that

$$
\begin{equation*}
\left\|u_{n}-u\right\|_{r, h}^{r} \leq \hat{k} \mathcal{I}_{3, n}=o(1) \tag{5.8}
\end{equation*}
$$

as $n \rightarrow \infty$.
Case $p \geq 2$. Using (1.2), $(\mathcal{A})-(d)$ and $(\mathscr{S})$, with $s=p$, we get

$$
\begin{align*}
\left\|u_{n}-u\right\|_{E}^{p} \leq & k \int_{\mathbb{R}^{N}}\left(\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right) \cdot\left(\nabla u_{n}-\nabla u\right) d x \\
& +\frac{1}{c_{1}}\left\|u_{n}-u\right\|_{p, a}^{p}  \tag{5.9}\\
\leq & \max \left\{k, \hat{k} / c_{1}\right\}\left\{\mathcal{I}_{1, n}+\mathcal{I}_{2, n}\right\}=o(1)
\end{align*}
$$

as $n \rightarrow \infty$, by (5.7).
Case $1<p<2$. By ( $\mathscr{S}$ ), with $s=p$, and Hölder's inequality we have

$$
\begin{aligned}
\left\|\nabla u_{n}-\nabla u\right\|_{p}^{p} \leq & k \int_{\mathbb{R}^{N}}\left\{\left(\mathbf{A}\left(x, \nabla u_{n}\right)-\mathbf{A}(x, \nabla u)\right)\right. \\
& \left.\cdot\left(\nabla u_{n}-\nabla u\right)\right\}^{p / 2}\left(\left|\nabla u_{n}\right|^{p}+|\nabla u|^{p}\right)^{(2-p) / 2} d x \\
\leq & k \mathcal{I}_{1, n}^{p / 2}\left(\left\|\nabla u_{n}\right\|_{p}^{p}+\|\nabla u\|_{p}^{p}\right)^{(2-p) / 2} \\
\leq & k \mathcal{I}_{1, n}^{p / 2}\left(\left\|\nabla u_{n}\right\|_{p}^{(2-p) p / 2}+\|\nabla u\|_{p}^{(2-p) p / 2}\right) \\
\leq & 2 k M^{(2-p) p / 2} \mathcal{I}_{1, n}^{p / 2}
\end{aligned}
$$

where $M>0$ is such that $\left\|\nabla u_{n}\right\|_{p},\|\nabla u\|_{p} \leq M$ for all $n$, being the sequence $\left(\left\|\nabla u_{n}\right\|_{p}\right)_{n}$ bounded by (4.4). Similarly, again by $(\mathscr{S})$, with $s=p$, we have

$$
\left\|u_{n}-u\right\|_{p, a}^{p} \leq \hat{k} \mathcal{I}_{2, n}^{p / 2}\left(\left\|u_{n}\right\|_{p, a}^{(2-p) p / 2}+\|u\|_{p, a}^{(2-p) p / 2}\right) \leq 2 \hat{k} \mathfrak{K}^{(2-p) p / 2} \mathcal{I}_{2, n}^{p / 2}
$$

where $\mathfrak{K}>0$ is such that $\left\|u_{n}\right\|_{p, a},\|u\|_{p, a} \leq \mathfrak{K}$ for all $n$, being $\left(\left\|u_{n}\right\|_{p, a}\right)_{n}$ bounded. Hence, using also (1.2), it follows that

$$
\begin{align*}
\left\|u_{n}-u\right\|_{E}^{2} & \leq 2^{(2-p) / p}\left\{\left\|\nabla u_{n}-\nabla u\right\|_{p}^{2}+\left(\int_{\mathbb{R}^{N}} \nu(x)\left|u_{n}-u\right|^{p} d x\right)^{2 / p}\right\} \\
& \leq 2^{(2-p) / p}\left\{\left\|\nabla u_{n}-\nabla u\right\|_{p}^{2}+\left(\frac{1}{c_{1}}\left\|u_{n}-u\right\|_{p, a}^{p}\right)^{2 / p}\right\} \\
& \leq \mathcal{C}\left\{\mathcal{I}_{1, n}+\mathcal{I}_{2, n}\right\}=o(1) \tag{5.10}
\end{align*}
$$

as $n \rightarrow \infty$ by (5.7), where $\mathcal{C}=2^{(2-p) / p} \max \left\{(2 k)^{2 / p} M^{2-p},\left(2 \hat{k} / c_{1}\right)^{2 / p} \mathfrak{K}^{2-p}\right\}$. In conclusion, for all $p>1$, using (5.8)-(5.10), we obtain (5.6).
Step 4. Since $u_{n} \rightarrow u$ in $X$ and $\Phi_{\lambda} \in C^{1}(X)$, we have that $\Phi_{\lambda}(u)=c=$ $\lim _{n \rightarrow \infty} \Phi_{\lambda}\left(u_{n}\right)$. Therefore, $u$ is a second independent nontrivial entire solution of $(\mathcal{E})_{\lambda}$, with $\Phi_{\lambda}(u)=c>0>\Phi_{\lambda}(e)$. Clearly we can assume $u \geq 0$ a.e. in $\mathbb{R}^{N}$, since $|u|$ is also a solution of $(\mathcal{E})_{\lambda}$ by $(\mathcal{A})-(a)$. This concludes the proof.
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## Appendix A

In this section we present some auxiliary results, starting by recalling this definition.

A Banach space ( $V,\|\cdot\|_{V}$ ) is said to be locally uniformly convex if $\left\|v_{n}\right\|_{V}=$ $\|v\|_{V}=1$ and $\lim _{n \rightarrow \infty}\left\|v_{n}+v\right\|_{V}=2$ imply that $\lim _{n \rightarrow \infty}\left\|v_{n}-v\right\|_{V}=0$.

Proposition A.1. Let $\left(V,\|\cdot\|_{V}\right)$ be a locally uniformly convex Banach space. Let $\left(v_{n}\right)_{n}$ and $v$ be in $V$ such that
(i) $v_{n} \rightharpoonup v$ in $V$ as $n \rightarrow \infty$,
(ii) $\quad \limsup _{n \rightarrow \infty}\left\|v_{n}\right\|_{V} \leq\|v\|_{V}$.

Then $v_{n} \rightarrow v$ in $V$ as $n \rightarrow \infty$.
Proof. If $v=0$ there is nothing to prove and the conclusion is obvious. Hence suppose $v \neq 0$. By (ii) and the weak lower semicontinuity of the norm, we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|v_{n}\right\|_{V}=\|v\|_{V} \tag{5.1}
\end{equation*}
$$

Thus there exists $\bar{n} \geq 0$ such that for all $n \geq \bar{n}$ it is $\left\|v_{n}\right\|_{V}>0$. For $n \geq \bar{n}$ define $y_{n}=v_{n} /\left\|v_{n}\right\|_{V}$ and $y=v /\|v\|_{V}$, so that $\left\|y_{n}\right\|_{V}=\|y\|_{V}=1$. For all $f \in V^{\prime}$ we have

$$
\begin{aligned}
f\left(y_{n}-y\right) & =f\left(\frac{v_{n}}{\left\|v_{n}\right\|_{V}}-\left\|v_{n}\right\|_{V} \frac{v_{n}}{\left\|v_{n}\right\|_{V}}\right)+f\left(v_{n}-v\right)+f\left(\|v\|_{V} \frac{v}{\|v\|_{V}}-\frac{v}{\|v\|_{V}}\right) \\
& =\frac{1-\left\|v_{n}\right\|_{V}}{\left\|v_{n}\right\|_{V}} f\left(v_{n}\right)+f\left(v_{n}-v\right)+\frac{\|v\|_{V}-1}{\|v\|_{V}} f(v) .
\end{aligned}
$$

Now, by (i), the sequence $\left(\left\|v_{n}\right\|_{V}\right)_{n}$ is bounded, while $f\left(v_{n}\right) \rightarrow f(v)$ and $f\left(v_{n}-v\right) \rightarrow 0$. That is $f\left(y_{n}\right) \rightarrow f(y)$, or, in other words, $y_{n} \rightharpoonup y$ in $V$.

We claim that $\lim _{n \rightarrow \infty}\left\|y_{n}+y\right\|_{V}=2$. To prove this, first note that the weak convergence of $y_{n}$ and the weak lower semicontinuity of the norm imply that

$$
\frac{y_{n}+y}{2} \rightharpoonup y \quad \text { and } \quad\|y\|_{V} \leq \frac{1}{2} \liminf _{n \rightarrow \infty}\left\|y_{n}+y\right\|_{V}
$$

Consequently,

$$
\begin{aligned}
1 & =\|y\|_{V} \leq \frac{1}{2} \liminf _{n \rightarrow \infty}\left\|y_{n}+y\right\|_{V} \leq \frac{1}{2} \limsup _{n \rightarrow \infty}\left\|y_{n}+y\right\|_{V} \\
& \leq \frac{1}{2} \limsup _{n \rightarrow \infty}\left(\left\|y_{n}\right\|_{V}+\|y\|_{V}\right)=1
\end{aligned}
$$

that is $\lim _{n \rightarrow \infty}\left\|y_{n}+y\right\|_{V}=2$, as claimed. The local uniform convexity of $V$ assures that $\lim _{n \rightarrow \infty}\left\|y_{n}-y\right\|_{V}=0$. Hence,

$$
\left\|v_{n}-v\right\|_{V} \leq\left\|v_{n}\right\|_{V}\left\|y_{n}-y\right\|_{V}+\|y\|_{V}\left|\left\|v_{n}\right\|_{V}-\|v\|_{V}\right| \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

by (5.1) and the boundedness of $\left(\left\|v_{n}\right\|_{V}\right)_{n}$. The proof is complete.

As a consequence of Proposition A. 1 we have the following important
Corollary A.2. Let $\left(V,\|\cdot\|_{V}\right)$ be a reflexive Banach space. Let $\left(v_{n}\right)_{n}$ and $v$ be in $V$ such that as $n \rightarrow \infty$

$$
\text { (i) } \quad v_{n} \rightharpoonup v \text { in } V \quad \text { (ii) } \quad\left\|v_{n}\right\|_{V} \rightarrow\|v\|_{V}
$$

Then $v_{n} \rightarrow v$ in $V$ as $n \rightarrow \infty$.
Proof. First observe that there exists an equivalent norm on $V$, say $\|\cdot\|$, which makes $V$ a locally uniformly convex Banach space, see the Troyanski theorem [25]. Hence, conditions (i) and (ii) hold also if we consider on $V$ the norm $\|\cdot\|$. Therefore $\left\|v_{n}-v\right\| \rightarrow 0$ as $n \rightarrow \infty$, by Proposition A.1. Finally, also $\left\|v_{n}-v\right\|_{V} \rightarrow 0$, being the two norms equivalent.

The following theorem is stated for two general Banach spaces $X$ and $E$. We apply it in Theorem B, in which $X$ and $E$ are the special spaces defined in Section 2. The proof of Theorem A. 3 is based on the Ekeland variational principle, see for instance [16]. For a similar generalization of the Mountain Pass theorem, with a different proof and the use of a compactness condition, we refer to Theorem 2.5 of [7].
Theorem A.3. Let $(X,\|\cdot\|)$ and $\left(E,\|\cdot\|_{E}\right)$ be two Banach spaces such that $X \hookrightarrow E$. Let $\Phi: X \rightarrow \mathbb{R}$ be a $C^{1}$ functional with $\Phi(0)=0$. Suppose that there exist $\varrho, \alpha>0$ and $e \in X$ such that $\|e\|_{E}>\varrho, \Phi(e)<\alpha$ and $\Phi(u) \geq \alpha$ for all $u \in X$ with $\|u\|_{E}=\varrho$.

Then there exists a sequence $\left(u_{n}\right)_{n} \in X$ such that for all $n$

$$
c \leq \Phi\left(u_{n}\right) \leq c+\frac{1}{n^{2}} \quad \text { and } \quad\left\|\Phi^{\prime}\left(u_{n}\right)\right\|_{X^{\prime}} \leq \frac{2}{n}
$$

where

$$
c=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} \Phi(\gamma(t)) \quad \text { and } \quad \Gamma=\{\gamma \in C([0,1] ; X): \gamma(0)=0, \gamma(1)=e\}
$$

Proof. Step 1. We claim that $c \geq \alpha$. Indeed, fix $\gamma \in \Gamma$. Clearly, $\gamma \in C([0,1] ; E)$, since $X \hookrightarrow E$. This implies that the function $g:[0,1] \rightarrow \mathbb{R}$ defined by $g(t)=$ $\|\gamma(t)\|_{E}$ is continuous and such that $g(0)=0<\varrho$ and $g(1)=\|e\|_{E}>\varrho$. Hence $\left\|\gamma\left(t_{\varrho}\right)\right\|_{E}=\varrho$ for some $t_{\varrho} \in(0,1)$. Consequently, $\Phi\left(\gamma\left(t_{\varrho}\right)\right) \geq \alpha$ and in turn $\max _{t \in[0,1]} \Phi(\gamma(t)) \geq \alpha$. Finally, due to the arbitrariness of $\gamma$, we get the claim.
Step 2. Let us consider on $\Gamma$ the metric $d_{\infty}(\gamma, \eta)=\max _{t \in[0,1]}\|\gamma(t)-\eta(t)\|$. Thus, $\left(\Gamma, d_{\infty}\right)$ is a complete metric space. Define on $\Gamma$ the functional

$$
J(\gamma)=\max _{t \in[0,1]} \Phi(\gamma(t))
$$

Of course, $J$ is bounded from below by Step 1 , since $J(\gamma) \geq \alpha$ for all $\gamma \in \Gamma$. Moreover, $J$ is lower semicontinuous, being the supremum of continuous functions. Therefore, by Ekeland's variational principle, for all $\varepsilon>0$ there exists $\gamma_{\varepsilon} \in \Gamma$ such that
(i) $J\left(\gamma_{\varepsilon}\right) \leq \inf _{\gamma \in \Gamma} J(\gamma)+\varepsilon^{2}$;
(ii) $J(\gamma) \geq J\left(\gamma_{\varepsilon}\right)-\varepsilon d_{\infty}\left(\gamma, \gamma_{\varepsilon}\right)$ for all $\gamma \in \Gamma$.

Step 3. We claim that for all $\varepsilon>0$ and all $\eta_{\varepsilon} \in C([0,1], X)$ such that

$$
\begin{equation*}
\eta_{\varepsilon}(0)=\eta_{\varepsilon}(1)=0 \quad \text { and } \quad \max _{t \in[0,1]}\left\|\eta_{\varepsilon}(t)\right\| \leq 1 \tag{A.2}
\end{equation*}
$$

there exists $t_{\varepsilon} \in[0,1]$ such that

$$
\begin{equation*}
\Phi\left(\gamma_{\varepsilon}\left(t_{\varepsilon}\right)\right)=J\left(\gamma_{\varepsilon}\right) \quad \text { and } \quad-\varepsilon \leq\left\langle\Phi^{\prime}\left(\gamma_{\varepsilon}\left(t_{\varepsilon}\right)\right), \eta_{\varepsilon}\left(t_{\varepsilon}\right)\right\rangle . \tag{A.3}
\end{equation*}
$$

Indeed, fix $\varepsilon>0$ and choose a continuous function $\eta_{\varepsilon}:[0,1] \rightarrow X$ satisfying (A.2). Define $\gamma_{\varepsilon, h}=\gamma_{\varepsilon}+h \eta_{\varepsilon}$ for all $h>0$, so that $\gamma_{\varepsilon, h} \in \Gamma$. By the continuity of $\Phi$ and $\gamma_{\varepsilon, h}$, there exists $t_{\varepsilon, h} \in[0,1]$ such that

$$
J\left(\gamma_{\varepsilon, h}\right)=\Phi\left(\gamma_{\varepsilon, h}\left(t_{\varepsilon, h}\right)\right) .
$$

Moreover, the boundedness of $\left(t_{\varepsilon, h}\right)_{h}$ implies the existence of a convergent subsequence, still denoted in the same way, with limit $t_{\varepsilon} \in[0,1]$. Therefore, thanks to the continuity of $\Phi$ and the lower semicontinuity of $J$, we get

$$
\Phi\left(\gamma_{\varepsilon}\left(t_{\varepsilon}\right)\right) \leq J\left(\gamma_{\varepsilon}\right) \leq \liminf _{h \rightarrow 0^{+}} J\left(\gamma_{\varepsilon, h}\right)=\lim _{h \rightarrow 0^{+}} \Phi\left(\gamma_{\varepsilon, h}\left(t_{\varepsilon, h}\right)\right)=\Phi\left(\gamma_{\varepsilon}\left(t_{\varepsilon}\right)\right)
$$

that is (A.3) ${ }_{1}$ holds. Moreover, by (ii) and (A.2) ${ }_{2}$,

$$
\begin{aligned}
-\varepsilon h & \leq J\left(\gamma_{\varepsilon, h}\right)-J\left(\gamma_{\varepsilon}\right) \leq \Phi\left(\gamma_{\varepsilon, h}\left(t_{\varepsilon, h}\right)\right)-\Phi\left(\gamma_{\varepsilon}\left(t_{\varepsilon, h}\right)\right) \\
& =h\left\langle\Phi^{\prime}\left(\gamma_{\varepsilon}\left(t_{\varepsilon, h}\right)\right), \eta_{\varepsilon}\left(t_{\varepsilon, h}\right)\right\rangle+o(h)
\end{aligned}
$$

as $h \rightarrow 0^{+}$. In turn, dividing by $h>0$ and passing to the limit as $h \rightarrow 0^{+}$, we find $(\mathrm{A} .3)_{2}$.
Step 4. We claim that for all $\varepsilon>0$ there exists $u_{\varepsilon} \in X$ such that

$$
\begin{equation*}
\left\|\Phi^{\prime}\left(u_{\varepsilon}\right)\right\| \leq 2 \varepsilon \quad \text { and } \quad \inf _{\gamma \in \Gamma} J(\gamma) \leq \Phi\left(u_{\varepsilon}\right) \leq \inf _{\gamma \in \Gamma} J(\gamma)+\varepsilon^{2} \tag{A.4}
\end{equation*}
$$

Fix $\varepsilon>0$ and let $\gamma_{\varepsilon} \in \Gamma$ be the curve obtained in Step 2, satisfying (i) and (ii). Take $a$ with $\max \{\Phi(e), 0\}<a<\alpha$. This is possible being $\Phi(e)<\alpha$. Now, for all $t \in[0,1]$ for which

$$
\begin{equation*}
\Phi\left(\gamma_{\varepsilon}(t)\right)>a \tag{A.5}
\end{equation*}
$$

we find $x_{t} \in X$, with $\left\|x_{t}\right\|=1$, such that

$$
\left\langle\Phi^{\prime}\left(\gamma_{\varepsilon}(t)\right), x_{t}\right\rangle \leq-\frac{3}{4}\left\|\Phi^{\prime}\left(\gamma_{\varepsilon}(t)\right)\right\|
$$

Since $\Phi \in C^{1}(X)$ and $\gamma_{\varepsilon}$ is continuous, then

$$
\left\langle\Phi^{\prime}\left(\gamma_{\varepsilon}(s)\right), x_{t}\right\rangle \leq-\frac{1}{2}\left\|\Phi^{\prime}\left(\gamma_{\varepsilon}(s)\right)\right\|
$$

for all $s$ in a neighborhood of $t$. By compactness of $[0,1]$ there exists a finite number of open sets $U_{1}, \ldots, U_{k}$ and vectors $x_{1}, \ldots, x_{k} \in X$, with $\left\|x_{i}\right\|=1, i=$ $1, \ldots, k$, such that if $\Phi\left(\gamma_{\varepsilon}(t)\right)>a$, then $t \in U_{i}$ for some $i=1, \ldots, k$ and

$$
\left\langle\Phi^{\prime}\left(\gamma_{\varepsilon}(t)\right), x_{i}\right\rangle \leq-\frac{1}{2}\left\|\Phi^{\prime}\left(\gamma_{\varepsilon}(t)\right)\right\| .
$$

Let $V$ be such that $U_{1}, \ldots, U_{k}, V$ cover $[0,1]$ and let $\varphi_{1}, \ldots, \varphi_{k}, \psi$ be a partition of unity subordinated to this covering. Set

$$
\eta(t)=\sum_{i=1}^{k} \varphi_{i}(t) x_{i} \quad \text { for all } t \in[0,1]
$$

Note that $\eta \in \operatorname{span}\left\{x_{1}, \ldots, x_{k}\right\}$ and for all $t \in[0,1]$ satisfying (A.5)

$$
\begin{align*}
\left\langle\Phi^{\prime}\left(\gamma_{\varepsilon}(t)\right), \eta(t)\right\rangle & =\sum_{i=1}^{k} \varphi_{i}(t)\left\langle\Phi^{\prime}\left(\gamma_{\varepsilon}(t)\right), x_{i}\right\rangle \leq-\frac{1}{2}\left\|\Phi^{\prime}\left(\gamma_{\varepsilon}(t)\right)\right\| \sum_{i=1}^{k} \varphi_{i}(t) \\
& =-\frac{1}{2}\left\|\Phi^{\prime}\left(\gamma_{\varepsilon}(t)\right)\right\| \tag{A.6}
\end{align*}
$$

Moreover, $\eta$ verifies (A.2), since $\max _{t \in[0,1]}\|\eta(t)\| \leq 1, \Phi(0)=0<a$ and $\Phi(e)<a$. Hence, by Step 3, there exists $t_{\varepsilon} \in[0,1]$ satisfying (A.3). Furthermore, $\Phi\left(\gamma_{\varepsilon}\left(t_{\varepsilon}\right)\right)=J\left(\gamma_{\varepsilon}\right) \geq \alpha>a$ by (A.3) $)_{1}$ and Step 1 . Therefore, by (A.6) and (A.3) $)_{1}$, with $\eta_{\varepsilon}=\eta$, we get

$$
-\varepsilon \leq\left\langle\Phi^{\prime}\left(\gamma_{\varepsilon}\left(t_{\varepsilon}\right)\right), \eta\left(t_{\varepsilon}\right)\right\rangle \leq-\frac{1}{2}\left\|\Phi^{\prime}\left(\gamma_{\varepsilon}\left(t_{\varepsilon}\right)\right)\right\|
$$

that is

$$
\left\|\Phi^{\prime}\left(\gamma_{\varepsilon}\left(t_{\varepsilon}\right)\right)\right\| \leq 2 \varepsilon
$$

Finally, using (ii) of Step 2 and (A.3) ${ }_{1}$, we obtain

$$
\inf _{\gamma \in \Gamma} J(\gamma) \leq \Phi\left(\gamma_{\varepsilon}\left(t_{\varepsilon}\right)\right) \leq \inf _{\gamma \in \Gamma} J(\gamma)+\varepsilon^{2}
$$

Hence, (A.4) holds with $u_{\varepsilon}=\gamma_{\varepsilon}\left(t_{\varepsilon}\right) \in X$.
This concludes the proof, by taking $\varepsilon=1 / n$ and $u_{n}=\gamma_{n}\left(t_{n}\right)$.
We present now some results on the weighted Lebesgue spaces. Let $\omega$ be a weight on $\mathbb{R}^{N}$, that is a measurable function such that $\omega>0$ a.e. in $\mathbb{R}^{N}$. If $s \in \mathbb{R}^{+}$, following [14, Chapter V, Section 6], we put

$$
L^{s}\left(\mathbb{R}^{N} ; \omega\right)=\left\{u: \mathbb{R}^{N} \rightarrow \mathbb{R} \text { measurable }: \omega|u|^{s} \in L^{1}\left(\mathbb{R}^{N}\right)\right\}
$$

The set $L^{s}\left(\mathbb{R}^{N} ; \omega\right)$ is a linear space, thanks to the inequality (1.5) given in [14, Lemma 1.1, page 222], and

$$
\|u\|_{s, \omega}=\left(\int_{\mathbb{R}^{N}} \omega(x)|u(x)|^{s} d x\right)^{1 / s}
$$

is a norm-like function on $L^{s}\left(\mathbb{R}^{N} ; \omega\right)$ when $s \in(0,1)$, and a norm if $s \in[1, \infty)$.
The next result is well-known in the usual Lebesgue spaces (see, for instance, Theorem 4.9 of [6]). The proof is left to the reader, since it is standard, see also [21].

Lemma A.4. Let $s \in[1, \infty)$. If $\left(u_{n}\right)_{n}$ and $u$ are in $L^{s}\left(\mathbb{R}^{N} ; \omega\right)$ and $u_{n} \rightarrow u$ in $L^{s}\left(\mathbb{R}^{N} ; \omega\right)$ as $n \rightarrow \infty$, then there exist a subsequence $\left(u_{n_{k}}\right)_{k}$ of $\left(u_{n}\right)_{n}$ and a function $\psi \in L^{s}\left(\mathbb{R}^{N} ; \omega\right)$ such that a.e. in $\mathbb{R}^{N}$
(i) $u_{n_{k}} \rightarrow u$ as $k \rightarrow \infty$;
(ii) $\left|u_{n_{k}}(x)\right| \leq \psi(x) \quad$ for all $k \in \mathbb{N}$.

Proposition A.5. Let $\sigma \in(0,1)$. If $u, v \in L^{\sigma}\left(\mathbb{R}^{N} ; \omega\right)$ then

$$
\||u|+|v|\|_{\sigma, \omega} \geq\|u\|_{\sigma, \omega}+\|v\|_{\sigma, \omega} .
$$

Proof. If $u=v=0$ in $L^{\sigma}\left(\mathbb{R}^{N} ; \omega\right)$ the conclusion is trivial. Hence, let us suppose $|u|+|v|>0$ in a subset of $\mathbb{R}^{N}$ of positive measure, so that $\||u|+|v|\|_{\sigma, \omega}>0$, being $\omega>0$ a.e. in $\mathbb{R}^{N}$.

Let $\sigma^{\prime}<0$ be the conjugate exponent of $\sigma$, given by $1 / \sigma+1 / \sigma^{\prime}=1$, see [14, Section V.1.2, page 222]. Since $\omega^{1 / \sigma^{\prime}}(|u|+|v|)^{\sigma-1} \in L^{\sigma^{\prime}}\left(\mathbb{R}^{N}\right)$ and $\omega^{1 / \sigma}|u|, \omega^{1 / \sigma}|v| \in L^{\sigma}\left(\mathbb{R}^{N}\right)$, by the reverse Hölder inequality, see Theorem 2.6 of [1], we obtain

$$
\begin{aligned}
\||u|+|v|\|_{\sigma, \omega}^{\sigma}= & \int_{\mathbb{R}^{N}} \omega(x)^{1 / \sigma^{\prime}}(|u|+|v|)^{\sigma-1} \omega(x)^{1 / \sigma}(|u|+|v|) d x \\
\geq & \left(\int_{\mathbb{R}^{N}} \omega(x)(|u|+|v|)^{\sigma} d x\right)^{1 / \sigma^{\prime}}\left(\int_{\mathbb{R}^{N}} \omega(x)|u|^{\sigma} d x\right)^{1 / \sigma} \\
& +\left(\int_{\mathbb{R}^{N}} \omega(x)(|u|+|v|)^{\sigma} d x\right)^{1 / \sigma^{\prime}}\left(\int_{\mathbb{R}^{N}} \omega(x)|v|^{\sigma} d x\right)^{1 / \sigma} \\
= & \||u|+|v|\|_{\sigma, \omega}^{\sigma-1}\left(\|u\|_{\sigma, \omega}+\|v\|_{\sigma, \omega}\right) .
\end{aligned}
$$

In conclusion, since $\||u|+|v|\|_{\sigma, \omega}>0$, we get the assertion.

Proposition A.6. Let $s \in(1, \infty)$. The Banach space $\left(L^{s}\left(\mathbb{R}^{N} ; \omega\right),\|\cdot\|_{s, \omega}\right)$ is uniformly convex.

Proof. We follow the proof given in [1, Corollary 2.29]. Fix $\varepsilon \in(0,2)$ and let $u, v$ be in $L^{s}\left(\mathbb{R}^{N} ; \omega\right)$ such that $\|u\|_{s, \omega}=\|v\|_{s, \omega}=1$ and $\|u-v\|_{s, \omega} \geq \varepsilon$.
Case $s \geq 2$. By inequality (3.5) of [1, Lemma 2.27] we have

$$
\begin{aligned}
\left\|\frac{u+v}{2}\right\|_{s, \omega}^{s}+\left\|\frac{u-v}{2}\right\|_{s, \omega}^{s} & =\int_{\mathbb{R}^{N}} \omega(x)\left\{\left|\frac{u+v}{2}\right|^{s}+\left|\frac{u-v}{2}\right|^{s}\right\} d x \\
& \leq \frac{1}{2} \int_{\mathbb{R}^{N}} \omega(x)\left\{|u|^{s}+|v|^{s}\right\} d x \\
& =\frac{1}{2}\left(\|u\|_{s, \omega}^{p}+\|v\|_{s, \omega}^{s}\right)=1
\end{aligned}
$$

Therefore

$$
\left\|\frac{u+v}{2}\right\|_{s, \omega}^{s} \leq 1-\left(\frac{\varepsilon}{2}\right)^{s}
$$

and so, taking $\delta=\delta(\varepsilon)$ such that $1-(\varepsilon / 2)^{s}=(1-\delta)^{s}$, we obtain that $\|u+v\|_{s, \omega} \leq 2(1-\delta)$.
Case $1<s<2$. First note that $\|u\|_{s, \omega}^{s^{\prime}}=\left\||u|^{s^{\prime}}\right\|_{s-1, \omega}$ for all $u \in L^{s}\left(\mathbb{R}^{N} ; \omega\right)$, and so, applying Proposition A.5, with $\sigma=s-1 \in(0,1)$, we obtain

$$
\begin{aligned}
\left\|\frac{u+v}{2}\right\|_{s, \omega}^{s^{\prime}}+\left\|\frac{u-v}{2}\right\|_{s, \omega}^{s^{\prime}} & =\left\|\left|\frac{u+v}{2}\right|^{s^{\prime}}\right\|_{s-1, \omega}+\left\|\left|\frac{u-v}{2}\right|^{s^{\prime}}\right\|_{s-1, \omega} \\
& \leq\left\|\left|\frac{u+v}{2}\right|^{s^{\prime}}+\left|\frac{u-v}{2}\right|^{p^{\prime}}\right\|_{s-1, \omega} \\
& \leq\left(\frac{1}{2}\|u\|_{s, \omega}^{s}+\frac{1}{2}\|v\|_{s, \omega}^{s}\right)^{1 /(s-1)}=1
\end{aligned}
$$

where in the last step we have used [1, Lemma 2.27, inequality (3.4)]. Now, proceeding exactly as before, and taking $\delta=\delta(\varepsilon)$ such that $1-(\varepsilon / 2)^{s^{\prime}}=(1-\delta)^{s^{\prime}}$, we get the claim.

Proposition A.7. Assume that $\omega \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$. Let $s \in[1, \infty)$, and let $\left(u_{n}\right)_{n}, u \in$ $L^{s}\left(\mathbb{R}^{N} ; \omega\right)$ be such that

$$
u_{n} \rightharpoonup u \text { in } L^{s}\left(\mathbb{R}^{N} ; \omega\right) \quad \text { and } \quad u_{n} \rightarrow \tilde{u} \text { a.e. in } \mathbb{R}^{N}
$$

as $n \rightarrow \infty$. Then $u=\tilde{u}$ a.e. in $\mathbb{R}^{N}$.
Proof. Denote by $A=\left\{x \in \mathbb{R}^{N}: u(x) \neq \tilde{u}(x)\right\}$ and suppose by contradiction that $A$ has positive measure. Take $R>0$ so large that $0<\left|A \cap B_{R}\right|<\infty$. By the Severini-Egoroff theorem there exists a measurable set $B \subset A \cap B_{R}$, with $0<|B|<\infty$ such that $\left(u_{n}\right)_{n}$ converges uniformly to $\tilde{u}$ in $B$ and so $u_{n} \rightarrow \tilde{u}$ in $L^{\infty}(B)$. Consequently,

$$
\left\|u_{n}-\tilde{u}\right\|_{L^{s}(B ; \omega)}^{s} \leq\|\omega\|_{L^{1}(B)}\left\|u_{n}-\tilde{u}\right\|_{L^{\infty}(B)}^{s}=o(1)
$$

as $n \rightarrow \infty$, since $|B|<\infty$. Therefore, $u_{n} \rightarrow \tilde{u}$ and so $u_{n} \rightharpoonup \tilde{u}$ in $L^{s}(B ; \omega)$. Hence, $\tilde{u}=u$ a.e. in $B$, since the weak limit is unique, being $\omega>0$ a.e. in $\mathbb{R}^{N}$. But this occurrence is impossible, since $B \subset A$ and $|B|>0$. This contradiction concludes the proof.

Proposition A.8. Assume $\omega \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$. Let $s \in(1, \infty)$ and let $\left(u_{n}\right)_{n}, u$ be in $L^{s}\left(\mathbb{R}^{N} ; \omega\right)$.
(i) If $\left(u_{n}\right)_{n}$ is bounded in $L^{s}\left(\mathbb{R}^{N} ; \omega\right)$ and $u_{n} \rightarrow u$ a.e. in $\mathbb{R}^{N}$, then

$$
u_{n} \rightharpoonup u \quad \text { in } L^{s}\left(\mathbb{R}^{N} ; \omega\right) \quad \text { and } \quad\left|u_{n}\right|^{s-2} u_{n} \rightharpoonup|u|^{s-2} u \quad \text { in } L^{s^{\prime}}\left(\mathbb{R}^{N} ; \omega\right)
$$

(ii) If $\left\|u_{n}\right\|_{s, \omega} \rightarrow\|u\|_{s, \omega}$ and $u_{n} \rightharpoonup u$ in $L^{s}\left(\mathbb{R}^{N} ; \omega\right)$, then

$$
u_{n} \rightarrow u \quad \text { in } L^{s}\left(\mathbb{R}^{N} ; \omega\right) \quad \text { and } \quad\left|u_{n}\right|^{s-2} u_{n} \rightarrow|u|^{s-2} u \quad \text { in } L^{s^{\prime}}\left(\mathbb{R}^{N} ; \omega\right) .
$$

Proof. Let $\left(u_{n}\right)_{n}, u$ be in $L^{s}\left(\mathbb{R}^{N} ; \omega\right)$.
Case ( $i$ ). Fix a subsequence $\left(u_{n_{k}}\right)_{k}$ of $\left(u_{n}\right)_{n}$. By Proposition A. 6 there exists a further subsequence $\left(u_{n_{k_{j}}}\right)_{j} \subset\left(u_{n_{k}}\right)_{k}$ and $v \in L^{s}\left(\mathbb{R}^{N} ; \omega\right)$ such that $u_{n_{k_{j}}} \rightharpoonup v$ in $L^{s}\left(\mathbb{R}^{N} ; \omega\right)$, being $\left(u_{n_{k}}\right)_{k}$ bounded in $L^{s}\left(\mathbb{R}^{N} ; \omega\right)$. On the other hand, $v=u$ by Proposition A.7, since $\omega \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$ and $\omega>0$ a.e. in $\mathbb{R}^{N}$ by assumption. By the arbitrariness of $\left(u_{n_{k}}\right)_{k}$, we deduce that the entire sequence $u_{n} \rightharpoonup u$ in
$L^{s}\left(\mathbb{R}^{N} ; \omega\right)$. Applying the same argument to the sequence $n \mapsto\left|u_{n}\right|^{s-2} u_{n}$, we obtain that $\left|u_{n}\right|^{s-2} u_{n} \rightharpoonup|u|^{s-2} u$ in $L^{s^{\prime}}\left(\mathbb{R}^{N} ; \omega\right)$.
Case (ii). Corollary A. 2 and Proposition A. 6 imply that $u_{n} \rightarrow u$ in $L^{s}\left(\mathbb{R}^{N} ; \omega\right)$. Now, fix a subsequence $\left(v_{n_{k}}\right)_{k}$ of $n \mapsto v_{n}=\left|u_{n}\right|^{s-2} u_{n}$. Hence $u_{n_{k}} \rightarrow u$ in $L^{s}\left(\mathbb{R}^{N} ; \omega\right)$, and so there exists a further subsequence $\left(u_{n_{k_{j}}}\right)_{j}$ of $\left(u_{n_{k}}\right)_{k}$ such that $u_{n_{k_{j}}} \rightarrow u$ a.e. in $\mathbb{R}^{N}$ by Lemma A.4. Of course, $v_{n_{k_{j}}} \rightarrow v=|u|^{s-2} u$ a.e. in $\mathbb{R}^{N}$. On the other hand, $\left\|v_{n_{k_{j}}}\right\|_{s^{s^{\prime}, \omega}}^{s^{\prime}}=\left\|u_{n_{k_{j}}}\right\|_{s, \omega}^{s} \rightarrow\|u\|_{s, \omega}^{s}=\|v\|_{s^{\prime}, \omega}^{s^{\prime}}$ by assumption. Therefore, $v_{n_{k_{j}}} \rightarrow v$ in $L^{s^{\prime}}\left(\mathbb{R}^{N} ; \omega\right)$ by the first part of this proposition and by Corollary A.2. Due to arbitrariness of $\left(v_{n_{k}}\right)_{k}$, the entire sequence $\left(v_{n}\right)_{n}$ converges to $v$ in $L^{s^{\prime}}\left(\mathbb{R}^{N} ; \omega\right)$.

From now on, $E$ and $X$ denote the two Banach spaces defined in Sect. 2. In the next proposition we somehow follow the ideas contained in [15, Theorem 6].

Proposition A.9. The Banach space $\left(E,\|\cdot\|_{E}\right)$ is uniformly convex.
Proof. Case $p \geq 2$. Fix $\varepsilon \in(0,2)$ and let $u, v \in E$ be such that $\|u\|_{E}=\|v\|_{E}=$ 1 and $\|u-v\|_{E} \geq \varepsilon$. Using [1, Lemma 2.27, inequality (3.5)], we have

$$
\begin{aligned}
\left\|\frac{u+v}{2}\right\|_{E}^{p}+\left\|\frac{u-v}{2}\right\|_{E}^{p}= & \int_{\mathbb{R}^{N}}\left\{\left|\frac{\nabla u+\nabla v}{2}\right|^{p}+\left|\frac{\nabla u-\nabla v}{2}\right|^{p}\right\} d x \\
& +\int_{\mathbb{R}^{N}} \nu(x)\left\{\left|\frac{u+v}{2}\right|^{p}+\left|\frac{u-v}{2}\right|^{p}\right\} d x \\
\leq & \frac{1}{2} \int_{\mathbb{R}^{N}}\left\{|\nabla u|^{p}+|\nabla v|^{p}+\nu(x)\left(|u|^{p}+|v|^{p}\right)\right\} d x \\
= & \frac{1}{2}\left(\|u\|_{E}^{p}+\|v\|_{E}^{p}\right)=1 .
\end{aligned}
$$

Therefore,

$$
\left\|\frac{u+v}{2}\right\|_{E}^{p} \leq 1-\left(\frac{\varepsilon}{2}\right)^{p}
$$

and so, taking $\delta=\delta(\varepsilon)$ such that $1-(\varepsilon / 2)^{p}=(1-\delta)^{p}$, we obtain that $\|u+v\|_{E} \leq 2(1-\delta)$.

Case $1<p<2$. Fix $\varepsilon \in\left(0,2^{2 / p}\right)$ and let $u, v \in E$ be such that $\|u\|_{E}=\|v\|_{E}=$ 1 and $\|u-v\|_{E} \geq \varepsilon$. First note that $|\nabla \varphi|^{p^{\prime}} \in L^{p-1}\left(\mathbb{R}^{N}\right)$ and $\left\||\nabla \varphi|^{p^{\prime}}\right\|_{p-1}=$ $\|\nabla \varphi\|_{p}^{p^{\prime}}$ for all $\varphi \in E$. Therefore, using the reverse Minkowsky inequality given in [14, Proposition 3.2], we get

$$
\begin{aligned}
\left\|\frac{\nabla u+\nabla v}{2}\right\|_{p}^{p^{\prime}}+\left\|\frac{\nabla u-\nabla v}{2}\right\|_{p}^{p^{\prime}} & =\left\|\left|\frac{\nabla u+\nabla v}{2}\right|^{p^{\prime}}\right\|_{p-1}+\left\|\left|\frac{\nabla u-\nabla v}{2}\right|^{p^{\prime}}\right\|_{p-1} \\
& \leq\left\|\left|\frac{\nabla u+\nabla v}{2}\right|^{p^{\prime}}+\left|\frac{\nabla u-\nabla v}{2}\right|^{p^{\prime}}\right\|_{p-1}
\end{aligned}
$$

$$
\begin{aligned}
& =\left[\int_{\mathbb{R}^{N}}\left(\left|\frac{\nabla u+\nabla v}{2}\right|^{p^{\prime}}+\left|\frac{\nabla u-\nabla v}{2}\right|^{p^{\prime}}\right)^{p-1} d x\right]^{\frac{1}{p-1}} \\
& \leq\left(\frac{1}{2}\|\nabla u\|_{p}^{p}+\frac{1}{2}\|\nabla v\|_{p}^{p}\right)^{1 /(p-1)}
\end{aligned}
$$

where in the last step we have used [1, Lemma 2.27, inequality (3.4)]. Hence

$$
\begin{equation*}
\left\|\frac{\nabla u+\nabla v}{2}\right\|_{p}^{p^{\prime}}+\left\|\frac{\nabla u-\nabla v}{2}\right\|_{p}^{p^{\prime}} \leq\left(\frac{1}{2}\|\nabla u\|_{p}^{p}+\frac{1}{2}\|\nabla v\|_{p}^{p}\right)^{1 /(p-1)} \tag{A.7}
\end{equation*}
$$

Similarly, $\|u\|_{p, \nu}^{p^{\prime}}=\left\||u|^{p^{\prime}}\right\|_{p-1, \nu}$ and $\|v\|_{p, \nu}^{p^{\prime}}=\left\||v|^{p^{\prime}}\right\|_{p-1, \nu}$, so that, applying Proposition A. 5 with $\omega=\nu$ and $\sigma=p-1$, and proceeding as before, we obtain

$$
\begin{align*}
\left\|\frac{u+v}{2}\right\|_{p, \nu}^{p^{\prime}}+\left\|\frac{u-v}{2}\right\|_{p, \nu}^{p^{\prime}} & \leq\left\|\left|\frac{u+v}{2}\right|^{p^{\prime}}+\left|\frac{u-v}{2}\right|^{p^{\prime}}\right\|_{p-1, \nu} \\
& \leq\left(\frac{1}{2}\|u\|_{p, \nu}^{p}+\frac{1}{2}\|v\|_{p, \nu}^{p}\right)^{1 /(p-1)} \tag{A.8}
\end{align*}
$$

Therefore, combining (A.7) with (A.8), we get

$$
\begin{aligned}
& \left\|\frac{\nabla u+\nabla v}{2}\right\|_{p}^{p^{\prime}}+\left\|\frac{\nabla u-\nabla v}{2}\right\|_{p}^{p^{\prime}}+\left\|\frac{u+v}{2}\right\|_{p, \nu}^{p^{\prime}}+\left\|\frac{u-v}{2}\right\|_{p, \nu}^{p^{\prime}} \\
& \quad \leq\left(\frac{1}{2}\|\nabla u\|_{p}^{p}+\frac{1}{2}\|\nabla v\|_{p}^{p}\right)^{1 /(p-1)}+\left(\frac{1}{2}\|u\|_{p, \nu}^{p}+\frac{1}{2}\|v\|_{p, \nu}^{p}\right)^{1 /(p-1)} \\
& \quad \leq\left(\frac{1}{2}\|\nabla u\|_{p}^{p}+\frac{1}{2}\|\nabla v\|_{p}^{p}+\frac{1}{2}\|u\|_{p, \nu}^{p}+\frac{1}{2}\|v\|_{p, \nu}^{p}\right)^{1 /(p-1)} \\
& \quad=\left(\frac{1}{2}\|u\|_{E}^{p}+\frac{1}{2}\|v\|_{E}^{p}\right)^{1 /(p-1)},
\end{aligned}
$$

since $1 /(p-1)>1$. In other words,

$$
\begin{align*}
\left\|\frac{\nabla u+\nabla v}{2}\right\|_{p}^{p^{\prime}}+\left\|\frac{u+v}{2}\right\|_{p, \nu}^{p^{\prime}} \leq & \left(\frac{1}{2}\|u\|_{E}^{p}+\frac{1}{2}\|v\|_{E}^{p}\right)^{1 /(p-1)}  \tag{A.9}\\
& -\left\{\left\|\frac{\nabla u-\nabla v}{2}\right\|_{p}^{p^{\prime}}+\left\|\frac{u-v}{2}\right\|_{p, \nu}^{p^{\prime}}\right\} .
\end{align*}
$$

Now, since $\|u-v\|_{E} \geq \varepsilon$, it follows that

$$
\begin{aligned}
\varepsilon^{p^{\prime}} & \leq\left(\|\nabla u-\nabla v\|_{p}^{p}+\|u-v\|_{p, \nu}^{p}\right)^{1 /(p-1)} \\
& =2^{(p+1) /(p-1)}\left(\frac{1}{2}\left\|\frac{\nabla u-\nabla v}{2}\right\|_{p}^{p}+\frac{1}{2}\left\|\frac{u-v}{2}\right\|_{p, \nu}^{p}\right)^{1 /(p-1)} \\
& \leq 2^{2 /(p-1)}\left(\left\|\frac{\nabla u-\nabla v}{2}\right\|_{p}^{p^{\prime}}+\left\|\frac{u-v}{2}\right\|_{p, \nu}^{p^{\prime}}\right)
\end{aligned}
$$

being again $1 /(p-1)>1$. Hence

$$
\left(\frac{\varepsilon}{2^{2 / p}}\right)^{p^{\prime}} \leq\left\|\frac{\nabla u-\nabla v}{2}\right\|_{p}^{p^{\prime}}+\left\|\frac{u-v}{2}\right\|_{p, \nu}^{p^{\prime}}
$$

Therefore, choosing $\delta=\delta(\varepsilon)$ such that $1-\varepsilon / 2^{2 / p}=2^{(p-2) /(p-1)}(1-\delta)^{p^{\prime}}$, from (A.9) we obtain

$$
\left\|\frac{\nabla u+\nabla v}{2}\right\|_{p}^{p^{\prime}}+\left\|\frac{u+v}{2}\right\|_{p, \nu}^{p^{\prime}} \leq 2^{(p-2) /(p-1)}(1-\delta)^{p^{\prime}}
$$

In conclusion, being again $1 /(p-1)>1$,

$$
\left\|\frac{u+v}{2}\right\|_{E}^{p^{\prime}} \leq 2^{(2-p) /(p-1)}\left(\left\|\frac{\nabla u+\nabla v}{2}\right\|_{p}^{p^{\prime}}+\left\|\frac{u+v}{2}\right\|_{p, \nu}^{p^{\prime}}\right) \leq(1-\delta)^{p^{\prime}}
$$

that is $\|u+v\|_{E} \leq 2(1-\delta)$, as required.
Proposition A.10. Let $\left(u_{n}\right)_{n}, u \in X$ be such that $u_{n} \rightharpoonup u$ in $X$. Then, up to $a$ subsequence, $u_{n} \rightarrow u$ a.e. in $\mathbb{R}^{N}$.

Proof. Let $\left(u_{n}\right)_{n}$ and $u$ be as in the statement. Then, $u_{n} \rightarrow u$ in $L^{p}\left(B_{R}\right)$ for all $R>0$, where $B_{R}=\left\{x \in \mathbb{R}^{N}:|x|<R\right\}$. Indeed, $X \hookrightarrow W^{1, p}\left(B_{R}\right)$, since $0<k_{1} \leq \nu(x) \leq k_{2}$ for a.a. $x \in B_{R}$ and for some positive numbers $k_{1}$ and $k_{2}$ depending only on $R$ by (1.2), and $W^{1, p}\left(B_{R}\right) \hookrightarrow \hookrightarrow L^{s}\left(B_{R}\right)$ for all $s \in\left[1, p^{*}\right)$. In particular, in correspondence to $R=1$ we find a subsequence $\left(u_{1, n}\right)_{n}$ of $\left(u_{n}\right)_{n}$ such that $u_{1, n} \rightarrow u$ a.e. in $B_{1}$. Clearly $u_{1, n} \rightharpoonup u$ in $X$ and so, in correspondence to $R=2$, there exists a subsequence $\left(u_{2, n}\right)_{n}$ of $\left(u_{1, n}\right)_{n}$ such that $u_{2, n} \rightarrow u$ a.e. in $B_{2}$, and so on. The diagonal subsequence $\left(u_{n, n}\right)_{n}$ of $\left(u_{n}\right)_{n}$, constructed by induction, converges to $u$ a.e. in $\mathbb{R}^{N}$ as $n \rightarrow \infty$.

Clearly Proposition A. 10 continues to hold when $X$ is replaced by the larger space $E$, see the proof of Lemma 2.2.

Proposition A.11. The Banach space $(X,\|\cdot\|)$ is reflexive.
Proof. We follow the proof of Proposition 8.1 of [6]. First note that the product space $Y=E \times L^{r}\left(\mathbb{R}^{N} ; h\right)$, endowed with the norm $\|u\|_{Y}=\|u\|_{E}+\|u\|_{r, h}$, is reflexive, being $E$ and $L^{r}\left(\mathbb{R}^{N} ; h\right)$ both uniformly convex by Propositions A. 9 and A.6. Consider now the operator $T: X \rightarrow Y$ defined by $T(u)=(u, u)$. Clearly $T$ is well defined and linear. Moreover $T$ is an isometry, if $X$ is endowed with the equivalent norm $\|u\|_{Y}$. Therefore, $T(X)$ is a closed subspace of the reflexive space $Y$, and so $T(X)$ is reflexive. Consequently, also $\left(X,\|\cdot\|_{Y}\right)$ is reflexive, being isomorphic to a reflexive space. Finally, since reflexivity is preserved under equivalent norms, we conclude that also $(X,\|\cdot\|)$ is reflexive.
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