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#### Abstract

In the first part of this work, we recall variational methods related to invariant sets in $C_{0}^{1}$. In the second part of the work, we consider an elliptic Dirichlet problem in a situation where the origin is a solution around which the nonlinearity has a slope between two consecutive eigenvalues of order larger than 2 and near + infinity the slope of the nonlinearity is smaller than the first eigenvalue. Then we discuss the conditions needed near - infinity in order to ensure the existence of a positive solution and two sign-changing solutions.
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## 1. Introduction

In 1982, H. Höfer [17] considered the problem

$$
\begin{aligned}
-\Delta u=f(u), & \text { in } \Omega, \\
u=0, & \text { on } \partial \Omega,
\end{aligned}
$$

where $\Omega \subset \mathbb{R}^{N}$ is a bounded smooth domain, and proved that if $f \in \mathcal{C}^{1}(\mathbb{R})$ is such that $\left.f(0)=0, f^{\prime}(0) \in\right] \lambda_{i}, \lambda_{i+1}\left[\right.$ for some $i \geq 2$ (where $\lambda_{i}$ denotes the $i$-th eigenvalue of $-\Delta$ on $\left.H_{0}^{1}(\Omega)\right)$ and $\lim \sup _{|u| \rightarrow \infty} \frac{f(u)}{u}<\lambda_{1}$ then the above problem has at least four nontrivial solutions, among them, one positive and one negative.

This result has been generalized in several papers. The fact that the last two solutions are sign-changing was proved using Conley index in [9] (it was proved using variational methods related to invariant sets of the minus gradient flow in $\mathcal{C}_{0}^{1}$ in [19]). In [2], in case $\lim _{|u| \rightarrow \infty} f^{\prime}(u)<\lambda_{1}<\lambda_{2}<f^{\prime}(0)$, the authors prove the existence of three nontrivial solutions: one positive, one negative and one sign-changing wedged between the two others. In [8] using Conley index (see also [20] for an argument based on variational methods related to invariant sets of
the minus gradient flow in $\mathcal{C}_{0}^{1}$ ), the assumption in 0 was generalized considering the situation $\lim _{u \rightarrow 0^{+}} \frac{f(u)}{u}=a$ and $\lim _{u \rightarrow 0^{-}} \frac{f(u)}{u}=b$, with $(a, b)$ above the D'Aujourd'hui curve $\Gamma$ and not on the Fučík spectrum. At last, the restriction $f \in \mathcal{C}^{1}(\mathbb{R})$, made by Höfer in order to obtain the fourth solution, was weakened to $f$ locally Lipschitz in [23].

In the recent paper [26] the authors consider a new direction of generalization. They prove that if $\Omega \subset \mathbb{R}^{N}$ is a bounded smooth domain and $f \in \mathcal{C}^{1}(\bar{\Omega} \times \mathbb{R})$ is such that
(i) the origin is a solution around which the nonlinearity has a slope between two consecutive eigenvalues of order $i \geq 2$, i.e.

$$
f(x, 0)=0 \quad \text { and } \quad \lambda_{i}<f_{u}^{\prime}(x, 0)<\lambda_{i+1} \quad \text { for some } i \geq 2
$$

(ii) in a neighbourhood of $+\infty$, the slope $f(x, u) / u$ is smaller than the first eigenvalue $\lambda_{1}$ i.e.

$$
\limsup _{u \rightarrow+\infty} f(x, u) / u<\lambda_{1} \text { uniformly in } x
$$

(iii) in a neighbourhood of $-\infty$, the slope $f(x, u) / u$ is bounded and strictly above the first eigenvalue i.e.

$$
\lambda_{1}<\liminf _{u \rightarrow-\infty} f(x, u) / u \leq \limsup _{u \rightarrow-\infty} f(x, u) / u<+\infty \text { uniformly in } x
$$

then the problem

$$
\begin{array}{cc}
-\Delta u=f(x, u), & \text { in } \Omega \\
u=0, & \text { on } \partial \Omega \tag{1.1}
\end{array}
$$

has one positive solution and two sign-changing solutions. They also suggest that condition (iii) seems technical and ask if it could be dropped. This is the question we are interested in and that we solve partially in this paper.

In Theorems 4.1 and 4.2 we replace the condition (iii) by requiring that

$$
-\infty<\liminf _{u \rightarrow-\infty} f(x, u) / u \leq \limsup _{u \rightarrow-\infty} f(x, u) / u<+\infty \text { uniformly in } x
$$

In other words, we again require $f$ to be asymptotically linear at $-\infty$ but without restriction on the coefficient.

In Theorem 4.4 we consider the superlinear case for $u \leq 0$. This is done in case $\lambda_{1}$ is, in some appropriate sense, an asymptotically lower bound (not strict) for $f(x, u) / u$ if $u \rightarrow-\infty$. There are mainly three methods to treat the superlinear problems: the method of Rellich-Pohozaev identities and moving planes as introduced in [14], the scaling or blow-up method introduced in [15] and the method of Hardy-Sobolev inequalities as introduced by Brezis and Turner in [3]. An advantage of this third method is that, unlike the other two, it requires only upper bounds on the growth of the nonlinearity and allows $f$ to depend on $x$. As a disadvantage, it does not provide optimal results in terms of growth rate on $f$. Here we use the ideas of this third method, but without requiring $\lambda_{1}<$ $\liminf _{u \rightarrow-\infty} f(x, u) / u$. Hence, from a technical point of view, we do not have an
a priori bound on the part of the solution in the first eigenspace which gives some difficulties.

In Theorem 4.5 we consider the ordinary differential case and require only a lower bound on $f(t, u) / u$ for $u \rightarrow-\infty$ instead of (iii).

Finally in Theorems 4.3 and 4.6 , we consider the case where $f$ depends only on $u$. In that case, the lower bound in (iii) is not required. This implies that for the ordinary autonomous case, condition (iii) is not needed at all. An open question is to know whether such a result still holds for the nonautonomous elliptic case.

In all these results we do not attempt to have the best conditions. Our purpose is mainly to exemplify the variational methods related to invariant sets of the minus gradient flow in $\mathcal{C}_{0}^{1}$. These sets arise naturally in relation with lower and upper solutions. Development of this method is one of the main interest of this paper.

The idea to combine variational methods with invariant sets of the minus gradient flow in $\mathcal{C}_{0}^{1}$ seems to go back to Chang [4-6]. Under the existence of wellordered strict lower and upper solutions $\alpha$ and $\beta$, he proves the existence of a local minimum of the functional and localize it in $\operatorname{int}_{\mathcal{C}_{0}^{1}}\left\{u \in \mathcal{C}_{0}^{1}(\Omega) \mid \alpha \leq u \leq \beta\right\}$. In [19], the authors prove a mountain pass theorem in order intervals in a situation related to the Amann's three solutions theorem and obtain the localization of the critical point of mountain pass type. In [24,25], the authors gives conditions in order to get critical points in the border of the attractive set of invariant sets for the minus gradient flow in $\mathcal{C}_{0}^{1}$. In [11], for an O.D.E., the authors consider the minus gradient flow in $\mathcal{C}_{0}^{1}$ in the non-well ordered lower and upper solutions case and obtain the existence and localization of a solution. All these results define the flow in $\mathcal{C}_{0}^{1}$. This is justified by that fact that sets such as $\{u \in X \mid u \leq \beta\}$ and $\{u \in X \mid u \geq \alpha\}$, where $\alpha$ and $\beta$ are lower and upper solutions that can satisfy the boundary conditions, may have empty interior in the $H_{0}^{1}$-topology. This creates major difficulties. An alternative approach, defining the flow in $H_{0}^{1}$, has been used by Conti et al. [7]. Here we use this point of view of [11].

In Sect. 2, we recall some well known facts about the maximum principle and the first eigenfunction, and give several definitions. Section 3 is devoted to the lower and upper solutions method. After some definitions, we recall the existence result in case the lower and upper solutions are well ordered. This result is well known in other contexts. Then we develop our variational method in the case where the lower and upper solutions are not well ordered. The results of this section are direct extensions of corresponding ones developed in [11] for ordinary differential equations. Finally in Sect. 4, we prove our multiplicity results by applying the theory developed in Sect. 3.

## 2. Preliminaries

Theorem 2.1 (Strong Maximum Principle). Let $\Omega_{1}$ be a bounded domain in $\mathbb{R}^{N}$ with $\partial \Omega_{1}$ of class $\mathcal{C}^{1,1}, p>N$ and $\lambda \geq 0$. If $u \in W^{2, p}\left(\Omega_{1}\right)$ satisfies

$$
-\Delta u+\lambda u \geq 0, \quad \text { in } \Omega_{1}
$$

then $u$ cannot achieve a minimum $m \leq 0$ in $\Omega_{1}$ unless $u$ is constant.
Proof. [30, Theorem 3.27].
Theorem 2.2 (Hopf Boundary Point Lemma). Let $\Omega_{1}$ be a bounded domain in $\mathbb{R}^{N}$ with $\partial \Omega_{1}$ of class $\mathcal{C}^{1,1}, p>N, \lambda \geq 0, x_{0} \in \partial \Omega_{1}$ and $b_{0}$ such that $\left(b_{0} \mid \nu\left(x_{0}\right)\right)>0$ for $\nu\left(x_{0}\right)$ the outward normal at $x_{0}$. If $u \in W^{2, p}\left(\Omega_{1}\right)$ satisfies $-\Delta u+\lambda u \geq 0$ in $\Omega_{1}$ and $u$ achieves a strict local minimum $m \leq 0$ at $x_{0}$, then

$$
\left(b_{0} \mid \nabla u\left(x_{0}\right)\right)<0 .
$$

Proof. [30, Lemma 3.26].
Let $\varphi_{1}$ denote the first eigenfunction of $-\Delta$ on $H_{0}^{1}(\Omega)$. We know that $\varphi_{1}>0$ in $\Omega$ and $\partial_{\nu} \varphi_{1}<0$ on $\partial \Omega$.

Definition 2.1. Given functions $u, v: \bar{\Omega} \rightarrow \mathbb{R}$, we write

- $u \leq v$ if for all $x \in \bar{\Omega}, u(x) \leq v(x)$;
- $u<v$ if $u \leq v$ and $u \neq v$;
- $u \ll v$ if there exists $\epsilon>0$ such that $u+\epsilon \varphi_{1} \leq v$.

Remark 2.1. Defining in $\mathcal{C}_{0}^{1}(\bar{\Omega})$, the order cone $K=\left\{v \in \mathcal{C}_{0}^{1}(\bar{\Omega}) \mid v \geq 0\right\}$, we observe that $u \ll v$ if and only if $v-u \in \operatorname{int}(K)$.

A simple consequence of Theorems 2.1 and 2.2 is the following corollary.
Corollary 2.3. Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}, p>N$ and $\lambda \geq 0$. If $u \in$ $W^{2, p}(\Omega)$ satisfies

$$
\begin{array}{cc}
-\Delta u+\lambda u \geq 0, & \text { in } \Omega \\
u \geq 0, & \text { on } \partial \Omega,
\end{array}
$$

then either $u \equiv 0$ in $\bar{\Omega}$ or $u \gg 0$.
Definition 2.2. We say that a function $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is an $L^{p}$-Carathéodory function if

- for every $u \in \mathbb{R}, f(\cdot, u)$ is measurable on $\Omega$;
- for a.e. $x \in \Omega, f(x, \cdot)$ is continuous on $\mathbb{R}$;
- for each $\rho>0$, there exists $\gamma \in L^{p}(\Omega)$ such that, for all $(x, u) \in \Omega \times[-\rho, \rho]$,

$$
|f(x, u)| \leq \gamma(x)
$$

## 3. Lower and upper solutions

### 3.1. Definitions

We define lower and upper solutions in the following way.
Definition 3.1. A function $\alpha \in W^{2, p}(\Omega)$ is a lower solution of (1.1) if
(i) for a.e. $x \in \Omega,-\Delta \alpha(x) \leq f(x, \alpha(x))$;
(ii) for all $x \in \partial \Omega, \alpha(x) \leq 0$.

Similarly, a function $\beta \in W^{2, p}(\Omega)$ is an upper solution of (1.1) if
(i) for a.e. $x \in \Omega,-\Delta \beta(x) \geq f(x, \beta(x))$;
(ii) for all $x \in \partial \Omega, \beta(x) \geq 0$.

Definition 3.2. A lower solution (resp. an upper solution) of (1.1) is said proper if it is not a solution.

A lower solution $\alpha$ of (1.1) is said strict if, for all $u$ solution of (1.1) with $u \geq \alpha$, we have $u \gg \alpha$.

In a similar way, an upper solution $\beta$ of (1.1) is said strict if, for all $u$ solution of (1.1) with $u \leq \beta$, we have $u \ll \beta$.

Proposition 3.1. Let $f: \Omega \times \mathbb{R}$ be an $L^{p}$-Carathéodory function such that for some $k \geq 0$, for a.e. $x \in \Omega$ and all $u_{1}, u_{2} \in \mathbb{R}$ with $u_{2} \geq u_{1}$,

$$
f\left(x, u_{2}\right)-f\left(x, u_{1}\right) \geq-k\left(u_{2}-u_{1}\right) .
$$

Let $\alpha$ (resp. $\beta$ ) be a proper lower (resp. upper) solution of (1.1). Then $\alpha$ (resp. $\beta$ ) is a strict lower (resp. upper) solution of (1.1).

Proof. Let $u$ be a solution of (1.1) such that $u \geq \alpha$ and define $w=u-\alpha$. Observe that $w$ satisfies

$$
\begin{array}{cc}
-\Delta w+k w \geq f(x, u(x))-f(x, \alpha(x))+k(u(x)-\alpha(x)) \geq 0, & \text { in } \Omega, \\
w \geq 0, & \text { on } \partial \Omega .
\end{array}
$$

Hence we deduce from Corollary 2.3 that $w \gg 0$ which means that $\alpha$ is strict.

### 3.2. Well ordered lower and upper solutions

Theorem 3.2. Let $\alpha_{i} \in W^{2, p}(\Omega)(i=1, \ldots, n)$ and $\beta_{j} \in W^{2, p}(\Omega)(j=1, \ldots, m)$ be respectively lower and upper solutions of (1.1). Assume

$$
\alpha=\max _{i=1, \ldots, n} \alpha_{i} \leq \min _{j=1, \ldots, m} \beta_{j}=\beta .
$$

Define $E=\left\{(x, u) \in \Omega \times \mathbb{R} \mid \min _{i=1, \ldots, n} \alpha_{i} \leq u \leq \max _{j=1, \ldots, m} \beta_{j}\right\}$. Assume $f$ : $E \rightarrow \mathbb{R}$ satisfies $L^{p}$-Carathéodory conditions with $p>N$. Then the problem (1.1) has a minimum solution $u_{\min } \in W^{2, p}(\Omega)$ and a maximum solution $u_{\max } \in W^{2, p}(\Omega)$ in $[\alpha, \beta]$ i.e.

$$
\alpha \leq u_{\min } \leq u_{\max } \leq \beta
$$

and any other solution $u$ of (1.1) such that $\alpha \leq u \leq \beta$ satisfies

$$
u_{\min } \leq u \leq u_{\max } .
$$

Further if $\alpha$ and $\beta$ are strict then for $R>0$ large enough

$$
\operatorname{deg}(I-S, \mathcal{U})=1
$$

where

$$
\mathcal{U}=\left\{u \in \mathcal{C}_{0}^{1}(\bar{\Omega}) \mid \alpha \ll u \ll \beta,\|u\|_{\mathcal{C}_{0}^{1}}<R\right\}
$$

and $S: \mathcal{C}_{0}^{1}(\bar{\Omega}) \rightarrow \mathcal{C}_{0}^{1}(\bar{\Omega})$ is defined by $S u=v$ where $v \in W^{2, p}(\Omega)$ is the unique solution of

$$
\begin{gathered}
-\Delta v=f(x, u), \quad \text { in } \Omega \\
v=0, \\
\text { on } \partial \Omega
\end{gathered}
$$

Proof. This can be proved using ideas developed in $[12]$ in order to adapt to the elliptic case the results of [11, Theorem I-3.2, I-2.4, III-2.8].

Remark 3.1. In case $N=1$, we can work with $L^{1}$-Carathéodory functions. See [11] for details.

### 3.3. Non well ordered lower and upper solutions

3.3.1. The minus gradient flow. We shall define the minus gradient flow using the following assumptions:
(H) (i) for some $p>N, f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}:(x, u) \mapsto f(x, u)$ is an $L^{p}$-Carathéodory function, locally Lipschitz in $u$ uniformly in $x$;
(ii) there exists $m \in \mathbb{R}^{+}$such that $f(x, u)+m u$ is increasing in $u$;
(iii) if $N>2$ (resp. $N=2$ ), there exist $a>0$ and $\gamma \in] 1, \frac{N+2}{N-2}[$ (resp. $\gamma \in] 1,+\infty\left[\right.$ ) and $d \in L^{p}(\Omega)$ such that for all $(x, u) \in \Omega \times \mathbb{R}$ we have

$$
|f(x, u)| \leq a|u|^{\gamma}+d(x)
$$

Remark 3.2. In case $N=1$, we can work with $L^{1}$-Carathéodory functions locally Lipschitz in $u$ uniformly in $x$, satisfying (ii). See [11] for details.

Now, let us define on $H_{0}^{1}(\Omega)$ the scalar product

$$
(u, v)_{H_{0}^{1}}=\int_{\Omega}[\nabla u(x) \nabla v(x)+m u(x) v(x)] d x
$$

and let

$$
F(x, u)=\int_{0}^{u} f(x, s) d s
$$

It is then easy to see that the functional

$$
\begin{equation*}
\phi: H_{0}^{1}(\Omega) \rightarrow \mathbb{R}, \quad u \mapsto \int_{\Omega}\left[\frac{|\nabla u(x)|^{2}}{2}-F(x, u(x))\right] d x \tag{3.2}
\end{equation*}
$$

is of class $\mathcal{C}^{1}$ and

$$
\begin{equation*}
\nabla \phi(u)=u-A(u) \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
A: H_{0}^{1}(\Omega) \rightarrow H_{0}^{1}(\Omega), \quad u \mapsto A u \tag{3.4}
\end{equation*}
$$

and $v:=A u$ is defined to be the unique solution of

$$
\begin{array}{cc}
-\Delta v+m v=f(x, u)+m u, & \text { in } \Omega \\
v=0, & \text { on } \partial \Omega
\end{array}
$$

Let us notice at last that if Assumptions (H) are satisfied, the function

$$
\nabla \phi: \mathcal{C}_{0}^{1}(\bar{\Omega}) \rightarrow \mathcal{C}_{0}^{1}(\bar{\Omega})
$$

defined from (3.3) is locally lipschitzian. Next, we define a $\mathcal{C}^{1}$-function $\psi_{r}: \mathbb{R} \rightarrow$ $[0,1]$ such that $\psi_{r}(s)=1$ if $s \geq r$ and $\psi_{r}(s)=0$ if $s \leq r-1$.

We consider then the Cauchy problem

$$
\begin{align*}
\frac{d}{d t} u & =-\psi_{r}(\phi(u)) \nabla \phi(u)=-\psi_{r}(\phi(u))(u-A(u))  \tag{3.5}\\
u(0) & =u_{0}
\end{align*}
$$

where $u_{0} \in \mathcal{C}_{0}^{1}(\bar{\Omega})$. From the theory of ordinary differential equations, we know that the solution $u\left(\cdot ; u_{0}\right)$ of (3.5) exists, is unique, and is defined in the future on a maximal interval $\left[0, \omega\left(u_{0}\right)\left[\right.\right.$. We also know that for any $t \in\left[0, \omega\left(u_{0}\right)[\right.$, the function $u(t ; \cdot): \mathcal{C}_{0}^{1}(\bar{\Omega}) \rightarrow \mathcal{C}_{0}^{1}(\bar{\Omega})$ is continuous. We call the minus gradient flow the local dynamical system defined on $\mathcal{C}_{0}^{1}(\bar{\Omega})$ by $u\left(t ; u_{0}\right)$.

A first result shows that the solutions of (3.5) are defined for all $t \geq 0$.
Proposition 3.3. Let Assumptions $(H)$ be satisfied and $u\left(t ; u_{0}\right)$ be the minus gradient flow defined for some $r \in \mathbb{R}$. Then for any $u_{0} \in \mathcal{C}_{0}^{1}(\bar{\Omega})$ we have $\omega\left(u_{0}\right)=+\infty$.

Proof. The proof follows the line of [11, Proposition IV-3.1] together with a bootstrap argument that can be found for example in [21].
3.3.2. Invariant sets. An important property of the cones

$$
\begin{equation*}
C_{\alpha}=\left\{u \in \mathcal{C}_{0}^{1}(\bar{\Omega}) \mid u \gg \alpha\right\} \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
C^{\beta}=\left\{u \in \mathcal{C}_{0}^{1}(\bar{\Omega}) \mid u \ll \beta\right\}, \tag{3.7}
\end{equation*}
$$

which are associated to lower and upper solutions $\alpha$ and $\beta$ of (1.1) is that they are positively invariant. To make this precise, let us introduce the following definitions.

Definition 3.3. Let $u\left(t ; u_{0}\right)$ be the minus gradient flow defined for some $r \in \mathbb{R}$. A nonempty set $M \subset \mathcal{C}_{0}^{1}(\bar{\Omega})$ is called a positively invariant set if

$$
\forall u_{0} \in M, \forall t \geq 0, \quad u\left(t ; u_{0}\right) \in M
$$

As a first example, notice that the set

$$
\phi^{c}=\left\{u \in \mathcal{C}_{0}^{1}(\bar{\Omega}) \mid \phi(u)<c\right\}
$$

is positively invariant. Also, unions and intersections of positively invariant sets are positively invariant.

Proposition 3.4. Let Assumptions $(H)$ be satisfied and $u\left(t ; u_{0}\right)$ be the minus gradient flow defined for some $r \in \mathbb{R}$.

Assume $\alpha \in W^{2, p}(\Omega)$ is a lower solution of (1.1). Then the set $C_{\alpha}$ defined from (3.6) is positively invariant.

Similarly, if $\beta \in W^{2, p}(\Omega)$ is an upper solution of (1.1), the set $C^{\beta}$ defined from (3.7) is positively invariant.

Proof. See [11, Proposition IV-3.3].
3.3.3. Non well-ordered lower and upper solutions. The first result of this section provides Palais-Smale type sequences from non well-ordered lower and upper solutions. As usual, this proposition gives a solution of (1.1) with the help of the Palais-Smale condition.

In order to obtain existence of solutions of (1.1), we need to prove that the sequence $\left(u\left(t_{n} ; u_{0}\right)\right)_{n}$ converges toward such a solution, which holds true in case we assume the Palais-Smale Condition (PS).

Recall that the functional $\phi: X \rightarrow \mathbb{R}$ satisfies the Palais-Smale Condition $(P S)$ if for every sequence $\left(u_{n}\right)_{n} \subset X$ such that $\phi\left(u_{n}\right)$ is bounded and $\nabla \phi\left(u_{n}\right) \rightarrow 0$, there exists a subsequence that converges to some function $u \in X$.

Theorem 3.5. Let Assumptions $(H)$ be satisfied. Suppose that $\alpha$ and $\beta \in W^{2, p}(\Omega)$ are lower and upper solutions of (1.1) with $\alpha \not \leq \beta$. Define $C_{\alpha}$ and $C^{\beta}$ from (3.6) and (3.7),

$$
\begin{gather*}
\Gamma=\left\{\gamma \in \mathcal{C}\left([0,1], \mathcal{C}_{0}^{1}(\bar{\Omega})\right) \mid \gamma(0) \in C^{\beta}, \gamma(1) \in C_{\alpha}\right\}  \tag{3.8}\\
T_{\gamma}=\left\{s \in[0,1] \mid \gamma(s) \in \mathcal{C}_{0}^{1}(\bar{\Omega}) \backslash\left(C^{\beta} \cup C_{\alpha}\right)\right\}
\end{gather*}
$$

and assume

$$
c:=\inf _{\gamma \in \Gamma} \max _{s \in T_{\gamma}} \phi(\gamma(s)) \in \mathbb{R}
$$

where $\phi(u)$ is defined from (3.2). At last, let $u\left(t ; u_{0}\right)$ be the minus gradient flow defined with $r=c-1$.

Then, for any $\delta \in] 0,1\left[\right.$, there exists $u_{0} \in \mathcal{C}_{0}^{1}(\bar{\Omega})$ such that

$$
\forall t>0, \quad u\left(t ; u_{0}\right) \in \phi^{-1}([c-\delta, c+\delta]) \backslash\left(C^{\beta} \cup C_{\alpha}\right)
$$

and there exists an increasing unbounded sequence $\left(t_{n}\right)_{n} \subset \mathbb{R}^{+}$such that

$$
\nabla \phi\left(u\left(t_{n} ; u_{0}\right)\right) \xrightarrow{H_{0}^{1}} 0 \quad \text { as } n \rightarrow \infty
$$

If moreover the Palais-Smale Condition (PS) is satisfied, then there exists $v \in \mathcal{C}_{0}^{1}(\bar{\Omega}) \backslash\left(C^{\beta} \cup C_{\alpha}\right)$ solution of (1.1) such that $\phi(v)=c$.

Proof. The first part of the result can be proved as in [11, Proposition IV-3.4]. The second part is proved following the ideas of [11, Theorem IV-3.5] together with a bootstrap argument that can be found for example in [21].

## 4. Multiplicity results

In this section we will apply the previous results on a modified problem. Hence we can assume weaker condition than (H).
$\left(H^{\prime}\right) \quad$ Let $p>N$ and $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}:(x, u) \mapsto f(x, u)$ be an $L^{p}$-Carathéodory function, locally $L^{\infty}$-Lipschitz in $u$ uniformly in $x$.

Remark 4.1. As in the previous section, in case $N=1$, we can work with $L^{1}$ Carathéodory functions locally Lipschitz in $u$ uniformly in $x$.

We denote by $\lambda_{k}$ the $k$-th eigenvalue of $-\Delta$ on $H_{0}^{1}(\Omega)$ and $\varphi_{k}$ the corresponding eigenfunction with $\left\|\varphi_{k}\right\|_{\infty}=1$.

Theorem 4.1. Let Assumptions $\left(H^{\prime}\right)$ be satisfied and assume
(i) there exist $\lambda>\lambda_{2}$ and $\delta>0$ such that for a.e. $x \in \Omega$ and all $u \in[-\delta, \delta] \backslash\{0\}$,

$$
\frac{f(x, u)}{u} \geq \lambda
$$

(ii) there exist $\mu<\lambda_{1}$ and $R>0$ such that for a.e. $x \in \Omega$ and all $u \geq R$,

$$
\frac{f(x, u)}{u} \leq \mu
$$

(iii) there exist $a<0<b$ and $R^{\prime}>0$ such that for a.e. $x \in \Omega$ and all $u \leq-R^{\prime}$,

$$
a \leq \frac{f(x, u)}{u} \leq b
$$

Then the problem (1.1) has at least two nontrivial solutions: one positive and the other one sign-changing.

Proof. Step 1-There exists $\beta_{1} \gg 0$ which is a proper upper solution of (1.1). Let $h \in L^{p}(\Omega)$ be such that $h \geq 0$ and for a.e. $x \in \Omega$ and all $u \geq 0$,

$$
f(x, u)<\mu u+h(x) .
$$

Define then $\beta_{1}$ to be the solution of

$$
\begin{array}{cc}
-\Delta u=\mu u+h(x), & \text { in } \Omega, \\
u=0, & \text { on } \partial \Omega .
\end{array}
$$

As $\mu<\lambda_{1}$ and $h \geq 0$ we have from the maximum principle and the KreinRutmann theorem that $\beta_{1} \gg 0$ and

$$
\begin{array}{cc}
-\Delta \beta_{1}(x)=\mu \beta_{1}(x)+h(x)>f\left(x, \beta_{1}(x)\right), & \text { in } \Omega \\
\beta_{1}=0, & \text { on } \partial \Omega
\end{array}
$$

i.e. $\beta_{1} \gg 0$ is a proper upper solution.

Step 2-For every nontrivial nonnegative solution $u$ of (1.1) we have $u \geq \delta \varphi_{1}$. Let $u^{*}$ be a nontrivial nonnegative solution of (1.1) and define $\eta=\max \{\tau \geq 0 \mid$ $\left.u^{*}-\tau \varphi_{1} \geq 0\right\}$.

Observe first that, as $f$ is locally $L^{\infty}$-Lipschitz in $u$ uniformly in $x$, we have $k>0$ such that

$$
\begin{array}{cc}
-\Delta u^{*}+k u^{*}=f\left(x, u^{*}\right)+k u^{*} \geq f(x, 0)=0, & \text { in } \Omega, \\
u^{*}=0, & \text { on } \partial \Omega .
\end{array}
$$

Hence, by Corollary 2.3, $u^{*} \gg 0$ and $\eta>0$.
Assume now that $\eta<\delta$. By definition of $\eta$, two cases may occur.

If there exists $x_{0} \in \Omega$ such that $u^{*}\left(x_{0}\right)-\eta \varphi_{1}\left(x_{0}\right)=0$ then there exists $\Omega_{1} \subset \Omega$ such that $x_{0} \in \Omega_{1}, u^{*}(x) \leq \delta$ on $\Omega_{1}$ and a.e. in $\Omega_{1}$

$$
\begin{aligned}
-\Delta\left(u^{*}-\eta \varphi_{1}\right)(x)=f\left(x, u^{*}(x)\right)-\eta \lambda_{1} \varphi_{1}(x) & \geq \lambda u^{*}(x)-\eta \lambda_{1} \varphi_{1}(x) \\
& >\lambda_{1}\left(u^{*}-\eta \varphi_{1}\right)(x) \geq 0 .
\end{aligned}
$$

By the maximum principle $u^{*}-\eta \varphi_{1}=0$ on $\Omega_{1}$ which contradicts the above strict inequality.

If not, by definition of $\eta$, there exists $x_{0} \in \partial \Omega$ with $\partial_{\nu}\left(u^{*}-\eta \varphi_{1}\right)\left(x_{0}\right)=0$ and there exists $\Omega_{1} \subset \Omega$ such that $u^{*} \leq \delta$ on $\Omega_{1}$. As above we have $-\Delta\left(u^{*}-\eta \varphi_{1}\right)>0$ on $\Omega_{1}$ which contradicts the Hopf maximum principle.
Step 3-For every nontrivial nonpositive solution $u$ of (1.1) we have $u \leq-\delta \varphi_{1}$. The proof is similar to the one of Step 2.
Step 4-Existence of proper lower and upper solutions $\alpha_{1}$ and $\beta_{2}$ with $-\delta \varphi_{1} \leq$ $\beta_{2} \ll 0 \ll \alpha_{1} \leq \delta \varphi_{1}$. Fix $\epsilon>0$ small enough so that $\epsilon<\min \left\{\delta / 4, \lambda-\lambda_{2}\right\}$ and $4 \epsilon \varphi_{1} \ll \beta_{1}$. It is easy to see that $\beta_{2}=-\epsilon \varphi_{1}$ and $\alpha_{1}=\epsilon \varphi_{1}$ are respectively proper upper and lower solutions of (1.1) since

$$
\begin{gathered}
-\Delta \beta_{2}(x)=-\epsilon \lambda_{1} \varphi_{1}(x)>f\left(x,-\epsilon \varphi_{1}(x)\right)=f\left(x, \beta_{2}(x)\right), \\
-\Delta \alpha_{1}(x)=\epsilon \lambda_{1} \varphi_{1}(x)<f\left(x, \epsilon \varphi_{1}(x)\right)=f\left(x, \alpha_{1}(x)\right) .
\end{gathered}
$$

Step 5-Existence of a positive solution By construction we have lower and upper solutions $\alpha_{1}$ and $\beta_{1}$ of (1.1) with $\alpha_{1} \leq \beta_{1}$. Hence, by Theorem 3.2 there is a solution $u_{1}$ of (1.1) with $\alpha_{1} \leq u_{1} \leq \beta_{1}$. As $\alpha_{1} \gg 0$ we have $u_{1} \gg 0$.
Step 6-The modified problem. Consider the modified problem

$$
\begin{array}{cc}
-\Delta u=f_{r}(x, u) & \text { in } \Omega \\
u=0, & \text { on } \partial \Omega \tag{4.9}
\end{array}
$$

where

$$
\begin{aligned}
f_{r}(x, u) & =0, & & \text { if } u<-r-1, \\
& =(1+r+u) f(x, u), & & \text { if }-r-1 \leq u<-r, \\
& =f(x, u), & & \text { if }-r \leq u \leq \beta_{1}(x), \\
& =f\left(x, \beta_{1}(x)\right), & & \text { if } u>\beta_{1}(x) .
\end{aligned}
$$

Observe that, by the maximum principle as in Theorem 3.2, every solution $u$ of (4.9) satisfies $u \leq \beta_{1}$.

Claim: There exists $K>0$ such that for all $r>K$ and all solutions $u$ of (4.9) with $u \notin C^{\beta_{2}} \cup C_{\alpha_{1}}$ we have $\|u\|_{\mathcal{C}^{1}}<K$. By assumption (H') and (iii), there exists $\gamma \in L^{p}(\Omega)$ such that, for all $r$

$$
f_{r}(x, u)=-g_{r}(x, u) u^{-}+h_{r}(x, u),
$$

with

$$
\begin{array}{r}
a \leq g_{r}(x, u) \leq b, \\
\left|h_{r}(x, u)\right| \leq \gamma(x) .
\end{array}
$$

Assume by contradiction there exist sequences $\left(r_{n}\right)_{n}$ and $\left(u_{n}\right)_{n} \notin C^{\beta_{2}} \cup C_{\alpha_{1}}$, where $r_{n} \geq n$ and $u_{n}$ is a solution of (4.9) with $r=r_{n}$ such that $\left\|u_{n}\right\|_{\mathcal{C}^{1}} \geq n$.

Consider now the functions $v_{n}=u_{n} /\left\|u_{n}\right\|_{\mathcal{C}^{1}}$ which solve the problems

$$
\begin{array}{cc}
-\Delta v_{n}=-g_{r_{n}}\left(x, u_{n}\right) v_{n}^{-}+\frac{h_{r_{n}}\left(x, u_{n}\right)}{\left\|u_{n}\right\|_{\mathcal{C}^{1}}}, & \text { in } \Omega, \\
v_{n}=0, & \text { on } \partial \Omega .
\end{array}
$$

Going to subsequence, we can assume that

$$
g_{r_{n}}\left(\cdot, u_{n}\right) \rightharpoonup q \text { in } L^{p}(\Omega),
$$

with $a \leq q \leq b$,

$$
\frac{h_{r_{n}}\left(\cdot, u_{n}\right)}{\left\|u_{n}\right\|_{\mathcal{C}^{1}}} \rightarrow 0 \text { in } L^{p}(\Omega)
$$

$v_{n}$ is bounded in $W^{2, p}(\Omega)$ and hence

$$
v_{n} \rightharpoonup v \text { in } W^{2, p}(\Omega) \quad \text { and } \quad v_{n} \rightarrow v \text { in } \mathcal{C}_{0}^{1}(\bar{\Omega}) \text { with }\|v\|_{\mathcal{C}^{1}}=1 .
$$

As $u_{n} \leq \beta_{1}$, we deduce that $v \leq 0$ is a solution of

$$
\begin{gathered}
-\Delta v=-q v^{-}, \quad \text { in } \Omega, \\
v=0, \quad \text { on } \partial \Omega
\end{gathered}
$$

Hence we have

$$
\begin{array}{cc}
-\Delta v-a v=(q-a) v \leq 0, & \text { in } \Omega, \\
v=0, & \text { on } \partial \Omega
\end{array}
$$

which implies $v \ll 0$ by Corollary 2.3.
By [16, Lemma 3.1], there exist $C_{1}, C_{2}>0$ such that, for any $n$ large enough, $v_{n} \leq C_{1} v$ and $C_{2} v \ll \beta_{2}$. As $v_{n}=u_{n} /\left\|u_{n}\right\|_{\mathcal{C}^{1}}$ this implies that, for $n$ large enough, $u_{n} \ll \beta_{2}$ which contradict the assumption $u_{n} \notin C^{\beta_{2}} \cup C_{\alpha_{1}}$.

Now let $r>K$ be fixed and consider the modified functional

$$
\phi_{r}(u)=\int_{\Omega}\left[\frac{|\nabla u(x)|^{2}}{2}-F_{r}(x, u(x))\right] d x
$$

with $F_{r}(x, u)=\int_{0}^{u} f_{r}(x, \xi) d \xi$. Observe that $f_{r}$ satisfies assumption $(\mathrm{H})$ and that, by Proposition 3.1, every proper lower (resp. upper) solution of (4.9) is strict. In particular $\alpha_{1}$ is strict and $u_{1} \gg \alpha_{1}$.
Step 7-Existence of a second nontrivial solution. We apply Theorem 3.5 on $\phi_{r}$ with $\alpha=\alpha_{1}$ and $\beta=\beta_{2}$. Observe that as $\phi_{r}$ is coercive, it satisfies the PalaisSmale Condition and $c \in \mathbb{R}$. This observation proves the existence of a solution $u_{2} \in \mathcal{C}_{0}^{1}(\bar{\Omega}) \backslash\left(C^{\beta_{2}} \cup C_{\alpha_{1}}\right)$, i.e. $u_{2} \neq u_{1}$. The main problem is to see that $u_{2}$ is not the trivial solution. To this aim, we prove that $c=\phi_{r}\left(u_{2}\right)<0=\phi_{r}(0)$.

Define $\Gamma$ from (3.8), with $\alpha=\alpha_{1}, \beta=\beta_{2}$, and $\gamma \in \Gamma$ by

$$
\gamma(s)=2 \epsilon\left[(2 s-1) \varphi_{1}+(1-|2 s-1|) \varphi_{2}\right] .
$$

Observe that

$$
\begin{aligned}
\gamma(0) & =-2 \epsilon \varphi_{1} \ll \beta_{2}, \quad \gamma(1)=2 \epsilon \varphi_{1} \gg \alpha_{1} \\
-4 \varepsilon \varphi_{1} & \leq \gamma(s) \leq 4 \varepsilon \varphi_{1} \ll \beta_{1} \quad \text { for all } s \in[0,1] .
\end{aligned}
$$

Moreover we have

$$
\begin{aligned}
\phi_{r}(\gamma(s))= & \int_{\Omega}\left[2 \epsilon^{2}\left[(2 s-1)^{2} \nabla \varphi_{1}^{2}(x)+(1-|2 s-1|)^{2} \nabla \varphi_{2}^{2}(x)\right]\right. \\
& \left.-F_{r}\left(x, 2 \epsilon\left[(2 s-1) \varphi_{1}(x)+(1-|2 s-1|) \varphi_{2}(x)\right]\right)\right] d x \\
\leq & \int_{\Omega}\left[2 \epsilon^{2}\left[(2 s-1)^{2} \lambda_{1} \varphi_{1}^{2}(x)+(1-|2 s-1|)^{2} \lambda_{2} \varphi_{2}^{2}(x)\right]\right. \\
& \left.-\lambda 2 \epsilon^{2}\left[(2 s-1) \varphi_{1}(x)+(1-|2 s-1|) \varphi_{2}(x)\right]^{2}\right] d x \\
\leq & 2 \epsilon^{2}|\Omega|\left[(2 s-1)^{2}\left(\lambda_{1}-\lambda\right)+(1-|2 s-1|)^{2}\left(\lambda_{2}-\lambda\right)\right] \\
\leq & 2 \epsilon^{2}|\Omega|\left[(2 s-1)^{2}+(1-|2 s-1|)^{2}\right]\left(\lambda_{2}-\lambda\right) \\
\leq & -\epsilon^{3}|\Omega|
\end{aligned}
$$

Hence, by definition of $c$, we have $c \leq-\epsilon^{3}|\Omega|<0$, which implies the second solution $u_{2}$ is nontrivial.
Step 8 -The function $u_{2}$ changes sign. Assume $u_{2}>0$, then by Step $2 u_{2} \geq \delta \varphi_{1} \geq$ $\alpha_{1}$ which contradicts the localization of $u_{2}$. We prove in a similar way that $u_{2}$ cannot be nonpositive. Therefore $u_{2}$ changes sign.

An additional solution can be obtained combining variational method and degree theory. Here we impose that the slope $\frac{f(x, u)}{u}$ lies between two consecutive eigenvalues for small values of $u$.

Theorem 4.2. Assume that $f \in \mathcal{C}^{1}(\bar{\Omega} \times \mathbb{R})$ satisfies
( $i^{\prime}$ ) there exist $p, q, k \geq 2(k \in \mathbb{N})$ and $\delta>0$ such that for a.e. $x \in \Omega$ and all $u \in[-\delta, \delta] \backslash\{0\}$,

$$
\lambda_{k}<p \leq \frac{f(x, u)}{u} \leq q<\lambda_{k+1}
$$

(ii) there exist $\mu<\lambda_{1}$ and $R>0$ such that for a.e. $x \in \Omega$ and all $u \geq R$,

$$
\frac{f(x, u)}{u} \leq \mu
$$

(iii) there exist $a<0<b$ and $R^{\prime}>0$ such that for a.e. $x \in \Omega$ and all $u \leq-R^{\prime}$,

$$
a \leq \frac{f(x, u)}{u} \leq b
$$

Then the problem (1.1) has at least three nontrivial solutions $u_{i}$ : one positive and two sign-changing.

Proof. Part 1-Modified problem. As in the proof of Theorem 4.1, we choose a lower solutions $\alpha_{1}$ and upper solutions $\beta_{i}$ such that

$$
-\delta \varphi_{1} \ll \beta_{2}=-\varepsilon \varphi_{1}, \quad \alpha_{1}=\varepsilon \varphi_{1} \ll \delta \varphi_{1} \quad \text { and } \quad \alpha_{1} \ll \beta_{1}
$$

where $\varepsilon \in] 0, \delta[$. Moreover as in that proof we have a constant $K>0$ such that for all $r>K$ and all solutions $u \notin C^{\beta_{2}} \cup C_{\alpha_{1}}$ of (4.9) we have $\|u\|_{\mathcal{C}^{1}}<K$ and moreover $u \leq \beta_{1}$. Hence we consider the problem (4.9) with $r>K$. Observe that
$\alpha_{2}=-r-2$ is a lower solution of that problem with $\alpha_{2} \ll \beta_{2}$. From Theorem 3.2 , the problem (4.9) has two solutions $u_{2} \leq \beta_{2}$ and $u_{1} \geq \alpha_{1}$ such that $u_{2}$ is the maximum solution in $\left[\alpha_{2}, \beta_{2}\right]$ and $u_{1}$ is the minimum solution in $\left[\alpha_{1}, \beta_{1}\right]$ of (4.9). Moreover we can prove as in the proof of Steps 2 and 3 of Theorem 4.1 that

$$
u_{2} \leq-\delta \varphi_{1} \quad \text { and } \quad u_{1} \geq \delta \varphi_{1}
$$

Consider now the modified problem

$$
\begin{gather*}
-\Delta u=\bar{f}(x, u), \quad \text { in } \Omega, \\
u=0, \quad \text { on } \partial \Omega, \tag{4.10}
\end{gather*}
$$

where

$$
\begin{aligned}
\bar{f}(x, u) & =f_{r}\left(x, u_{2}(x)\right), & & \text { if } u<u_{2}(x), \\
& =f_{r}(x, u), & & \text { if } u_{2}(x) \leq u<u_{1}(x), \\
& =f_{r}\left(x, u_{1}(x)\right), & & \text { if } u_{1}(x) \leq u
\end{aligned}
$$

and the corresponding functional

$$
\bar{\phi}(u)=\int_{\Omega}\left[\frac{|\nabla u(x)|^{2}}{2}-\bar{F}(x, u(x))\right] d x
$$

with $\bar{F}(x, u)=\int_{0}^{u} \bar{f}(x, s) d s$. Observe that $\bar{f}$ satisfies conditions (H) with $m$ given by the locally $L^{\infty}$-Lipschitz condition of $f$ on $\left[\min u_{2}, \max u_{1}\right]$. By the maximum principle as in Theorem 3.2, it is easy to see that every solution $u$ of (4.10) satisfies $u_{2} \leq u \leq u_{1}$ and is a solution of (4.9). Moreover, by extremality of $u_{1}$ and $u_{2}$, every solution $u$ of (4.10) but $u_{1}$ and $u_{2}$ satisfies $u \notin C^{\beta_{2}} \cup C_{\alpha_{1}}$ and therefore, by the choice of $r$, is a solution of (1.1).

As in the proof of Theorem 4.1, we see that the problem (4.10) has a third solution $u_{3} \neq 0$, which changes sign and is such that

$$
\bar{\phi}\left(u_{3}\right)=\inf _{\gamma \in \Gamma} \max _{s \in T_{\gamma}} \bar{\phi}(\gamma(s))<0
$$

where $\Gamma$ and $T_{\gamma}$ are defined from (3.8). Notice also that $\bar{\phi}$ satisfies the Palais-Smale Condition.
Part 2-Existence of a further nontrivial solution $u_{4}$. Assume by contradiction that the only solutions of (4.10) are $u_{1}, u_{2}, u_{3}$ and 0 . As $u_{2}-1$ and $\alpha_{1}$ are strict lower solutions of (4.10) and $\beta_{2}$ and $u_{1}+1$ are strict upper solutions of (4.10), we have, by Theorem 3.2,

$$
\operatorname{deg}\left(I-\bar{A}, \Omega_{1}\right)=1 \quad \text { and } \quad \operatorname{deg}\left(I-\bar{A}, \Omega_{2}\right)=1
$$

where, for $R$ large enough,

$$
\begin{aligned}
& \Omega_{1}=\left\{u \in \mathcal{C}_{0}^{1}(\bar{\Omega}) \mid u_{2}-1 \ll u \ll \beta_{2},\|u\|_{\mathcal{C}^{1}}<R\right\}, \\
& \Omega_{2}=\left\{u \in \mathcal{C}_{0}^{1}(\bar{\Omega}) \mid \alpha_{1} \ll u \ll u_{1}+1,\|u\|_{\mathcal{C}^{1}}<R\right\},
\end{aligned}
$$

and $\bar{A}$ is defined from

$$
\bar{A}: \mathcal{C}_{0}^{1} \rightarrow \mathcal{C}_{0}^{1}(\bar{\Omega}), u \mapsto \bar{A} u
$$

where $v:=\bar{A} u$ is the unique solution of

$$
\begin{array}{cc}
-\Delta v=\bar{f}(x, u), & \text { in } \Omega, \\
v=0, & \text { on } \partial \Omega .
\end{array}
$$

Suppose $\bar{\phi}\left(u_{1}\right) \geq \bar{\phi}\left(u_{2}\right)$, a similar argument holds if $\bar{\phi}\left(u_{2}\right)>\bar{\phi}\left(u_{1}\right)$. As the only critical points are $\left\{u_{1}, u_{2}, u_{3}, 0\right\}$, by [13, Theorem 5.10] (see also [11, Theorem A-2.4]), there exists $\gamma>0$ such that

$$
\inf \left\{\bar{\phi}(u) \mid\left\|u-u_{1}\right\|_{H_{0}^{1}}=\gamma\right\}>\bar{\phi}\left(u_{1}\right) .
$$

Next, by [28, Theorem 4.10] and [18] (see also [11, Theorem A-2.3]), there is a critical point of mountain pass type. As $k \geq 2$, it cannot be 0 . Hence this point is $u_{3}$ and from [18] and [1] (see also [6, Corollary 2-3.1] and [11, Theorem A-2.6, Corollary A-2.7]) and [11, Theorem A-1.7], there exists $\varepsilon>0$ such that

$$
\operatorname{deg}\left(I-\bar{A}, B\left(u_{3}, \varepsilon\right)\right)=-1
$$

Moreover, as $\bar{A}\left(\mathcal{C}_{0}^{1}(\bar{\Omega})\right) \subset B(0, \bar{R})$ for some $\bar{R}>0$,

$$
\operatorname{deg}(I-\bar{A}, B(0, \bar{R}))=1
$$

Let us prove next that, for $r$ small enough,

$$
|\operatorname{deg}(I-\bar{A}, B(0, r))|=1
$$

Consider the homotopy

$$
\begin{array}{cc}
-\Delta u=s \bar{f}(x, u)+(1-s)^{\frac{p+q}{2} u=0,} & \text { in } \Omega  \tag{4.11}\\
u=0, & \text { on } \partial \Omega .
\end{array}
$$

Notice that for a.e. $x \in \bar{\Omega}$ and all $u \in\left[\max \left(-\delta, u_{2}(x)\right), \min \left(u_{1}(x), \delta\right)\right]$

$$
\lambda_{k}<p \leq s \frac{\bar{f}(x, u)}{u}+(1-s) \frac{p+q}{2} \leq q<\lambda_{k+1}
$$

Any solution $u$ of (4.11) is such that

$$
\begin{array}{cc}
-\Delta u=P(x) u, & \text { in } \Omega, \\
u=0, & \text { on } \partial \Omega .
\end{array}
$$

with

$$
P(x):=s \frac{\bar{f}(x, u(x))}{u(x)}+(1-s) \frac{p+q}{2} .
$$

We can find $r>0$ small enough such that if $u \in \partial B(0, r)$ we have $P(x) \in[p, q] \subset$ $] \lambda_{k}, \lambda_{k+1}[$ for $x \in \Omega$. By eigenvalue comparison, we conclude that $u \equiv 0$. Hence, using [27, p. 66] or [29, vol. 2, p. 185] and the homotopy invariance of the degree, we obtain

$$
|\operatorname{deg}(I-\bar{A}, B(0, r))|=1
$$

We come now to the contradiction

$$
\begin{aligned}
\operatorname{deg}(I-\bar{A}, B(0, \bar{R}))= & \operatorname{deg}\left(I-\bar{A}, \Omega_{1}\right)+\operatorname{deg}\left(I-\bar{A}, \Omega_{2}\right) \\
& +\operatorname{deg}\left(I-\bar{A}, B\left(u_{3}, \varepsilon\right)\right)+\operatorname{deg}(I-\bar{A}, B(0, r)) \\
= & 1+1-1 \pm 1 \neq 1,
\end{aligned}
$$

which proves the existence of an additional nontrivial solution $u_{4}$ of (4.10). Recall that such a solution lies in $\left[u_{1}, u_{2}\right]$ and from the definition of $u_{1}$ and $u_{2}$, we have $u_{4} \notin C^{\beta_{2}} \cup C_{\alpha_{1}}$ and $u_{4}$ is a solution of (1.1). Arguing as in Theorem 4.1, we prove then that this solution changes sign too.

In case $f$ is independent of $x$, we do not need the lower bound on $f(u) / u$ for $u \leq-R^{\prime}$ in Theorems 4.1 and 4.2.

Theorem 4.3. Let $f: \mathbb{R} \rightarrow \mathbb{R}: u \mapsto f(u)$ be a locally Lipschitz continuous function. Assume
(i) there exist $\lambda>\lambda_{2}$ and $\delta>0$ such that for all $u \in[-\delta, \delta] \backslash\{0\}$,

$$
\frac{f(u)}{u} \geq \lambda
$$

(ii) there exist $\mu<\lambda_{1}$ and $R>0$ such that for all $u \geq R$,

$$
\frac{f(u)}{u} \leq \mu
$$

(iv) there exist $b>0$ and $R^{\prime}>0$ such that for all $u \leq-R^{\prime}$,

$$
\frac{f(u)}{u} \leq b
$$

Then the problem

$$
\begin{array}{cc}
-\Delta u=f(u), & \text { in } \Omega, \\
u=0, & \text { on } \partial \Omega \tag{4.12}
\end{array}
$$

has at least two nontrivial solutions: one positive and the other one sign-changing.
If moreover $f \in \mathcal{C}^{1}(\mathbb{R})$ and there exist $p, q, k \geq 2(k \in \mathbb{N})$ and $\delta>0$ such that for all $u \in[-\delta, \delta] \backslash\{0\}$,

$$
\lambda_{k}<p \leq \frac{f(u)}{u} \leq q<\lambda_{k+1}
$$

then the problem (4.12) has a second sign-changing solution.
Proof. As in the proof of Theorem 4.1, we have proper upper solutions $\beta_{i}(i=1,2)$ and a proper lower solution $\alpha_{1}$ such that

$$
\beta_{2} \ll 0 \ll \alpha_{1}<\beta_{1}
$$

In case there exists $a<0$ such that for $u \leq-R^{\prime}, f(u) / u \geq a$, we are reduced to Theorems 4.1 and 4.2. So assume

$$
\liminf _{u \rightarrow-\infty} \frac{f(u)}{u}=-\infty
$$

This implies the existence of a sequence $R_{n} \rightarrow-\infty$ such that $f\left(R_{n}\right)>0$ and hence, for $n$ large enough, $\alpha_{2}=R_{n}$ is a proper lower solution with $\alpha_{2} \leq \beta_{2}$.

We then apply the same arguments as in Theorems 4.1 and 4.2 on the modified problem

$$
\begin{array}{cc}
-\Delta u=\bar{f}(x, u), & \text { in } \Omega, \\
u=0, & \text { on } \partial \Omega
\end{array}
$$

where

$$
\begin{aligned}
\bar{f}(x, u) & =f\left(\alpha_{2}\right), & & \text { if } u<\alpha_{2} \\
& =f(u), & & \text { if } \alpha_{2} \leq u<\beta_{1}(x), \\
& =f\left(\beta_{1}(x)\right), & & \text { if } \beta_{1}(x) \leq u .
\end{aligned}
$$

We can also consider the case where $f$ is superlinear for $u \leq 0$ if, in some sense, $\lambda_{1}$ is asymptotically a lower bound for $\frac{f(x, u)}{u}$ as $u \rightarrow-\infty$.

Theorem 4.4. Theorems 4.1 and 4.2 are valid if we replace condition (iii) by
(v) there are a constant $\delta \in] 1, \frac{N+1}{N-1}\left[\right.$ and a function $h \in L^{p}(\Omega)$ such that

$$
-|u|^{\delta}-h(x) \leq f(x, u)-\lambda_{1} u \leq h(x)
$$

for a.e. $x \in \Omega$ and all $u \leq 0$.
Proof. As in the proof of Theorem 4.1, we have a proper upper solution $\beta_{1} \gg 0$ and we prove that, for $\epsilon<\min \left\{\delta / 4, \lambda-\lambda_{2}\right\}$ such that $4 \epsilon \varphi_{1} \ll \beta_{1}$, the function $\alpha_{1}=\epsilon \varphi_{1}$ is a proper lower solution and the function $\beta_{2}=-\epsilon \varphi_{1}$ is a proper upper solution. Hence we have a positive solution $\alpha_{1} \leq u_{1} \leq \beta_{1}$. Moreover we prove that every nontrivial nonnegative (resp. nonpositive) solution of (1.1) is such that $u \geq \delta \varphi_{1}$ (resp. $u \leq-\delta \varphi_{1}$ ).
Part 1-First modified problem. Consider the modified problem

$$
\begin{array}{cc}
-\Delta u=f_{r}(x, u), & \text { in } \Omega, \\
u=0, & \text { on } \partial \Omega, \tag{4.13}
\end{array}
$$

where

$$
\begin{aligned}
f_{r}(x, u) & =\lambda_{1} u, & & \text { if } u<-r-1, \\
& =(1+r+u) f(x, u)-(r+u) \lambda_{1} u, & & \text { if }-r-1 \leq u<-r, \\
& =f(x, u), & & \text { if }-r \leq u \leq \beta_{1}(x), \\
& =f\left(x, \beta_{1}(x)\right), & & \text { if } u>\beta_{1}(x) .
\end{aligned}
$$

Observe that, by the maximum principle as in Theorem 3.2, every solution $u$ of (4.13) satisfies $u \leq \beta_{1}$.

Claim 1: There exists $K_{1}>0$ such that for all $r>K_{1}$ and all solutions $u$ of (4.13) with $u \notin C^{\beta_{2}} \cup C_{\alpha_{1}}$ we have $\|u\|_{\mathcal{C}^{1}}<K_{1}$. Define

$$
\begin{gathered}
g_{r}(x, u)=\min \left\{\max \left\{f_{r}(x, u)-\lambda_{1} u,-|u|^{\delta}\right\}, 0\right\}, \\
h_{r}(x, u)=f_{r}(x, u)-\lambda_{1} u-g_{r}(x, u) .
\end{gathered}
$$

Hence (4.13) becomes

$$
\begin{array}{cc}
-\Delta u=\lambda_{1} u+g_{r}(x, u)+h_{r}(x, u), & \text { in } \Omega, \\
u=0, & \text { on } \partial \Omega, \tag{4.14}
\end{array}
$$

and there exists $\gamma_{1} \in L^{p}(\Omega)$ such that, for a.e. $x \in \Omega$, all $u \leq \beta_{1}(x)$ and all $r>0$, we have

$$
\begin{gathered}
-|u|^{\delta} \leq g_{r}(x, u) \leq 0, \\
\left|h_{r}(x, u)\right| \leq \gamma_{1}(x) .
\end{gathered}
$$

Assume by contradiction that for each $n$ there exist $r_{n}>n$ and $u_{n}$, solution of (4.14) for $r=r_{n}$, such that $u_{n} \notin C^{\beta_{2}} \cup C_{\alpha_{1}}, u_{n} \leq \beta_{1}$ and $\left\|u_{n}\right\|_{\mathcal{C}^{1}} \geq n$. Let us write $u_{n}=\xi_{n} \varphi_{1}+w_{n}$ where $\int_{\Omega} w_{n} \varphi_{1} d x=0$.

Step 1. There exists $D>0$ such that, for all $n \in \mathbb{N}$,

$$
\begin{equation*}
\left\|w_{n}\right\|_{H_{0}^{1}} \leq D\left(\left|\xi_{n}\right|^{\delta(1-\mu)}+1\right) \tag{4.15}
\end{equation*}
$$

where $\mu=\frac{N+2-\delta(N-2)}{2(N+1)-\delta(N-2)}$. Multiplying (4.14) by $\varphi_{1}$ and integrating we obtain

$$
\begin{aligned}
\int_{\Omega}\left|g_{r_{n}}\left(x, u_{n}(x)\right)\right| \varphi_{1}(x) d x & =-\int_{\Omega} g_{r_{n}}\left(x, u_{n}(x)\right) \varphi_{1}(x) d x \\
& =\int_{\Omega} h_{r_{n}}\left(x, u_{n}(x)\right) \varphi_{1}(x) d x \leq \int_{\Omega} \gamma_{1}(x) \varphi_{1}(x) d x=: C_{1}
\end{aligned}
$$

Multiplying (4.14) by $w_{n}$ and integrating we obtain, using Hölder inequality,

$$
\begin{aligned}
C_{2}\left\|w_{n}\right\|_{H_{0}^{1}}^{2} \leq & \int_{\Omega}\left[\left|\nabla w_{n}\right|^{2}-\lambda_{1} w_{n}^{2}\right] d x=\int_{\Omega}\left[g_{r_{n}}\left(x, u_{n}\right) w_{n}+h_{r_{n}}\left(x, u_{n}\right) w_{n}\right] d x \\
\leq & \int_{\Omega}\left|g_{r_{n}}\left(x, u_{n}\right)\right|^{\mu} \varphi_{1}^{\mu}\left|g_{r_{n}}\left(x, u_{n}\right)\right|^{1-\mu} \frac{\left|w_{n}\right|}{\varphi_{1}^{\mu}} d x+\int_{\Omega} h_{r_{n}}\left(x, u_{n}\right) w_{n} d x \\
\leq & \left(\int_{\Omega}\left|g_{r_{n}}\left(x, u_{n}\right)\right| \varphi_{1} d x\right)^{\mu}\left(\int_{\Omega}\left|g_{r_{n}}\left(x, u_{n}\right)\right|^{\left|w_{n}\right|^{\frac{1}{1-\mu}}}\right. \\
\varphi_{1}^{\frac{\mu}{1-\mu}} & d x)^{1-\mu} \\
& +\int_{\Omega} h_{r_{n}}\left(x, u_{n}\right) w_{n} d x \\
\leq & C_{3}\left(\int_{\Omega}\left|u_{n}\right|^{\delta} \frac{\left|w_{n}\right|^{\frac{1}{1-\mu}}}{\varphi_{1}^{\frac{\mu}{1-\mu}}} d x\right)^{1-\mu}+\int_{\Omega} h_{r_{n}}\left(x, u_{n}\right) w_{n} d x \\
\leq & C_{4}\left[\left(\int_{\Omega}\left|\xi_{n}\right|^{\delta} \varphi_{1}^{\delta} \frac{\left|w_{n}\right|^{\frac{1}{1-\mu}}}{\varphi_{1}^{\frac{\mu}{1-\mu}}} d x\right)^{1-\mu}+\left(\int_{\Omega} \frac{\left|w_{n}\right|^{\delta+\frac{1}{1-\mu}}}{\varphi_{1}^{\frac{\mu}{1-\mu}}} d x\right)^{1-\mu}\right] \\
& +\int_{\Omega} \gamma_{1} w_{n} d x \\
\leq & C_{4}\left|\xi_{n}\right|^{\delta(1-\mu)}\left(\int_{\Omega} \frac{\left.\left\lvert\, w_{n} \frac{1}{1-\mu}_{\varphi_{1}^{1-\mu}}^{\varphi_{1}^{\frac{\mu}{1-\mu}-\delta}} d x\right.\right)^{1-\mu}+C_{4}\left(\int_{\Omega} \frac{\left|w_{n}\right|^{\delta+\frac{1}{1-\mu}}}{\varphi_{1}^{\frac{\mu}{1-\mu}}} d x\right)^{1-\mu}}{} \quad+C_{5}\left\|w_{n}\right\|_{H_{0}^{1} .}^{1 .-}\right.
\end{aligned}
$$

By Hardy-Sobolev inequality [3, Lemma 2.2], we deduce

$$
\left\|w_{n}\right\|_{H_{0}^{1}} \leq C_{6}\left[\left|\xi_{n}\right|^{\delta(1-\mu)}+\left\|w_{n}\right\|_{H_{0}^{1}}^{\delta(1-\mu)}+1\right]
$$

and hence, as $\delta(1-\mu)<1$, we obtain

$$
\left\|w_{n}\right\|_{H_{0}^{1}} \leq C_{7}\left(\left|\xi_{n}\right|^{\delta(1-\mu)}+1\right)
$$

which proves Step 1.
Step 2. We have $\xi_{n} \rightarrow-\infty$. By (4.15) and a bootstrap argument, we have $\left|\xi_{n}\right| \rightarrow$ $\infty$ and as $u_{n} \leq \beta_{1}$ we obtain moreover

$$
\xi_{n} \int_{\Omega} \varphi_{1}^{2} d x=\int_{\Omega} u_{n} \varphi_{1} d x \leq \int_{\Omega} \beta_{1} \varphi_{1} d x
$$

and hence $\xi_{n} \rightarrow-\infty$.
Step 3. For $n$ large enough, $u_{n} \leq \beta_{2}$. Observe that this claim contradicts the localization $u_{n} \notin C^{\beta_{2}} \cup C_{\alpha_{1}}$ and hence proves the claim.

Recall that $\beta_{2}=-\epsilon \varphi_{1}$ is such that, for all $r>\delta$,

$$
\begin{array}{cc}
-\Delta \beta_{2}=f_{r}\left(x, \beta_{2}\right)+q(x), & \text { in } \Omega, \\
\beta_{2}=0, & \text { on } \partial \Omega,
\end{array}
$$

where $q(x) \geq\left(\lambda-\lambda_{1}\right) \epsilon \varphi_{1}(x)$.
Multiplying (4.13) by $\left(u_{n}-\beta_{2}\right)^{+}$and integrating we obtain

$$
\begin{aligned}
\int_{\Omega}\left|\nabla\left(u_{n}-\beta_{2}\right)^{+}\right|^{2} & =\int_{\Omega}\left[f_{r_{n}}\left(x, u_{n}\right)-f_{r_{n}}\left(x, \beta_{2}\right)-q(x)\right]\left(u_{n}-\beta_{2}\right)^{+} d x \\
& \leq \int_{\Omega}\left[f_{r_{n}}\left(x, u_{n}\right)-f_{r_{n}}\left(x, \beta_{2}\right)-q(x)\right]^{+}\left(u_{n}-\beta_{2}\right)^{+} d x
\end{aligned}
$$

Hence, denoting by $\chi_{A}$ the characteristic function of the set $A$ and using the Sobolev injections, we have that, for every $q^{\prime}>\frac{2 N}{N+2}$,

$$
\begin{equation*}
\left\|\left(u_{n}-\beta_{2}\right)^{+}\right\|_{H_{0}^{1}} \leq C_{8}\left\|\left[f_{r_{n}}\left(x, u_{n}\right)-f_{r_{n}}\left(x, \beta_{2}\right)-q(x)\right]^{+} \chi_{\left\{u_{n} \geq \beta_{2}\right\}}\right\|_{L^{q^{\prime}}} . \tag{4.16}
\end{equation*}
$$

As $u_{n} \leq \beta_{1}$ we obtain

$$
\begin{align*}
{\left[f_{r_{n}}\left(x, u_{n}\right)-f_{r_{n}}\left(x, \beta_{2}\right)-q(x)\right]^{+} \chi_{\left\{u_{n} \geq \beta_{2}\right\}} } & \leq\left[f_{r_{n}}\left(x, \beta_{2}+\left(u_{n}-\beta_{2}\right)^{+}\right)\right. \\
& \left.-f_{r_{n}}\left(x, \beta_{2}\right)-q(x)\right]^{+} \\
& \leq\left[\lambda_{1}\left(\beta_{1}-\beta_{2}\right)-\left|\beta_{2}\right|^{\delta}+2 \gamma_{1}-q\right]^{+} \tag{4.17}
\end{align*}
$$

Combining (4.16) with (4.17), we deduce that

$$
\left\|\left(u_{n}-\beta_{2}\right)^{+}\right\|_{H_{0}^{1}} \leq C_{9}
$$

Moreover we have, for $n$ large enough,

$$
\frac{u_{n}-\beta_{2}}{\left|\xi_{n}\right|}=-\varphi_{1}+\frac{w_{n}-\beta_{2}}{\left|\xi_{n}\right|} .
$$

As $w_{n} /\left|\xi_{n}\right| \rightarrow 0$ in $H_{0}^{1}(\Omega)$ we deduce that

$$
\frac{u_{n}-\beta_{2}}{\left|\xi_{n}\right|} \rightarrow-\varphi_{1} \quad \text { a.e. in } \Omega
$$

which means that, for a.e. $x \in \Omega$, there exists $N_{x}>0$ such that, for all $n \geq N_{x}$, $\left(u_{n}-\beta_{2}\right)(x) \leq 0$ and hence $\left(u_{n}-\beta_{2}\right)^{+}(x)=0$. This implies that

$$
\left(u_{n}-\beta_{2}\right)^{+}(x) \rightarrow 0 \quad \text { a.e. in } \Omega .
$$

By the first inequality of (4.17) we obtain

$$
\left[f_{r_{n}}\left(x, u_{n}\right)-f_{r_{n}}\left(x, \beta_{2}\right)-q(x)\right]^{+} \chi_{\left\{u_{n} \geq \beta_{2}\right\}} \rightarrow 0, \quad \text { a.e. in } \Omega,
$$

and by the second inequality of (4.17) we prove that

$$
\left[f_{r_{n}}\left(x, u_{n}\right)-f_{r_{n}}\left(x, \beta_{2}\right)-q(x)\right]^{+} \chi_{\left\{u_{n} \geq \beta_{2}\right\}} \rightarrow 0, \quad \text { in } L^{q^{\prime}}(\Omega),
$$

for $q^{\prime}<p$. Using (4.16), we conclude that

$$
\left\|\left(u_{n}-\beta_{2}\right)^{+}\right\|_{H_{0}^{1}} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

Let us prove now that

$$
\lim _{n \rightarrow \infty} \frac{\left\|\left[f_{r_{n}}\left(x, u_{n}\right)-f_{r_{n}}\left(x, \beta_{2}\right)-q(x)\right]^{+} \chi_{\left\{u_{n} \geq \beta_{2}\right\}}\right\|_{L^{q^{\prime}}}}{\left\|\left(u_{n}-\beta_{2}\right)^{+}\right\|_{H_{0}^{1}}}=0 .
$$

Recall that, for a.e. $x \in \Omega$, there exists $N_{x}>0$ such that, for all $n \geq N_{x}$, $\left[f_{r_{n}}\left(x, u_{n}\right)-f_{r_{n}}\left(x, \beta_{2}\right)-q(x)\right]^{+} \chi_{\left\{u_{n} \geq \beta_{2}\right\}}=0$ and hence

$$
\lim _{n \rightarrow \infty} \frac{\left[f_{r_{n}}\left(x, u_{n}(x)\right)-f_{r_{n}}\left(x, \beta_{2}(x)\right)-q(x)\right]^{+} \chi_{\left\{u_{n} \geq \beta_{2}\right\}}(x)}{\left\|\left(u_{n}-\beta_{2}\right)^{+}\right\|_{H_{0}^{1}}}=0, \quad \text { a.e. in } \Omega .
$$

Moreover, using the definition of $f_{r}$, we have that a.e. in $\Omega$,

$$
\frac{\left[f_{r_{n}}\left(x, u_{n}\right)-f_{r_{n}}\left(x, \beta_{2}\right)-q(x)\right]^{+} \chi_{\left\{u_{n} \geq \beta_{2}\right\}}}{\left\|\left(u_{n}-\beta_{2}\right)^{+}\right\|_{H_{0}^{1}}} \leq \frac{\left[f\left(x, \beta_{2}+\left(u_{n}-\beta_{2}\right)^{+}\right)-f\left(x, \beta_{2}\right)-q(x)\right]^{+}}{\left\|\left(u_{n}-\beta_{2}\right)^{+}\right\|_{H_{0}^{1}}} .
$$

The function $f$ being locally $L^{\infty}$-Lipschitz in $u$ uniformly in $x$ and using the inequality $u_{n} \leq \beta_{1}$, we obtain

$$
\left|f\left(x, \beta_{2}+\left(u_{n}-\beta_{2}\right)^{+}\right)-f\left(x, \beta_{2}\right)\right| \leq C_{10}\left|\left(u_{n}-\beta_{2}\right)^{+}\right|
$$

As $\frac{\left(u_{n}-\beta_{2}\right)^{+}}{\left\|\left(u_{n}-\beta_{2}\right)^{+}\right\|_{H_{0}^{1}}}$ is bounded in $H_{0}^{1}(\Omega)$, up to a subsequence, for all $q<\frac{2 N}{N-2}$, there exists $\gamma_{2} \in L^{q}(\Omega)$ such that, a.e. in $\Omega$,

$$
\frac{\left[f\left(x, \beta_{2}+\left(u_{n}-\beta_{2}\right)^{+}\right)-f\left(x, \beta_{2}\right)-q(x)\right]^{+}}{\left\|\left(u_{n}-\beta_{2}\right)^{+}\right\|_{H_{0}^{1}}} \leq C_{10} \frac{\left|\left(u_{n}-\beta_{2}\right)^{+}\right|}{\left\|\left(u_{n}-\beta_{2}\right)^{+}\right\|_{H_{0}^{1}}} \leq C_{10} \gamma_{2} .
$$

Hence as $q>2>q^{\prime}$ we have, by the Lebesgue convergence theorem,

$$
\lim _{n \rightarrow \infty} \frac{\left\|\left[f_{r_{n}}\left(x, u_{n}\right)-f_{r_{n}}\left(x, \beta_{2}\right)-q(x)\right]^{+} \chi_{\left\{u_{n} \geq \beta_{2}\right\}}\right\|_{L^{q^{\prime}}}}{\left\|\left(u_{n}-\beta_{2}\right)^{+}\right\|_{H_{0}^{1}}}=0
$$

which implies by (4.16) that, for $n$ large enough, $\left\|\left(u_{n}-\beta_{2}\right)^{+}\right\|_{H_{0}^{1}}=0$ and proves Step 3. As this contradicts the localization, Claim 1 is proved.

Let $R>K_{1}$ be fixed and consider the modified corresponding problem

$$
\begin{array}{cc}
-\Delta u=f_{R}(x, u), & \text { in } \Omega, \\
u=0, & \text { on } \partial \Omega . \tag{4.18}
\end{array}
$$

Observe that, there exists $\gamma_{3} \in L^{p}(\Omega)$ such that, for a.e. $x \in \Omega$ and all $u \leq \beta_{1}(x)$, we have

$$
\left|f_{R}(x, u)-\lambda_{1} u\right| \leq \gamma_{3}(x)
$$

Part 2-Second modified problem. For every $s>R$, define the function $\tilde{f}_{s}: \Omega \times$ $\mathbb{R} \rightarrow \mathbb{R}$ by

$$
\begin{array}{rlrl}
\tilde{f}_{s}(x, u) & =\left(\lambda_{1}-\frac{1}{s}\right) u, & & \text { if } u<-s-1 \\
& =-(u+s)\left(\lambda_{1}-\frac{1}{s}\right) u+(s+1+u) f_{R}(x, u), & \text { if }-s-1 \leq u \leq-s, \\
& =f_{R}(x, u), & & \text { if } u>-s .
\end{array}
$$

For every $s>R$, consider the modified problem

$$
\begin{array}{cc}
-\Delta u=\tilde{f}_{s}(x, u), & \text { in } \Omega, \\
u=0, & \text { on } \partial \Omega \tag{4.19}
\end{array}
$$

Observe that we can decompose $\tilde{f}_{s}(x, u)=p_{s}(x, u) u+q_{s}(x, u)$ such that, for a.e. $x \in \Omega$ and all $u \leq \beta_{1}(x)$,

$$
\begin{gathered}
\lambda_{1}-\frac{1}{s} \leq p_{s}(x, u) \leq \lambda_{1}, \\
\left|q_{s}(x, u)\right| \leq \gamma_{3}(x) .
\end{gathered}
$$

Moreover, as previously, for all $s>R$, every solution $u$ of (4.19) satisfies $u \leq \beta_{1}$.
Claim 2: There exists $K_{2}>R$ such that, for all $s>K_{2}$ and for all $u \notin C^{\beta_{2}} \cup C_{\alpha_{1}}$ solution of (4.19), we have $\|u\|_{\mathcal{C}^{1}}<K_{2}$. Otherwise, for all $n \geq 1$, there exist $s_{n}>n$ and $u_{n} \notin C^{\beta_{2}} \cup C_{\alpha_{1}}$ solution of (4.19) for $s=s_{n}$ with $\left\|u_{n}\right\|_{\mathcal{C}^{1}} \geq n$. Then $v_{n}=u_{n} /\left\|u_{n}\right\|_{\mathcal{C}^{1}}$ satisfies

$$
\begin{array}{cc}
-\Delta v_{n}=p_{s_{n}}\left(x, u_{n}\right) v_{n}+\frac{q_{s_{n}}\left(x, u_{n}\right)}{\left\|u_{n}\right\|_{\mathcal{C}^{1}}}, & \text { in } \Omega \\
v_{n}=0, & \text { on } \partial \Omega
\end{array}
$$

As $\left\{\left.p_{s_{n}}\left(x, u_{n}\right) v_{n}+\frac{q_{s_{n}}\left(x, u_{n}\right)}{\left\|u_{n}\right\|_{C^{1}}} \right\rvert\, n \in \mathbb{N}\right\}$ is bounded in $L^{p}(\Omega)$, we deduce that, up to a subsequence, $v_{n_{k}} \rightarrow v$ in $\mathcal{C}^{1}(\bar{\Omega})$. It is then easy to see that $p_{s_{n_{k}}}\left(x, u_{n_{k}}\right) v_{n_{k}}+$ $\frac{q_{s_{s_{k}}}\left(x, u_{n_{k}}\right)}{\left\|u_{n_{k}}\right\|_{\mathcal{C}^{1}}} \rightarrow \lambda_{1} v$ in $L^{p}(\Omega)$. Passing to the limit, $v$ is a solution of

$$
\begin{array}{cc}
-\Delta v=\lambda_{1} v, & \text { in } \Omega \\
v=0, & \text { on } \partial \Omega \\
v \leq 0, & \text { in } \Omega
\end{array}
$$

We deduce that $v=-\varphi_{1}$. Hence for $k$ large enough, using [16, Lemma 3.1],

$$
u_{n_{k}} \leq-\frac{1}{2}\left\|u_{n_{k}}\right\|_{\mathcal{C}^{1}} \varphi_{1} \ll \beta
$$

which contradicts the localization of $u_{n_{k}}$ and proves the claim.

Conclusions-Let $s>K_{2}$ be fixed and consider the modified functional

$$
\phi_{s}(u)=\int_{\Omega}\left[\frac{|\nabla u(x)|^{2}}{2}-\tilde{F}_{s}(x, u(x))\right] d x
$$

where $\tilde{F}_{s}(x, u)=\int_{0}^{u} \tilde{f}_{s}(x, \xi) d \xi$.
Observe that every critical point $u$ of $\phi_{s}$ is a solution of (4.19). Moreover, if $u \notin C^{\beta_{2}} \cup C_{\alpha_{1}}$, by Claim 2, $u$ is a solution of (4.18) and by Claim 1, it is a solution of (1.1). We also see that the problem (4.19) has a lower solution $\alpha_{2} \ll \beta_{2}$. In fact, let $w \in W^{2, p}(\Omega)$ be the solution of

$$
\begin{array}{cc}
-\Delta w=\left(\lambda_{1}-\frac{1}{s}\right) w-\left(\lambda_{1}-\frac{1}{s}\right)(s+2), & \text { in } \Omega \\
w=0, & \text { on } \partial \Omega
\end{array}
$$

Choose $k>0$ large enough such that $\alpha_{2}:=w-k \varphi_{1}-s-2 \leq-s-2$. Hence it is easy to see that $\alpha_{2}$ is a lower solution of (4.19) with $\alpha_{2} \ll \beta_{2}$.

The rest of the proof is similar to the one of Theorems 4.1 and 4.2 respectively.

Remark 4.2. Observe that we can replace the minoration on $f$ in (v) by

$$
\liminf _{u \rightarrow-\infty} \frac{f(x, u)}{|u|^{N+1}}=0, \quad \text { uniformly in } x .
$$

In the ordinary differential case

$$
\begin{gather*}
-u^{\prime \prime}=f(t, u), \\
u(0)=0, u(T)=0, \tag{4.20}
\end{gather*}
$$

we can improve the above results by requiring just a lower bound on $f(t, u) / u$ for $u \rightarrow-\infty$. We obtain the following theorem.

Theorem 4.5. Let $f:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}:(t, u) \mapsto f(t, u)$ be an $L^{1}$-Carathéodory function, locally $L^{\infty}$-Lipschitz in $u$ uniformly in $t$. Assume
(i) there exist $\lambda>(2 \pi / T)^{2}$ and $\delta>0$ such that for a.e. $t \in[0, T]$ and all $u \in[-\delta, \delta] \backslash\{0\}$,

$$
\frac{f(t, u)}{u} \geq \lambda
$$

(ii) there exist $\mu<(\pi / T)^{2}$ and $R>0$ such that for a.e. $t \in[0, T]$ and all $u \geq R$,

$$
\frac{f(t, u)}{u} \leq \mu
$$

(vi) there exist a function $a \in L^{1}(0, T)$ and $R^{\prime}>0$ such that for a.e. $t \in[0, T]$ and all $u \leq-R^{\prime}$,

$$
\frac{f(t, u)}{u} \geq a(t)
$$

Then the problem (4.20) has at least two nontrivial solutions: one positive and the other one sign-changing.

If moreover $f \in \mathcal{C}^{1}([0, T] \times \mathbb{R})$ and there exist $p, q, k \geq 2(k \in \mathbb{N})$ and $\delta>0$ such that for a.e. $t \in[0, T]$ and all $u \in[-\delta, \delta] \backslash\{0\}$,

$$
\frac{k^{2} \pi^{2}}{T^{2}}<p \leq \frac{f(t, u)}{u} \leq q<\frac{(k+1)^{2} \pi^{2}}{T^{2}}
$$

then the problem (4.20) has a second sign-changing solution.
Proof. The only modification concerns the proof of the Step 6 in the proof of Theorem 4.1. Consider the modified problem

$$
\begin{gather*}
-u^{\prime \prime}=f_{r}(t, u), \\
u(0)=0, u(T)=0, \tag{4.21}
\end{gather*}
$$

where

$$
\begin{aligned}
f_{r}(t, u) & =0, & & \text { if } u<-r-1, \\
& =(1+r+u) f(t, u), & & \text { if }-r-1 \leq u<-r, \\
& =f(t, u), & & \text { if }-r \leq u \leq \beta_{1}(t), \\
& =f\left(t, \beta_{1}(t)\right), & & \text { if } u>\beta_{1}(t) .
\end{aligned}
$$

By the maximum principle as in Theorem 3.2 we have that every solution $u$ of (4.21) satisfies $u \leq \beta_{1}$.

Claim: There exists $K>0$ such that for all $r>K$ and all solutions $u$ of (4.21) with $u \notin C^{\beta_{2}} \cup C_{\alpha_{1}}$ we have $\|u\|_{\mathcal{C}^{1}}<K$. As $u \notin C^{\beta_{2}} \cup C_{\alpha_{1}}$, there exists $t_{1} \in[0, T]$ such that $u\left(t_{1}\right) \geq \beta_{2}\left(t_{1}\right)$ and $u^{\prime}\left(t_{1}\right)=\beta_{2}^{\prime}\left(t_{1}\right)$.

Let $\hat{a} \in L^{1}\left(0, T ; \mathbb{R}^{+}\right)$and $h \in L^{1}(0, T)$ such that, for a.e. $t \in[0, T]$, all $u \leq \beta_{1}(t)$ and all $r>\left\|\beta_{2}\right\|_{\infty}$,

$$
f_{r}(t, u) \leq \hat{a}(t)|u|+h(t)
$$

Hence we have

$$
\begin{aligned}
u(t) & =u\left(t_{1}\right)+u^{\prime}\left(t_{1}\right)\left(t-t_{1}\right)-\int_{t_{1}}^{t}(t-s) f_{r}(s, u(s)) d s \\
& \geq \beta_{2}\left(t_{1}\right)+\beta_{2}^{\prime}\left(t_{1}\right)\left(t-t_{1}\right)-\int_{t_{1}}^{t}(t-s)[\hat{a}(s)|u(s)|+h(s)] d s \\
& \geq-\epsilon-\epsilon \frac{\pi}{T}-T\|h\|_{L^{1}}-\int_{t_{1}}^{t}(t-s) \hat{a}(s)|u(s)| d s
\end{aligned}
$$

i.e. we have $C>0$ such that, for all $t \in[0, T]$,

$$
|u(t)| \leq C+\int_{t_{1}}^{t} T \hat{a}(s)|u(s)| d s
$$

The Claim follows from Gronwall's Lemma.
The rest of the proof follows as in Theorems 4.1 and 4.2 respectively.
As in Theorem 4.3, in case $f$ is independent of $t$, the condition (vi) is not needed.

Theorem 4.6. Let $f: \mathbb{R} \rightarrow \mathbb{R}: u \mapsto f(u)$ be a locally Lipschitz continuous function. Assume
(i) there exist $\lambda>(2 \pi / T)^{2}$ and $\delta>0$ such that for all $u \in[-\delta, \delta] \backslash\{0\}$,

$$
\frac{f(u)}{u} \geq \lambda
$$

(ii) there exist $\mu<(\pi / T)^{2}$ and $R>0$ such that for all $u \geq R$,

$$
\frac{f(u)}{u} \leq \mu
$$

Then the problem

$$
\begin{gather*}
-u^{\prime \prime}=f(u), \\
u(0)=0, u(T)=0, \tag{4.22}
\end{gather*}
$$

has at least two nontrivial solutions: one positive and the other one sign-changing.
If moreover $f \in \mathcal{C}^{1}(\mathbb{R})$ and there exist $p, q, k \geq 2(k \in \mathbb{N})$ and $\delta>0$ such that for all $u \in[-\delta, \delta] \backslash\{0\}$,

$$
\left(\frac{k \pi}{T}\right)^{2}<p \leq \frac{f(u)}{u} \leq q<\left(\frac{(k+1) \pi}{T}\right)^{2}
$$

then the problem (4.22) has a second sign-changing solution.
Remark 4.3. Remark that in all the results of this section, the condition (ii) was just used to construct the upper solution $\beta_{1}$. Hence we can replace (ii) by requiring the existence of such an upper solution $\beta_{1} \gg 0$ or by any condition ensuring this existence.
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