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Abstract
We propose a new method to construct rigid G-automorphic representations and rigid
̂G-local systems for reductive groups G. The construction involves the notion of
euphotic representations, and the proof for rigidity involves the geometry of certain
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1 Introduction

1.1 Rigid local systems and automorphic representations

Rigid local systems on a punctured curve are those that don’t admit deformations that
preserve the local monodromy at the punctures. Many well-known local systems in
arithmetic are rigid, e.g., Kloosterman sheaves and hypergeometric sheaves. Katz [13,
14] studied rigid local systems systematically, and he gave an algorithm for producing
all tame rigid local systems of arbitrary rank. This algorithm has been extended by
Arinkin [1] (and Deligne) to cover all rigid local systems.

For a reductive group H over Q� an H -local system on a curve U is a homomor-
phism from π1(U , u) to H(Q�). There is a notion of rigidity for H -local systems
generalizing the rigidity for rank n local systems. Much less is known about rigid
H -local systems for general H .

Rigid local systems have seen application in inverse Galois theory and in the con-
struction of motives with exceptional Galois groups, see [4, 5, 26]. In particular it
is of interest to construct many examples of rigid H -local systems, especially for
exceptional groups H .

While [5] use the Katz algorithm to construct and classify rigid G2-local systems,
this algorithm is unavailable for a general reductive group H . Even for rank n local
systems it is often computationally and technically involved. In a series of works [10,
26, 27] a new method of constructing rigid H -local systems is developed, and many
examples are given. The key new ingredient in that method is to use the Langlands cor-
respondence for function fields to transport the problem of constructing rigid H -local
systems into constructing rigid G-automorphic representations. Here H is identified
with the Langlands dual group ̂G of G.

This method has several advantages. When trying construct a rigid H -local system
using the Katz algorithm one has to construct a rank n local system and impose
conditions on it to force its global monodromy to lie in H . Not all rigid H -local
systems can be obtained in this way.

In the geometric Langlands approach one may directly construct H -local systems.
In addition it turns out that rigid automorphic representations are sometimes easier to
obtain, and techniques from the geometric Langlands program are crucial in passing
from rigid automorphic representations to local systems.

This paper aims to expand the zoo of rigidG-automorphic representations and rigid
̂G-local systems by generalizing the construction of [27]. We consider F = k(t), the
function field of P1 over k = Fq . The G-automorphic representations we construct
have depth zero at 0 and positive depth 1/m at∞. The corresponding ̂G-local systems
over P1\{0,∞} are tamely ramified at 0 and wildly ramified at ∞, and are expected
to be rigid.

1.2 Euphotic representations

In this introduction letG be a split almost simple group over the function field F = k(t)
of P1

k . Let F0, F∞ be the local fields of F at 0,∞ ∈ P1.
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The starting point of [27] is a class of supercuspidal representations of G(F∞)

introduced by Reeder and Yu [21] called epipelagic representations. They generalize
an earlier construction of simple supercuspidal representations by Gross and Reeder
[9] that motivated the construction of Kloosterman sheaves in [10].

In this paper, we define a more general class of representations of the p-adic group
G(F∞) than epipelagic ones which we call euphotic representations.1

The data needed to construct a euphotic representation is a triple (P∞, ψ, χ). Here

• P∞ is a parahoric subgroup of G(F∞);
• ψ is a linear function on the vector space VP = P+∞/P++∞ (the first nontrivial
associated gradedof the pro-unipotent radicalP+∞ under theMoy-Prasadfiltration).
We require ψ to be semisimple in the sense that its orbit under LP = P∞/P+∞ is
closed.

• Let Lψ be the stabilizer of ψ under LP, and Bψ be a Borel subgroup of Lψ with

quotient Cartan Tψ . Then χ is a character χ : Tψ(k) → Q
×
� .

A euphotic representation π of type (P∞, ψ, χ) is an irreducible representation of
G(F∞) that contains an eigenvector under Bψ(k)P+∞ on which Bψ(k) acts via χ

(inflated from Tψ(k)) and P+∞ acts via ψk ◦ ψ (inflated from VP, and ψk : k → Q
×
� is

a fixed nontrivial additive character).
Compared to the notion of epipelagic representations in [21], we have relaxed the

condition on ψ : it is only required to have a closed orbit under LP and not required to
have finite stabilizer under LP. Functionals on VP with closed orbit that are not stable
are also encountered in work of Kamgarpour and Yi on the geometric Langlands
correspondence for hypergeometric sheaves [12].

1.3 Euphotic automorphic data

To construct rigidG-automorphic representations, we start with a triple (P∞, ψ, χ) as
above, and choose a parahoric subgroup Q0 of G(F0). We impose several conditions
on these data (see Definition 3.4.1) which are of geometric nature (i.e., they only have
to do with the situation over k). Among these conditions is the requirement that certain
Hessenberg varieties coming from cyclic gradings on g have a stabilizer property under
a group action, which we call “spectrally meager” (see Definition 3.3.1), a notion that
we believe is of independent interest.

We prove that a euphotic automorphic datum (P∞, ψ, χ,Q0) is weakly rigid in the
following sense: there is a small (but nonzero) number of irreducible cuspidal auto-
morphic representations π of G(AF ) such that π∞ is euphotic of type (P∞, ψ, χ), π0
contains a nonzeroQ0-fixed vector, and π is unramified otherwise; and the number of
such cuspidal automorphic representations is uniformly bounded when k is replaced
with any finite extension. This is proved by analyzing the space of automorphic func-
tions cut out by the eigen-conditions at 0 and ∞, and Hessenberg varieties naturally
show up in this analysis.

1 In oceanography euphotic is synonymous to epipelagic, stressing the role of light. Depending on the
transparency of the ocean water the euphotic zonemay vary in depth - in analogy there are more possibilities
for the depth of a euphotic representation than for the depth of an epipelagic representation.
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1.4 Hecke eigensheaves and local systems

Toconstruct the ̂G-local systemsout of these automorphic representations,we consider
automorphic sheaves instead of functions. The automorphic datum (P∞, ψ, χ,Q0)

gives rise to an abelian category P = P(ψ, χ) of perverse sheaves on a certain
moduli stack of G-bundles on P1

k
with level structures given by P++∞ and Q0. This

category has only finitely many simple objects, which is an indication of rigidity.
Here comes a crucial difference with all previous work on rigid automorphic

representations. Previously the analogous categories P always decomposed into
Hecke-stable pieces with one simple object (a Hecke eigensheaf) in each piece, and
the framework of [26] allowed us to extract a ̂G-local system from each Hecke eigen-
sheaf. In the euphotic situation, the category P sometimes has more than one simple
object yet there isn’t an obvious way to decompose it further. We remark that this is
a feature rather than a bug: it is likely that these more complicated categories P give
nontrivial global L-packets. To deal with this situation, we extend the framework of
[26] to extract eigen local systems from a Hecke eigencategory rather than a Hecke
eigensheaf. The extra work needed is of categorical nature: we need to analyze the
structure of semisimple factorizable module categories under a neutral Tannakian cat-
egory. We give a self-contained treatment of this issue in “Appendix A”, proving a
classification result in Theorem A.4.1.

The main results of general nature in this paper can be summarized as follows. For
simplicity we state the results in the case G is split. For notations, see Sect. 4.

1.4.1 Theorem (See Theorem 4.2.2 and Prop. 4.3.2)Assume G is split. Let (P∞, ψ, χ,

Q0) be a euphotic automorphic datum. Consider the category P(ψ, χ) of perverse
sheaves on BunG(Q0,P++∞ )k that are (Bψ � VP,ASψ � Kχ )-equivariant. Then

(1) The category P(ψ, χ) has finitely many simple objects up to isomorphisms,
and all of them are clean extensions from an explicit locally closed substack of
BunG(Q0,P++∞ ).

(2) There are finitely many semisimple ̂G-local systems {Eσ }σ∈� over Gm,k (for some
index set �), and a decomposition of Pss(ψ, χ) (semisimple objects in P(ψ, χ))

Pss(ψ, χ) =
⊕

σ∈�

Pσ

into Hecke-stable subcategories, such that each Pσ is an E2-module category
under Rep(̂Gσ ) for ̂Gσ = Aut

̂G(Eσ ) (whose action on Pσ is denoted by •), and
the action of the geometric Hecke operator TV (where V ∈ Rep(̂G)) on A ∈ Pσ

is given by

TV (A) ∼=
⊕

E

E � ([Eσ (V ) : E] • A)

in Perv(Gm,k × BunG(Q0,P++∞ )k). Here the direct sum is over all irreducible
local systems E over Gm,k , Eσ (V ) ∈ Loc(Gm,k) is the (semisimple) local system
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on Gm,k associated to Eσ and V , [Eσ (V ) : E] is the multiplicity space of E in

Eσ (V ), viewed as an object in Rep(̂Gσ ).
(3) The geometric monodromy of each ̂G-local system Eσ is tame and unipotent at 0.

Under Lusztig’s bijection between unipotent classes in ̂G and two-sided cells of
the affine Weyl group Waff, the unipotent monodromy of Eσ at 0 corresponds to
the two-sided cell cQ containing the longest element of WQ0 .

1.5 Examples

More than half of the paper is devoted to various examples of euphotic automorphic
data that are not epipelagic.

The starting point of our work is a new rigid G2-connection on P1\{0,∞} found
by the first-named author [11]. We looked for the automorphic representation corre-
sponding to the �-adic counterpart of that G2-connection, and arrived at the notion
of euphotic automorphic data in general. This G2 example is presented in detail in
Sect. 5.

In Sect. 6 we give a complete list of euphotic automorphic data when the parahoric
subgroup P∞ is the hyperspecial parahoric G(O∞). The list in this case turns out to
be closely related to the classification of double partial flag varieties G/P1 × G/P2
that are spherical as a G-variety. The latter problem has been solved by Stembridge
[24], and we use his results. We then study in Sect. 7 the Hessenberg varieties that
appear in these examples in more detail, in order to conclude that they are spectrally
meager, thereby verifying that the list in Sect. 6 indeed gives euphotic automorphic
data.

In Sect. 8 we give some potential examples of euphotic automorphic data, mostly
for exceptional groups. For these groups we have only checked one of the conditions
in the definition of euphotic automorphic data.

1.6 Questions for further study

(1) The most complicated part in verifying a euphotic automorphic datum is to show
that certain Hessenberg varieties are spectrally meager, a condition on the stabiliz-
ers of a certain solvable group action. In Sect. 7 we deal with Hessenberg varieties
arising from the adjoint representation of G, and we show they are spectrally mea-
ger by relating them to Springer fibers.What is still missing is an effective criterion
for Hessenberg varieties to be spectrally meager in general.

(2) We make predictions on the Langlands parameters of euphotic representations
in Sect. 2.4, especially about their slopes. This prediction is closely related to
another open problemof showing that the ̂G-local systemswe obtain fromeuphotic
automorphic data are indeed cohomologically rigid (see Prop. 4.3.3 for evidence).

(3) Give a complete list of (P∞, ψ,Q0) for each almost simple quasi-split G, such
that there exists χ making (P∞, ψ, χ,Q0) into a euphotic automorphic datum.



76 Page 6 of 73 K. Jakob, Z. Yun

1.7 Notation and preliminaries

1.7.1 The curve X

Fix a finite field k of characteristic p and let F be the field of rational functions on
X = P1

k . Fix an affine coordinate t on X\{∞}, and we identify F = k(t). The closed
points |X | of X are in bijection with the places of F . For x ∈ |X | we denote by Ox

the completed local ring of X at x and by Fx its field of fractions. The ring of addèles
of F is the restricted product

AF =
∏′

x∈|X |
Fx .

1.7.2 The split groupG

Let G be a split, connected semisimple group over k which is almost simple over
k. Fix a maximal split torus T ⊂ G, a Borel subgroup B containing T, and extend
these choices into a pinning † = (T, B, {xi }i∈I ) of G (where I indexes the set of
simple roots). Let Aut†(G) be the finite group of pinned automorphisms of G, which
is identified with the outer automorphism group of G. Let g = Lie G.

We make the following assumption:

There exists a non-degenerate Ad(G)-invariant symmetric bilinear form ong.

This assumption is satisfied when char(k) is sufficiently large.

1.7.3 The quasi-split group G

Let e ∈ {1, 2, 3}. Assume p 	= e and that k contains all e-th roots of unity. Fix an
injective homomorphism θOut : μe(k) → Aut†(G).

LetG be the quasi-split form ofG overGm = X−{0,∞} determined by θOut.More
precisely, let ˜Gm = Spec k[t1/e, t−1/e] → Gm = Spec k[t, t−1] be the μe-torsor, and
consider the Weil restriction Res

˜Gm/Gm
G. Then G is the fixed point subgroup of

Res
˜Gm/Gm

G under the diagonal action of μe on both ˜Gm and on G via θOut.
The base changes GF0 and GF∞ are quasi-split forms ofG over the respective local

fields determined by the same homomorphism θOut, viewing μe(k) as the the quotient
of Gal(Fs

0 /F0) and Gal(Fs∞/F∞) realized by the tamely ramified extensions k((t1/e))
and k((t−1/e)).

Let A = Tμe,◦. From the construction of the group schemeG overGm , the constant
torus A×Gm is a maximal split torus of G. Similarly, AF0 and AF∞ are maximal split
tori of GF0 and GF∞ .

1.7.4 Coefficient field

We fix a prime � 	= char(k). The representations of p-adic groups and adèlic groups
will be onQ�-vector spaces. Sheaves considered in this paper are étale complexes with
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Q�-coefficients over k-stacks or k-stacks. All sheaf-theoretic functors are understood
to be derived.

2 Euphotic representations

In this section we introduce a class of representations of the p-adic group G(F∞) that
generalize the epipelagic representations introduced by Reeder and Yu in [21].

This section concerns only the quasi-split group GF∞ over F∞. We denote GF∞
simply by G in this section. Using the affine coordinate t on X \ {∞}, we identify F∞
with K = k((t−1)) and write Ke = k((t−1/e)).

2.1 Parahorics and gradings

2.1.1 Affine roots and root subgroups

The Lie algebra Lie G is the μe-invariants on g ⊗ Ke (where μe acts both on Ke by
Galois action and on g via θOut). The torus A = Tμe,◦ (see Sect. 1.7.3) acts on Lie G
by the adjoint action and additionally this algebra carries aGm-action given by scaling
the uniformizer t−1/e of Ke. The set of affine roots 	aff with respect to A can also be
identified with the weights of A × Gm for this action on Lie G. The set of real roots
	re ⊂ 	aff consists of those affine roots which are non-trivial on the torus A.

Denote by LG the loop group of G. For any real root α ∈ 	re there is a subgroup
Uα ⊂ LG which is isomorphic toGa over k andwhose Lie algebra is the α-eigenspace
under the action of A × Gm on Lie G, cf. [27, Sections 2.1 & 2.2].

The Borel subgroup B fixed in Sect. 1.7.3 gives a set of simple affine roots �aff ⊂
	aff and positive affine roots 	+

aff ⊂ 	aff.

2.1.2 Parahoric subgroups

The maximal split torus A ⊗ K of G fixed in Sect. 1.7.3 defines an apartment A of
the building of G(K ). Then 	aff can be identified with a set of affine functions on A,
whose vanishing affine hyperplanes give a stratification of A into facets. There is a
unique set of positive integers {nα}α∈�aff such that

∑

α∈�aff
nαα = 1 as functions on

A.
The fundamental alcoveC ⊂ A is cut out by the inequalities α > 0 for all α ∈ �aff.

Let F ⊂ C be a facet in the closure of C . Let J = {α ∈ �aff|α|F = 0}. Let

m = mF =
∑

α∈�aff\J
nα ∈ N.

In the rest of the paper we also assume

The characteristic p = char(k) does not divide m.
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Let P ⊂ G(K ) be the (standard) parahoric subgroup corresponding to F. Let
P ⊃ P+ ⊃ P++ be the first three steps in the Moy-Prasad filtration of P with respect
to xP, the barycenter of F. In other words

P+ = G(K )xP,1/m, P++ = G(K )xP,2/m .

Let LP = P/P+ be the Levi factor of P (a connected reductive group over k). There is
a canonical section LP ↪→ P whose image contains A; we identify LP with the image
of this section. The quotient VP = P+/P++ is a representation of LP over k.

Let 	(P) ⊂ 	aff be the affine roots that appear as the weights of A×Gm on Lie P;
similarly define 	(P+),	(P++),	(LP) and 	(VP). Then

	(LP) = {α ∈ 	aff|α(xP) = 0}; 	(VP) =
{

α ∈ 	aff|α(xP) = 1

m

}

.

2.1.3 Cyclic grading on the Lie algebra

Let g = Lie G. Then the barycenter xP gives a Z/mZ-grading on g

g =
⊕

i∈Z/mZ

g(i)

compatible with the Z/eZ-grading on g obtained from θOut (under the reduction map
Z/mZ → Z/eZ) and such that g(0) can be canonically identified with Lie (LP), and
g(i) can be canonically identified withG(K )xP, i

m
/G(K )xP, i+1

m
for i 	= 0. In particular

we have VP ∼= g(1) as LP-modules. For more details, see [21, Theorem 4.1].

2.2 Euphotic representations

Let P be a standard parahoric subgroup of G(K ). Let ψ ∈ V ∗
P be a vector whose LP-

orbit is closed. Using an Ad(G)-invariant form on g, which exists by our assumption
in Sect. 1.7.2, the LP-module V ∗

P may be identified with g(−1). Then the LP-orbit of
ψ is closed if and only if ψ ∈ g(−1) is semisimple as an element of g.

Fix an additive character ψk : k → Q
×
� . For an admissible representation (π,V)

of G(K ) over Q�, let

V(P+,ψ) = {v ∈ V|π(g)v = ψk(ψ(g))v,∀g ∈ P+}.
2.2.1 Definition Let ψ ∈ V ∗

P be a vector whose LP-orbit is closed. Let (π,V) be an
irreducible admissible representation of G(K ). We say that it is euphotic with respect
to (P, ψ) if V(P+,ψ) 	= 0.

2.2.2 Action of LÃ

Let Lψ be the stabilizer of ψ under LP. Then Lψ is a (not necessarily connected)
reductive group over k. In fact, sinceψ can be identified with a semisimple element of
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g lying in g(−1), its centralizer Gψ in G is a reductive group whose Lie algebra gψ is
stable under the Z/mZ-grading. Viewing the Z/mZ-grading on g as an action of μm

on G, LP is the neutral component of Gμm . Then Gψ is stable under the μm-action,
and Lψ ⊂ (Gψ)μm is the union of components that lie in LP.

Let (π,V) be a euphotic representation of G(K ). There is an action of Lψ(k) on
V(P+,ψ). We will be interested in those (π,V) such that V(P+,ψ) contains a principal
series representation of Lψ(k). More precisely, let Bψ ⊂ L◦

ψ be a Borel subgroup of
the neutral component L◦

ψ of Lψ . Let Tψ be the quotient torus of Bψ .

2.2.3 Definition Let ψ ∈ g(−1) be semisimple and let χ : Tψ(k) → Q
×
� be a char-

acter. Let (π,V) be an irreducible admissible representation of G(K ). We say that
it is euphotic with respect to (P, ψ, χ) if the action of Bψ(k) on V(P+,ψ) contains a

nonzero eigenvector on which Bψ(k) acts via the character Bψ(k) → Tψ(k)
χ−→ Q

×
� .

By Frobenius reciprocity, an irreducible admissible (π,V) is euphotic with respect
to (P, ψ, χ) if and only if it is a quotient of the compact induction

c − indG(K )

P+·Bψ(k)((ψk ◦ ψ) � χ).

2.3 Relation with epipelagic representations

For simplicity in this subsection we assume G is split over F (i.e., e = 1) and L◦
ψ is

split over k. We lift Tψ to a maximal split torus Tψ ⊂ Lψ over k. Up to changing ψ

by an element in the same LP-orbit, we may assume Tψ ⊂ A (A is a maximal split
torus of LP). Then H = CG(Tψ) is a Levi subgroup of G containing T. From the
construction, H is stable under the μm-action on G which gives the Z/mZ-grading.

We claim that the induced Z/mZ-grading on h = Lie H is stable in the sense of
[20, §5.3]. Indeed, it suffices to show that the stabilizer (Hψ)μm is finite modulo Tψ ,
but this is true because (Hψ)μm is a reductive group containing Tψ as a maximal torus
which at the same time is central, hence (Hψ)μm/Tψ is finite. The theory developed in
[20, Corollary 15] then attaches a regular elliptic conjugacy class [w] in the extended
Weyl group Wext(H, T) ( component group of the normalizer of T in Aut(H)). One
checks that [w] indeed is a well-defined conjugacy class inW (G, H, T) = (NG(H)∩
NG(T))/T.

Let H = H ⊗k K , a Levi subgroup of G. The Z/mZ-grading on h gives a standard
parahoric subgroup PH ⊂ H and ψ ∈ h(−1) can be viewed as a linear function on
P+
H/P++

H . We expect that a euphotic representation of G(K ) with respect to (P, ψ, χ)

should be a composition factor of a parabolic induction from an epipelagic represen-
tation of H(K ) with respect to (PH , ψ) in the sense of [21], whose central character
restricts to χ on Tψ ⊂ ZH .

2.4 Predictions on the Langlands parameter

Again for simplicity we assume e = 1, i.e., G is split, and that Lψ is split over k.
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2.4.1. Let ̂G be the Langlands dual of G (over Q�) equipped with a maximal torus ̂T
and an isomorphism X∗(̂T ) ∼= X∗(T). Then the roots 
(̂G, ̂T ) are identified with the
coroots 
∨(G, T). Recall the Levi subgroup H introduced in Sect. 2.3. Let ̂H ⊂ ̂G
be the Levi subgroup containing ̂T such that 
( ̂H , ̂T ) ⊂ 
(̂G, ̂T ) is identified with
the set 
∨(H, T) ⊂ 
∨(G, T).

2.4.2. Let WK ⊃ IK ⊃ I+
K be the Weil group, inertia group and wild inertia of the

local field K . Let π be a euphotic representation of G(K ) with respect to (P, ψ, χ).
Let ρπ : WK → ̂G be the Langlands parameter of π .

For p = char(k) large, we make the following predictions on ρπ :

(1) Consider the toruŝS = [ ̂H , ̂H ] ∩ ̂T . Then, up to ̂G-conjugacy, one should be able
to arrange that ρπ(I+

K ) ⊂ ̂S. We also expect that ρπ(I+
K ) is regular in ̂S, i.e., its

centralizer in ̂G is C
̂G(̂S). This implies that ρπ(IK ) lies in the normalizer N

̂G(̂S)

of ̂S in ̂G.
(2) By (1), ρπ induces a homomorphism

ρtame
π : I tame

K = IK /I+
K → N

̂G(̂S)/̂S.

The group N
̂G(̂S)/̂S is a possibly disconnected reductive group with ̂T /̂S = ̂Hab

as a maximal torus. Let ρtame,ss
π : I tame

K → N
̂S(

̂S)/̂S be the semisimplification of
ρtame

π .
There is an inclusion N

̂G( ̂H , ̂T ) := N
̂G( ̂H) ∩ N

̂G(̂T ) ⊂ N
̂G(̂S). Then up to

conjugacy ρtame,ss
π should have image in N

̂G( ̂H , ̂T )/̂S. The composition

I tame
K

ρ
tame,ss
π−−−−→ N

̂G( ̂H , ̂T )/̂S → N
̂G( ̂H , ̂T )/̂T =: W (̂G, ̂H , ̂T )

should map a topological generator of I tame
K to a regular elliptic element w ∈

W (̂G, ̂H , ̂T ) = W (G, H, T) which is in the regular elliptic conjugacy class
attached to P in Sect. 2.3.

(3) Let N
̂G( ̂H , ̂T )′ ⊂ N

̂G( ̂H , ̂T ) be the preimage of the cyclic group 〈w〉 ⊂
W (̂G, ̂H , ̂T ). Then by (2), up to conjugacy ρtame,ss

π should have image in
N

̂G( ̂H , ̂T )′/̂S, which is an extension of 〈w〉 by ̂T /̂S. Since w acts trivially on
Tψ , the projection ̂T → ̂T /̂S → ̂Tψ dual to the inclusion Tψ ⊂ T extends to a
homomorphism N

̂G( ̂H , ̂T )′/̂S → ̂Tψ . Then the composition

I tame
K

ρ
tame,ss
π−−−−→ N

̂G( ̂H , ̂T )′/̂S → ̂Tψ

should correspond to the character χ of Tψ(k) under local class field theory.
(4) The slopes of the adjoint representation Ad(ρπ ) : WK → Aut(̂g) are either 0 or

1/m, and

Swan(Ad(ρπ )) = dim L − dim Lψ. (2.1)

The prediction on Swan conductors (2.1) is based on the following heuristics. The
Swan conductor should be 1/m for each root α∨ ∈ 
(̂G, ̂T ) = 
∨(G, T) which is
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nontrivial on the image ρ(I+
K ), and should be zero on other root spaces and on̂t. Those

α∨ such that α∨|ρ(I+
K ) = 1 correspond exactly to the coroots of the centralizerGψ with

respect to T. Let R′ = {α ∈ 
(G, T)|α(ψ) 	= 0}, then Swan(Ad(ρπ )) = #R′/m.
On the other hand, the μm-action on g preserves R′ and freely permutes R′. We get
that g(0) = gμm is the direct sum of gψ ∩ g(0) = Lie Lψ and 1-dimension from the
sum of root spaces for each μm-orbit of R′. Therefore the number of μm-orbits on R′,
which is #R′/m, is the same as dim L − dim Lψ , hence the prediction (2.1).

Let I tame
K (m) ⊂ I tame

K be the unique subgroup of indexm. Assume the characterχ is
sufficiently generic, then ρtame

π will be semisimple and by (3) above, ρtame
π (I tame

K (m))

should be conjugated into ̂T /̂S. The genericity ofχ should imply that the centralizer of
ρtame

π (I tame
K (m)) in C

̂G(̂S)/̂S is ̂T /̂S. Therefore, for χ sufficiently generic, we should

have ̂Gρπ (IK ) = C
̂G(̂S)ρ

tame
π (I tame

K ) = ̂Tw. Therefore we expect to have

dim ĝρπ (IK ) = dim̂tw = dim Tψ = rkLψ. (2.2)

3 Euphotic automorphic data

In this section we define euphotic automorphic data, and give a criterion for them to
be rigid.

3.1 Pre-euphotic automorphic data

3.1.1 Opposite parahorics

Let P∞ be a standard parahoric subgroup of G(F∞) corresponding to a facet F ⊂ C
in the apartment A∞ of the building of G(F∞) corresponding to the split torus AF∞ .
LetA0 be the apartment in the building of G(F0) corresponding to the split torus AF0 .
Then there is a unique isomorphism A∞ ∼= A0 characterized by the following two
conditions

(1) The natural action of X∗(A)R on A∞ corresponds to the opposite of the natural
action of X∗(A)R on A0.

(2) The special vertex in A∞ corresponding to the parahoric G(O∞) maps to the
special vertex in A0 corresponding to the parahoric G(O0).

Let us denote both A∞ and A0 by A under this identification. Let P0 be the parahoric
subgroup of G(F0) corresponding to the same facet F that we used to define P∞. We
say P0 thus constructed is opposite to P∞. Then the Levi factors LP∞ and LP0 can be
canonically identified, which we denote by LP, or simply L .

3.1.2 Definition A pre-euphotic automorphic datum is a tuple (P∞, ψ, χ,Q0) where

• P∞ is a standard parahoric subgroup of G(F∞);
• ψ ∈ V ∗

P∞ with closed orbit under L;

• χ : Tψ(k) → Q
×
� is a character.
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• LetP0 ⊂ G(F0) be the parahoric subgroup opposite toP∞. ThenQ0 is a parahoric
subgroup of G(F0) which is contained in P0 and contains the torus A.

The parahoric Q0 ⊂ P0 corresponds to a facet F′ in A0 whose closure contains F.
Let xQ be the barycenter of F′. The parahoricQ0 also determines a parabolic subgroup
Q of L = LP0 (containing A) such that Q0 is the preimage of Q under the projection
P0 → L .

3.1.3 Weyl groups

Let W be theWeyl group of G with respect to T. TheWeyl groupW of G with respect
to A can be identified with the fixed points Wμe . The Iwahori-Weyl groups of G(F∞)

and G(F0) with respect to A can be identified under the identification A∞ = A0; we
denote it by ˜W = X∗(A) � W . For w ∈ W , choose a lifting of it in NG(T)(k)μe ; for
an arbitrary element w = (λ,w1) ∈ X∗(A) � W = ˜W , we have its lifting ẇ = tλẇ1.

Let Waff ⊂ ˜W be the affine Weyl group generated by affine simple reflections. Let
� = Stab

˜W (C), the stabilizer of the fundamental alcove under ˜W . Then the projection

induces an isomorphism �
∼→ ˜W/Waff, and � is a finite abelian group.

Let WP (resp. WQ) denote the Weyl group of L (resp. LQ, the Levi of Q0 or Q),
both as subgroups of Waff. We have WQ ⊂ WP.

3.2 The space of automorphic forms

3.2.1 A space of automorphic forms

We will impose more conditions on the data (P∞, ψ, χ,Q0). To motivate these con-
ditions, we consider automorphic representations π = ⊗′

x∈|X |πx of G(AF ) for which

(1) πx is unramified for x 	= 0,∞;
(2) π

Q0
0 	= 0;

(3) π∞ is euphotic with respect to (P∞, ψ, χ) in the sense of Definition 2.2.3.

Any such automorphic representation π contains a nonzero vector in the following
space

F = Fun

⎛

⎝G(F)\G(AF )/(Q0 ×
∏

x 	=0,∞
G(Ox ))

⎞

⎠

(BψP+∞,μ)

of Q�-valued functions on which BψP+∞ ⊂ P∞ acts via the character μ defined by
μ|Bψ = χ and μ|P+∞ = ψk ◦ ψ . Let �0 = G(k[t, t−1]) ∩ Q0. Through the equality

G(F)\G(AF )/(Q0 ×
∏

x 	=0,∞
G(Ox ) × P++∞ ) = P++∞ \G(F∞)/�0 (3.1)
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of double cosets, cf. [27, 2.12] we identify

F = Fun(G(F∞)/�0)
(BψP+∞,μ).

We have the Birkhoff decomposition [27, 3.2]

G(F∞) =
∐

[w]∈WP\ ˜W/WQ

P∞ẇ�0. (3.2)

From this we get a decomposition

F =
⊕

[w]∈WP\ ˜W/WQ

F[w]

where F[w] is the subspace of functions supported on P∞ẇ�0.

3.2.2 The spaceF[w]

Let w ∈ ˜W . We have

P+∞\P∞ẇ�0/�0 = L(k)/Qw(k) = (L/Qw)(k) (3.3)

where Qw = Ad(w)�0∩L = Ad(w)Q0∩L is the parabolic subgroup of L containing
A with roots

	(Qw) = {α ∈ 	re|α(xP) = 0, α(wxQ) ≤ 0}.
Let f ∈ F[w]. Assume f is not identically zero on the double coset P+∞�ẇ�0 for

some � ∈ L . For any α ∈ 	(VP) (i.e., α(xP) = 1/m) and u ∈ Uα we have

f (�uẇ) = �−1
ψ(u) f (�ẇ).

If we furthermore assume that α(wxQ) ≤ 0, then Uw−1α ⊂ �0 and we find that

f (�ẇ) = f (�ẇAd(ẇ−1)(u)) = f (�uẇ) = �−1
ψ(u) f (�ẇ).

This implies that �−1
ψ vanishes on the space

Vw :=
⊕

α(xP)=1/m
α(wxQ)≤0

VP(α).

In other words

�−1
ψ ∈ V⊥

w =
⊕

α(xP)=−1/m
α(wxQ)<0

V ∗
P (α) ⊂ V ∗

P
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We may alternatively write V⊥
w into a sum of A-weight spaces

V⊥
w =

⊕

〈α,wxQ−xP〉< 1
m

V ∗
P (α).

Note that V⊥
w is stable under Qw.

3.2.3 Definition Let Yw be the closed subscheme of the partial flag variety L/Qw

defined by

Yw = {� · Qw ∈ L/Qw | �−1
ψ ∈ V⊥

w }.

3.2.4 Remark (1) The variety Yw is a Hessenberg variety in the sense of [8], attached
to the L-module V ∗

P and the Qw-stable subspace V⊥
w . It carries an action of the

stabilizer Lψ by right translation.
(2) If w = 1, or more generally if FP is in the closure of wFQ, then Yw = L/Qw.
(3) If we change w to ww1 for some w1 ∈ WQ, then both Qw and V⊥

w are unchanged,
hence Yw = Yww1 .

(4) If we change w to w2w for some w2 ∈ WP, then we may lift w2 to ẅ2 ∈ L , and
right multiplication by ẅ2 induces an isomorphism L/Qw

∼→ L/Qw2w which

restricts to an isomorphism Yw
∼→ Yw2w.

The above discussion implies that any function f ∈ F[w] must be supported on
Yw(k) (as a function on (L/Qw)(k) under (3.3)). In view of the eigen property under
Bψ , we get the following description of F[w].

3.2.5 Lemma For any w ∈ ˜W, let [w] be its (WP,WQ) coset in ˜W. Then there is a
canonical isomorphism

F[w] ∼= Fun(Yw(k))(Bψ(k),χ)

where the right side is the space of eigenfunctions on Yw(k) under the left translation
of Bψ(k) with eigen-character χ . The isomorphism is given by Fw � f �→ fw where
fw(�Qw) = f (�ẇ�0) for all �Qw ∈ Yw(k).

3.3 Spectrally meager varieties

In examining when the space F[w] is zero we arrive at the following notion.

3.3.1 Definition (1) Let H be a connected reductive group over k with Borel subgroup
BH . Let Y be a scheme of finite type over k with an H -action. We say that Y is
spectrally meager if for any geometric point y ∈ Y (k) the stabilizer StabBH (y)
contains a nontrivial torus.

(2) If Y is a spectrally meager H -scheme, let S(Y ) be the collection of (nontrivial)
subtori of TH ,k (the universal Cartan of H ) given by the images of StabBH (y)◦ →
TH for all y ∈ Y (k).
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3.3.2 Remark (1) The definition of spectrally meager H -scheme does not depend on
the choice of the Borel subgroup BH . It is therefore intrinsic to the H -scheme Y .

(2) If Y is a spectrally meager H -scheme, the collection S(Y ) of subtori is finite.
Indeed, we may partition Y into finitely many locally closed connected BH -stable
subschemes {Yα} such that the torus part of the stabilizer of BH on each point of
Yα has the same dimension, then each Yα contributes a single torus in S(Y ).

(3) The terminology “spectrally meager” may be justified as follows.
Let χ : TH (k) → Q

×
� be a character with the property that χ |S(k) 	= 1 for any

S ∈ S(Y ) defined over k, then the H(k)-module Fun(Y (k)) does not contain any
simple constituent of the principal series representation IndH(k)

BH (k)(χ). The same
property holds after any finite base change k′/k.
On the other hand, making the obvious definition overC, if Y is an affine H -variety
over C which is spectrally meager, thenO(Y ) as an algebraic H -module contains
the irreducible H -module Vλ with highest weight λ only if λ ∈ X∗(S)⊥ for some
S ∈ S(Y ), i.e., λ lies in the union of finitely many proper sublattices in X∗(T ).

3.3.3 Corollary (of Lemma 3.2.5) Let w ∈ ˜W. If Yw is spectrally meager as an Lψ -
scheme, and χ is nontrivial on S(k) for any torus S ∈ S(Yw) that is defined over k,
then F[w] = 0.

Proof For any y ∈ Yw(k), the stabilizer StabBψ (y) maps to a nontrivial torus S ∈
S(Yw). Since χ |S(k) 	= 1, all (Bψ(k), χ)-eigenfunctions on Yw(k) must vanish at y.
We conclude that F[w] = 0 by Lemma 3.2.5. ��

3.4 Euphotic automorphic data

3.4.1 Definition A pre-euphotic automorphic datum (P∞, ψ, χ,Q0) is called a
euphotic automorphic datum if it satisfies the following conditions:

(1) For w ∈ �, any Borel subgroup Bψ of Lψ acts on Yw with an open orbit with
finite stabilizers.

(2) For any w ∈ ˜W − WP�WQ, the Lψ -scheme Yw is spectrally meager.
(3) Let Kχ be the Kummer local system on Tψ attached to χ (see [26, Appendix

A.3.5]). Then for any S ∈ ∪w/∈WP�WQS(Yw) (this is a subtorus of Tψ,k over k),
the restriction Kχ |S is a nontrivial local system.

We call the euphotic automorphic datum (P∞, ψ, χ,Q0) strict if moreover the fol-
lowing holds:

(1) For any w ∈ � and any x ∈ (L/Qw)(k) outside the open Bψ -orbit let Sx be the
image of StabBψ (x)◦ → Tψ,k and assume that Kχ |Sx is a nontrivial local system
(in particular, Sx is a nontrivial torus).

(2) The stabilizer on the open Bψ -orbit is ZG.

3.4.2 Remark (1) The conditions for a pre-euphotic automorphic datum to be a
euphotic automorphic datum can be checked after base changing the situation
to k.
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(2) The open Bψ -orbit condition in Definition 3.4.1 is saying that Yw is a spherical
Lψ -variety. This implies that Bψ has finitely many orbits on Yw by [2].

(3) As w varies in ˜W , there are only finitely many different Lψ -equivariant isomor-
phism types of the schemes Yw. Indeed, there are only finitely many possibilities
for Qw and Vw. Therefore the union ∪w/∈WP�WQS(Yw) is a finite set.

3.4.3 Proposition Let (P∞, ψ, χ,Q0) be a euphotic automorphic datum. Then

(1) The space F is finite-dimensional and consists of cusp forms. In particular, any
automorphic representation π satisfying the conditions in Sect. 3.2.1 is cuspidal.

(2) For any finite field extension k′/k, consider the similarly defined space Fk′
using

the base change automorphic data (P∞, ψ, χ,Q0). Then dim
Q�

Fk′
is bounded

independent of k′.

Proof (1) For anyw ∈ ˜W −WP�WQ, the assumptions in Corollary 3.3.3 are satisfied
(for any S ∈ S(Yw) defined over k, χ |S(k) is nontrivial if and only if Kχ |Sk is
nontrivial). Therefore F[w] = 0.
If w ∈ �, the space F[w] = Fun(Yw(k))(Bψ(k),χ) has finite dimension because
there are finitely many Bψ -orbits on Yw over k (see Remark 3.4.2(2)), hence
finitely many rational orbits as well. we conclude that F is finite-dimensional
and stable under the spherical Hecke operators at all places x /∈ {0,∞}. By [15,
Lemme 8.24], F consists of cusp forms.

(2) The universal bound for dimFk′
comes from bounding the number of Bψ(k′)-

orbits on Yw(k′) for w ∈ �. The number of such orbits is bounded by
∑

x #π0(StabBψ (x)) where x runs over a set of representatives of the finite set
Yw(k)/Bψ(k). ��

3.4.4 Remark One may generalize the notion of a (pre-)euphotic automorphic datum
by adding a character η of LQ(k) (or a rank one character local systemKη on LQ). We
leave it to the reader to modify the third condition in Definition 3.4.1 in this situation
(which should involve Kχ and Kη).

4 Hecke eigencategory and local systems

Unless otherwise stated, in this subsection all �-adic sheaves are over the relevant
spaces base-changed to k.

4.1 Automorphic sheaves

Let (P∞, ψ, χ,Q0) be a euphotic automorphic datum.

4.1.1 A category of automorphic sheaves

We denote by

Bun := BunG(Q0,P++∞ )
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the moduli stack of G-bundles on P1 with level structure Q0 at 0 and P++∞ at ∞. It
carries an action of Bψ � VP by changing the level structure at ∞. The character
ψk ◦ ψ : VP = P+∞/P++∞ → Q

∗
� determines an Artin-Schreier sheaf ASψ on VP.

Similarly we get a Kummer sheaf on Tψ whose pullback along Bψ → Tψ we denote
by Kχ .

Let D(ψ, χ) be the derived category of Q�-complexes on Bunk with (Bψ,k �

VP,k,Kχ �ASψ)-equivariant structures. In [26], a more elaborate notion of geometric
automorphic data is defined, including the data of a character sheaf on the center ZG.
In our case we simply take the trivial local system on ZG. For the details we refer to
[26, Section 2.6].

More generally, for any scheme S over k, we define D(S, ψ, χ) to be the derived
category of Q�-complexes on Sk ×k Bunk with (Bψ,k �VP,k,Kχ �ASψ)-equivariant
structures.

Let P(ψ, χ) ⊂ D(ψ, χ) and P(S, ψ, χ) ⊂ D(S, ψ, χ) be the full abelian subcat-
egory of perverse sheaves.

4.1.2 Lemma (1) The category P(ψ, χ) has finitely many simple objects up to iso-
morphism.

(2) Let S be a scheme of finite type over k. Any simple perverse sheaf in P(S, ψ, χ) is
of the form FS �A, where FS is a simple perverse sheaf on Sk, andA ∈ P(ψ, χ)

is a simple object.

Proof All stacks in the proof are understood to be over k; we omit the base change
(−)k from the notations.

(1) Stratify Bun into locally closed substacks Bun[w] indexed by classes [w] ∈
WP\ ˜W/WQ using the Birkhoff decomposition (3.1) and (3.2). By the discussion
in Sect. 3.2.2, the restriction of any A ∈ D(ψ, χ) to Bun[w] can be identified
with an objectA[w] ∈ D(Bψ ,Kχ )(Yw). By the genericity condition on the Kummer
sheaf Kχ (see Definition 3.4.1), for any w ∈ ˜W − WP�WQ, any geometric point
y ∈ Yw, the restriction ofKχ to StabBψ (y) is nontrivial. ThereforeA[w] = 0. This
implies that any objectA ∈ D(ψ, χ) has vanishing stalks and costalks outside the
open strata �w∈�Bun[w] (one for each connected component of Bun). For w ∈ �

let jw : Yw × VP ↪→ L/Qw × VP ∼= Bun[w] ↪→ Bun be the embedding. Here the
first arrow is a closed embedding and the second is the open inclusion of the open
stratum. Then the sum of the functors j∗w gives a t-exact equivalence

j∗ : D(ψ, χ)
∼→

⊕

w∈�

D(Bψ�VP,Kχ�ASψ)(Yw × VP) ∼=
⊕

w∈�

D(Bψ ,Kχ )(Yw).

ByRemark 3.4.2(2),Yw has finitelymany Bψ -orbits. This implies that the category
Perv(Bψ ,Kχ )(Yw) has finitely many simple objects. Therefore the same is true for
P(ψ, χ).

(2) The above argument shows that the restriction map along the embedding idS × j :
S × �w∈�Yw × VP ↪→ S × Bun induces an equivalence

D(S, ψ, χ)
∼→

⊕

w∈�

D(Bψ ,Kχ )(S × Yw).
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Let B ∈ Perv(Bψ ,Kχ )(S × Yw) be a simple object, for some w ∈ �. Let Yw =
�α∈�Zα be the stratification into Bψ -orbits. Then B is the middle extension of
a local system B0 on a locally closed Bψ -stable substack of S × Yw, which is
necessarily of the form S′ × Zα for some α ∈ � and S′ ⊂ S locally closed
irreducible. Choose a point z ∈ Zα and let �α be the stabilizer of Bψ at z. Then
via restriction to S′ × {z}, (Bψ,Kχ )-equivariant local systems on S′ × Zα are the
same as (�α,Kχ |�α)-equivariant local systems on S′, with the trivial action of �α

on S′. Let �◦
α be the neutrual component of �α . IfKχ |�◦

α is nontrivial, there are no
such local systems. If Kχ |�◦

α is trivial, then Kχ |�α descends to π0(�α) and gives

a class ξ ∈ H2(π0(�α), Q
×
� ) by [26, A.4.1]. The class ξ gives a central extension

1 → Q
×
� → � → π0(�α) → 1. By [26, A.4.4], (�α,Kχ |�α)-equivariant local

systems on S′ (with the trivial �α-action) are the same as local systems on S′
with an action of the group � such that Q

×
� ⊂ � acts by scaling on the local

system. Thus any irreducible (Bψ,Kχ )-equivariant local system B0 on S′ × Zα

must be of the form F0 � ρ for an irreducible local system F0 on S′ and an
irreducible representation ρ of � on which Q

×
� acts by scaling. View ρ as a

(Bψ,Kχ )-equivariant local system A0 on Zα . We have B0 ∼= F0 � A0. Let FS

and A be the middle extensions of F0 and A0 respectively to S
′
and Zα , then

B ∼= FS � A.

��

4.1.3 Geometric Hecke operators

We briefly review the construction of geometric Hecke operators. For details we refer
to [26, §4.2]. First consider the case G is split. Let Hk be the Hecke correspondence

Bun Hk
−→
h ��

←−
h�� Gm × Bun

which classifies (x, E, E ′, α) where x ∈ Gm , E, E ′ ∈ Bun and α is an isomorphism
of G-torsors E |X\{x} ∼= E ′|X\{x} respecting the level structures. The maps

←−
h and

−→
h

send (x, E, E ′, α) to E and (x, E ′) respectively.
By the geometric Satake equivalence, for each representation V ∈ Rep(̂G)

there is a G[[t]] � Aut(k[[t]])-equivariant perverse sheaf on the affine Grassmannian
GrG = G((t))/G[[t]] denoted ICV . This perverse sheaf can be “spreadout” over Hk
(still denoted ICV ) such that its ∗-restriction to every fiber of−→h is isomorphic to ICV .
The geometric Hecke operator is the functor

TV = −→
h !(

←−
h ∗(−) ⊗ ICV ) : D(ψ, χ) → D(Gm, ψ, χ).

The formation of TV is additive in V .
More generally, for any finite set I , any scheme S, V ∈ Rep(̂GI ), there is a functor

TI
S,V : D(S, ψ, χ) → D(GI

m × S, ψ, χ)
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defined using the version of the Hecke stack that modifies the bundle simultaneously
at a collection of points indexed by I . These functors have factorization structures: for
I = I1 � I2, Vi ∈ Rep(̂GIi ) and V = V1 � V2, there is a canonical isomorphism

TI
S,V

∼= TI1
G

I2
m ×S,V1

◦ TI2
S,V2

. (4.1)

Moreover, for any surjection I � J with the diagonal map ̂GJ ↪→ ̂GI and GJ
m ↪→

GI
m , there is a canonical isomorphism

TI
S,V |GJ

m×S×Bun
∼= TJ

S,V |
̂GJ

.

When G is quasi-split, the only modification to the above discussions is that Gm

should be replaced with the μe-covering ˜Gm over which G is split.

4.1.4 Proposition Let (P∞, ψ, χ,Q0) be a euphotic automorphic datum.

(1) The functor TV [1] is exact for the perverse t-structures.
(2) For any simple perverse sheaf A ∈ P(ψ, χ) and V ∈ Rep(̂G), TV (A) is isomor-

phic to a finite direct sum

TV (A) ∼=
⊕

A′
E(V )A,A′ � A′.

HereA′ runs over simple objects in P(ψ, χ) and E(V )A,A′ is a semisimple local
system on Gm,k .

(3) For simple perverse sheavesA,A′ ∈ P(ψ, χ) and V ∈ Rep(̂G) there is a canon-
ical isomorphism

E(V )A,A′ ∼= E(V∨)∨A′,A. (4.2)

(4) More generally, for any finite set I , V ∈ Rep(̂GI ) and any simple perverse sheaf
A ∈ P(ψ, χ), TI

V (A) takes the form

TI
V (A) ∼=

⊕

A′
E I (V )A,A′ � A′. (4.3)

Here E I (V ) is a finite direct sum of local systems on GI
m of the form �i∈I Ei ,

where Ei are semisimple local systems on Gm,k .

(5) Note that μe acts on ̂G by pinned automorphisms and on G̃m,k by deck transfor-

mations. For ζ ∈ μe, V ∈ Rep(̂GI ), let V ζ be the representation given by the

composition ̂GI ζ I

−→ ̂GI → GL(V ); let ζ I also denote the diagonal action of ζ on

G̃m,k

I
. Then there is an isomorphism functorial in A,A′ and V , and compatible

with the group structure of μe:

(ζ I )∗E I (V )A,A′ ∼= E I (V ζ )A,A′ , ∀ζ ∈ μe.
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Proof (1)(2)We first show aweak version of (1): supposeA is supported on the neutral
component, i.e., it is a clean extension from Bun[1], then TV (A)[1] is perverse for any
V ∈ Rep(̂G). The proof is similar to the argument in [27, third paragraph in the
proof of Theorem 3.8], and we only give a sketch. The key point being that the map−→
h : [1]Hk → Gm × Bun is ind-affine, where [1]Hk ⊂ Hk is the preimage of Bun[1]
under

←−
h . This boils down to the fact that Bun[1] ⊂ Bun0 (the neutral component of

Bun) is the non-vanishing locus of a section of a certain determinant line bundle, which
pulls back to an ample line bundle on the affine Grassmannian. Therefore [1]Hk ⊂ Hk
is the nonvanishing locus of a section of a line bundle relative ample with respect to−→
h , hence the ind-affineness of

−→
h |[1]Hk.

Then we prove a weak version of (2): TV (A) ∼= ⊕A′E(V )A,A′ � A′ for some
E(V )A,A′ that is a direct sum of shifted semisimple local systems on Gm,k . By the

decomposition theorem (
←−
h is locally a fibration and

−→
h is ind-proper), TV (A) is a

semisimple complex on Gm × Bun. By Lemma 4.1.2, we conclude that TV (A) has
the required form for semisimple complexes E(V )A,A′ ∈ D(Gm,k). The fact that

TV (A) is locally constant along Gm follows from the ULA property of both
←−
h ∗A

and ICV with respect to the projection to Gm . For details we refer to the argument in
[26, Lemma 4.4.6].

Now we prove (1) in general. Note that the same argument for the weaker version
may fail forA supported on other components of Bun: it may happen for some ω ∈ �

that the boundary of Bun[ω] has codimension > 1, so it cannot be the non-vanishing
locus of a section of a line bundle.

For ω ∈ �, let Bunω be the corresponding component of Bun (so that Bun[ω] ⊂
Bunω is open), and Dω(ψ, χ) be the subcategory of D(ψ, χ) supported on Bunω.
Similarly define Pω(ψ, χ). Let B ∈ Pω(ψ, χ). Since TV (B) is locally constant along
Gm , it suffices to fix any geometric point x ∈ Gm , and check that TV (B)|{x}×Bun is
perverse. Let us denote the geometric Hecke operator at x by

V �x (−) = TV (−)|{x}×Bun : D(ψ, χ) → D(ψ, χ).

The weak version of (1) that is already proven says that:

For any V ∈ Rep(̂G), V �x (−) sends P0(ψ, χ) to P(ψ, χ). (4.4)

Choose V ∈ Rep(̂G) whose central character corresponds to −ω under the
canonical isomorphism X∗(ẐG) ∼= �. Then K = V �xB ∈ D0(ψ, χ). Now
B is a direct summand of (V∨ ⊗ V )�xB = V∨�x (K). By (4.4), B is a direct
summand of V∨�x

pH0K, therefore a direct summand of V∨�xA for some simple
object A ∈ P0(ψ, χ). Now for any V ′ ∈ Rep(̂G), V ′�xB is a direct summand of
V ′�x (V∨�xA) ∼= (V ′ ⊗ V∨)�xA, which is perverse by (4.4).

Finally (1) together with the weak version of (2) implies the full version of (2).
(3) Let σ be the involution on Hk that switches the two G-bundles. Then there is

a well-known isomorphism between ICV and σ ∗D−→
h

(ICV∨) (both on Hk, where D−→
h

denotes the relative Verdier duality with respect to the map
−→
h ). This follows from
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the similar statement for the Satake category. From this and standard sheaf-theoretic
functor manipulations we obtain an adjunction

Hom(TV∨(A′), Q� � A) ∼= Hom(Q� � A′,TV (A))

as complexes on Gm ×Bun, functorial inA,A′ ∈ D(ψ, χ). In view of the decompo-
sition in (2), we get (4.2).

(4) Same argument as above shows that TI
V (A) is a semisimple perverse sheaf

on GI
m × Bun locally constant along GI

m . By Lemma 4.1.2, we can write TI
V (A) in

the form (4.3), with E I (V )A,A′ a local system on GI
m upon shifting by |I |. Now the

factorization structure of TI
V allows us to conclude that each E I (V )A,A′ is indeed an

external tensor product. For example, take I = {1, 2}, and V = V1 � V2 ∈ Rep(̂GI ),
then TV2(A) ∼= ⊕E(V2)A,A′ �A′. Acting on both sides by TGm ,V1 again, the left side
becomes TI

V (A) by the factorization isomorphism (4.1), and the right side becomes

⊕

A′,A′′
E(V1)A′,A′′ � E(V2)A,A′ � A′′

with both A′ and A′′ running through simple objects in P(ψ, χ). We conclude

E {1,2}(V1 � V2)A,A′′ ∼=
⊕

A′
E(V1)A′,A′′ � E(V2)A,A′ . (4.5)

The case of general I follows by an iteration of the same argument.
(5) follows from theOut(G) = Out(̂G)-equivariance of the geometric Satake equiv-

alence. See [26, §4.2.3], and [10, Appendix B]. ��

4.2 Eigen local systems

Next we will extract LG-local systems from the category P(ψ, χ).

4.2.1. Let Pss(ψ, χ) ⊂ P(ψ, χ) be the subcategory of semisimple objects. Let
Loc(G̃m,k) be the tensor category of Q�-local systems (of finite rank) over G̃m,k .

Let C be the full subcategory of Loc(G̃m,k) consisting of finite direct sums of simple
factors of E(V )A,A′ when V runs over Rep(̂G) andA,A′ simple objects in P(ψ, χ).
Since E(V1 ⊗ V2)A,A′′ ∼= ⊕

A′ E(V1)A′,A′′ ⊗ E(V2)A,A′ (restricting (4.5) to the
diagonal), we see that C is stable under tensor product. Proposition 4.1.4(3) shows
that C is closed under duality. Therefore C is a semisimple rigid tensor subcategory of
Loc(G̃m,k), hence neutral Tannakian.

By Proposition 4.1.4, P = Pss(ψ, χ) is a factorizable R = Rep(̂G)-module
category with coefficients in C, in the sense of Sect. A.2 Applying Corollary A.4.2
(and Remark A.4.3 for nonsplit G), we get the following result.

4.2.2 Theorem Let (P∞, ψ, χ,Q0) be a euphotic automorphic datum. Then there are
finitely many semisimple μe-equivariant ̂G-local systems {Eσ }σ∈� over G̃m,k (for
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some index set �), and a decomposition

Pss(ψ, χ) =
⊕

σ∈�

Pσ

such that

(1) Let ̂Gσ = Aut
̂G(Eσ ) (a reductive group over Q� which can be identified with

a subgroup of ̂G up to conjugacy; it is equipped with a μe-action). Each Pσ is
an E2-module category under Rep(̂Gσ ) (denote the action of W ∈ Rep(̂Gσ ) on
A ∈ Pσ by W • A) with functorial isomorphisms W • A ∼= W ζ • A for ζ ∈ μe.

(2) For any A ∈ Pσ and V ∈ Rep(̂G), there is an isomorphism functorial in V and
A

TV (A) ∼=
⊕

E

E � ([Eσ (V ) : E] • A) ∈ D(Gm, ψ, χ)

Here the direct sum is over all irreducible local systems E over G̃m,k , Eσ (V ) ∈
Loc(G̃m,k) is the (semisimple) local system on G̃m,k associated to Eσ and V ,
and [Eσ (V ) : E] is the multiplicity space of E in Eσ (V ), viewed as an object in
Rep(̂Gσ ).
Moreover, there is a version of the above isomorphism for any finite set I and
V ∈ Rep(̂GI ), and these isomorphisms are compatible with the factorization
structures.

We recall that a ̂G-local system on G̃m,k is called semisimple if the Zariski closure

of the image of π1(G̃m,k) in ̂G is reductive.

4.2.3 Descent to k

After a finite extension of k, we may assume that each simple object A in P(ψ, χ)

has the property Fr∗A ∼= A, where Fr : Bun → Bun is the Frobenius morphism with
respect to k. In particular, each summandPσ in Theorem 4.2.2 is stable under Fr∗. Fix
a Weil structure Fr∗A ∼= A for each simple A ∈ P(ψ, χ). Applying Remark A.4.3
to the � = FrZ-equivariant structure on the factorizable Rep(̂G)-module structure on
Pss(ψ, χ) with coefficients in C (where Fr acts trivially on Rep(̂G) and on Pss(ψ, χ)

by the fixedWeil structures, and it acts by Fr∗ on C), we conclude that each Eσ viewed
as a tensor functor Rep(̂G) → C carries a Fr-equivariant structure. In other words, Eσ

carries a Weil structure (depending on the choice of Weil structures of simple objects
in P(ψ, χ)).

4.2.4 Remark (1) A μe-equivariant ̂G-local system on G̃m,k is the same thing as a
LG = ̂G � μe-local system on Gm,k , such that the induced μe-cover of Gm,k is

G̃m,k . Therefore, after choosing a base point x ∈ Gm,k , the Eσ in the above theorem

is the same data as continuous homomorphisms ρσ : π1(Gm,k, x) → LG(Q�).
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The discussion in Sect. 4.2.3 gives an extension of ρσ to the Weil group of Gm

so it is a Langlands parameter in the usual sense for the quasi-split group G over
F = k(t).

(2) The upshot of the above theorem is that, we not only can extract a LG-local system
Eσ from each indecomposable summand Pσ of the category Pss(ψ, χ), but there
is a residual action of Rep(Aut(Eσ )) on Pσ . The Rep(Aut(Eσ ))-module category
Pσ may be viewed as a secondary invariant attached to the automorphic datum in
question that is not covered by the usual Langlands parameter Eσ . The relationship
between this secondary invariant and global L-packets deserves further study. A
closely related phenomenon is discussed in [6] under the name fractional Hecke
eigensheaves.

(3) The number of simple objects in P(ψ, χ) can be large in some examples. We will
see in an example for G = Sp2n (see Sect. 6.4, case (1)) that P(ψ, χ) has 2n

simple objects all supported on the open Bψ -orbit of L/Q. It remains unclear how
Pss(ψ, χ) decomposes into indecomposables in this case.

(4) The above theorem (or rather Corollary A.4.2) improves [26, Theorem 4.4.2]. In
loc.cit, we consider the situation where the relevant category of perverse sheaves
P has a unique simple object on each connected component of Bun (indexed by�,
and � ∼= X∗(ẐG) when G is split). In this case, P is necessarily indecomposable
because the Hecke operators will mix up the components transitively. Corollary
A.4.2 then gives a ̂G-local system E (rather than a weak ̂G-local system in the
sense of [26, Def. 4.3.2]), together with an E2-action of Rep(Aut(E)) on P . Since
ẐG ⊂ Aut(E), Rep(Aut(E)) is graded byX∗(ẐG), and this grading is compatible
with the decomposition of P according the connected components of Bun.

(5) In practice, to calculate these local systems, we need to calculate the local systems
E(V )A,A′ that appear in Proposition 4.1.4. These can be calculated in the same
way as described in [26], as part of the derived direct image of a family of varieties
over Gm closely related to the Beilinson-Drinfeld affine Grassmannian.

4.2.5 Corollary Assume that G is split and simply-connected. Let (P∞, ψ, χ,Q0) be a
strict euphotic automorphic datum.Denote by ZG∗ the set of charactersσ : ZG(k) →
Q

×
� . Then there is a decomposition

P(ψ, χ) =
⊕

σ∈ZG∗
Pσ

such that each Pσ contains a unique simple perverse sheaf Aσ which is a Hecke
eigensheaf with semisimple eigen ̂G-local system Eσ .

Proof Denote by O the open Bψ -orbit of L/Q. Using strictness the proof of Lemma
4.1.2 implies an equivalence of categories

D(ψ, χ)
∼=−→ D(Bψ ,Kχ )(L/Q)

∼=−→ D(Bψ ,Kχ )(O).

Fixing a point y ∈ O(k) identifies P(ψ, χ) with Rep(ZG, Q�) and hence we obtain
the desired decomposition and uniqueness of the simple perverse sheaf Aσ . More
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explicitly Aσ = j!Fσ is the perverse sheaf whose restriction to O corresponds to the
character σ . For any H ∈ D(S, ψ, χ) we may decompose its restriction to S × y as
follows

(idS × y)∗H ∼=
⊕

σ∈ZG∗
(idS × y)∗Hσ ,

according to the action of ZG. For H ∈ P(S, ψ, χ) (or any shifted perverse sheaf)
we obtain a decomposition

H ∼=
⊕

σ∈ZG∗
(σ−1 ⊗ (idS × y)∗Hσ )ZG � j!Fσ ,

cf. [26]. Note that the automorphism group of any point of BunG(Q0, BψP+∞) contains
ZG. Therefore wemay speak of the subcategoryD(ψ, χ)σ on which ZG acts through
σ . By [26, §4.4.1] the geometricHecke operatorTV sendsD(ψ, χ)σ toD(Gm, ψ, χ)σ
and by Proposition 4.1.4 TV (Aσ )[1] is perverse. Therefore we have

TV (Aσ ) = TV (Aσ )σ ∼= (σ−1 ⊗ (idS × y)∗TV (Aσ ))ZG � j!Fσ

using the decomposition above.Again by Proposition 4.1.4TV (Aσ ) is locally constant
along Gm and the claim follows. ��

4.3 Local monodromy and rigidity

In this subsection we assume that G is split, so that LG = ̂G. Let (P∞, ψ, χ,Q0) be
a euphotic automorphic datum. By Theorem 4.2.2, we have a ̂G-local system Eσ over
Gm,k for each indecomposable summand Pσ of Pss(ψ, χ). Let ρσ : π1(Gm,k, η) →
̂G(Q�) be the geometric monodromy representation attached to Eσ .

4.3.1 Lusztig’s bijection

To describe the local monodromy of Eσ at 0, recall Lusztig’s bijection [17, Theo-
rem 4.8]:

{two-sided cells in Waff} �� �� {unipotent classes in ̂G} (4.6)

4.3.2 Proposition For any local system Eσ attached to the euphotic automorphic
datum

(P∞, ψ, χ,Q0),

the local monodromy ρσ |IF0 (IF0 is the inertia group at 0) is tame, and maps a

topological generator of I tame
F0

into the unipotent class of ̂G which corresponds to
the two-sided cell cQ of Waff containing the longest element of WQ under Lusztig’s
bijection (4.6).
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Proof It suffices to prove the case where G is simply-connected. The proof is almost
the same as in the epipelagic case, cf. [27, §4.11–4.18], replacing P0 in loc.cit. byQ0.
The only thing that needs to be adapted in our situation is [27, Lemma 4.12]. Here the
analogous statement should be: consider the action of DQ0(G((t))/Q0) on D(ψ, χ),
then any perverse sheaf K ∈ PervQ0(G((t))/Q0) acts as a t-exact endo-functor of
D(ψ, χ). Consider the Hecke correspondence Hk0 that classifiesmodifications of Bun
at 0, with two maps

←−
h ,

−→
h : Hk0 → Bun. Let Hk′

0 = ←−
h −1(Bun[1]) ∩ −→

h −1(Bun[1]).
Since Bun[1] is the preimage of the open stratum [pt/L] ⊂ BunG(P0,P∞), we may

identify fibers of
−→
h ′ = −→

h |Hk′
0 : Hk′

0 → Bun[1] with AutX−{0}(EP0,P∞)/L where
EP0,P∞ is the openpoint inBunG(P0,P∞)with automorphism L . Equivalently,wemay
identify AutX−{0}(EP0,P∞)/L with AutX−{0}(EP0,P+∞) by choosing a P+∞-reduction of

EP0,P+∞ . From this we see that the fibers of
−→
h ′ are ind-affine. Since −→

h ′ is a Zariski
locally trivial fibration, it is ind-affine. ��
4.3.3 Proposition Under the assumptions in the beginning of Sect. 4.3, assume further

• The restriction ρσ |IF∞ is as predicted in Sect. 2.4.2.
• The image of ρσ does not lie in any proper Levi subgroup of ̂G (equivalently,
Aut(Eσ ) is finite).

Then Eσ is cohomologically rigid in the sense that

H∗(Xk, j!∗Ad(Eσ )) = 0.

Here j : Gm ↪→ X is the open embedding, and Ad(Eσ ) is the adjoint local system
attached to Eσ .

Proof We have the exact sequence

0 → ĝρσ (π1(Gm,k )) → ĝρσ (IF0 ) ⊕ ĝρσ (IF∞ )

→ H1
c(Gm,k,Ad(Eσ )) → H1(Xk, j!∗Ad(Eσ )) → 0.

So the cohomological rigidity condition boils down to

dimH1
c(Gm,k,Ad(Eσ )) − dim ĝρσ (IF0 ) − dim ĝρσ (IF∞ ) + ĝρσ (π1(Gm,k )) = 0. (4.7)

By the second assumption, dim ĝρσ (π1(Gm,k )) = 0. Let u ∈ ̂G be a unipotent element
in the class corresponding to the longest element wQ,0 of WQ. By Proposition 4.3.2,
dim ĝρσ (IF0 ) = dim ̂Gu = rk̂G + 2 dimBu (Bu is the Springer fiber of u). By [27,
Lemma 4.6], we have dimBu = �(wQ,0). Hence

dim ĝρσ (IF0 ) = rk̂G + 2�(wQ,0) = dim LQ.

By (2.2), dim ĝρσ (IF∞ ) = dim Tψ .
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By the Grothendieck-Ogg-Shafarevich formula

dimH1
c(Gm,k,Ad(Eσ )) = Swan(Ad(Eσ )) = dim L − dim Lψ

as predicted in Sect. 2.4.2. Using these calculations, (4.7) is equivalent to

dim L − dim LQ − dim Tψ = dim Lψ.

Since dim Bψ = (dim Tψ + dim Lψ)/2, dim L − dim LQ = 2 dim L/Q, the above
identity is equivalent to

dim L/Q = dim Bψ,

which is guaranteed by the condition (1) in Definition 3.4.1. ��

5 An example in typeG2

From this section on, we will give several families of examples of (strict) euphotic
automorphic data.

5.1 The rigid connection from [11]

The motivating example for our construction of rigid automorphic data is a certain
rigid irregular G2-connection discovered by the first-named author. By [11, Theorem
1.1.] there is a rigid irregular connection E on Gm,C with differential Galois group
G2 and with the following local data. At z = 0 the connection is regular singular and
has subregular unipotent monodromy. On the punctured formal disc D◦ at z = ∞ the
connection E is isomorphic to

El(z2, α, (λ, λ−1)) ⊕ El(z2, 2α, 1) ⊕ (−1)

where by (λ, λ−1) we denote a regular singular formal connection of rank two with
monodromy λ and λ−1 and similarly for (−1). Further, El(z2, α, (λ, λ−1)) is an ele-
mentary formal connection in the sense of [22, §2]. It is the direct image of a formal
exponential connection twisted by a regular singular connection along a twofold cov-
ering of the formal disc.

The local data of this connection dictates our guess for the local representations in
Sect. 3.2.1. The parahoric subgroupQ0 should correspond to the unipotent conjugacy
class of the connection at z = 0 as in Sect. 4.3, (1).

The choice of the character ψ corresponds to the occurence of the formal exponen-
tial connection, an additive parameter, and the character χ reflects the multiplicative
parameter at z = ∞ of the formal connection, given by the regular singular con-
nection (λ, λ−1). Note that in addition the formal connection at z = ∞ becomes
diagonalisable after pullback to a two-fold cover.



Euphotic representations and rigid automorphic data Page 27 of 73 76

5.2 Constructing the automorphic form

Assume G is split of type G2 and denote by � = {α1, α2} the simple roots of G2
where α1 is the long root. Consider the parahoric P∞ with L ∼= SO4 with roots
α2 and the highest root η. We have V = Sym3(St) ⊗ St′, where St is the standard
representation of the short root SL2 ↪→ SO4, and St′ is the standard representation of
the long root SL2. In this casem = 2 and V ∼= V ∗. We may identify V ∗ with the space
of bihomogeneous polynomials in two sets of variables (x, y) and (u, v) that are cubic
in (x, y) and linear in (u, v). Then take ψ = x3u+ y3v. We have Lψ

∼= Gm �μ2: the
projection Lψ → PGL2 to the short root factor is an isomorphism onto the normalizer
of a maximal torus A in PGL2; the other projection Lψ → PGL2 onto the long root
factor has image NPGL2(A) with kernel μ3. We then have Tψ = Bψ = Gm ⊂ Lψ

(with index 2) acting as t · (x, y, u, v) = (t x, t−1y, t−3u, t3v). Take Q ⊂ L such that
L/Q ∼= P1 is the flag variety of the short root factor. The choice of Q determines the
parahoric Q0. Then Tψ acts on L/Q with an open free orbit.

5.2.1 Proposition Let χ : Tψ(k) → Q
×
� be a non-trivial character. Then the automor-

phic datum (P∞, ψ, χ,Q0) is euphotic and strict.

Proof Note that for dimension reasons any point in L/Q outside the open Bψ -orbit will
have a positive dimensional stabilizer. Therefore since Lψ is a torus this immediately
implies that (P∞, ψ, χ,Q0) is strict if it is euphotic.

For w 	= id we will prove that if Yw 	= ∅ then Yw is finite. The first step is to single
out the cases in which Yw is empty.

Suppose w is given such that all weights of V⊥
w lie in a half-space in X∗(A)R not

containing 0. For �−1
ψ ∈ V⊥

w we can then find a torus T ′ such that 0 ∈ T ′.�−1
ψ and

since the orbit of ψ is closed this implies ψ = 0, a contradiction. In this case we
therefore get Yw = ∅.

Let β = α1+3α2 and supposew is given such that−α1 and β (resp. α1 and−β) are
not weights of V⊥

w . In this case every v ∈ V⊥
w is a reducible polynomial contradicting

the irreducibility of ψ . Again this implies Yw = ∅.
These observations determine a region U ⊂ X∗(A)R such that Yw = ∅ if wxQ /∈ U

in the following way. Recall that for example −β is a weight of V⊥
w if and only if

〈−β,wxQ − xP〉 <
1

2
.

This is equivalent to

〈−β,wxQ − xP〉 ≤ 1

2
− 1

5

and noting that β(xP) = 1/2 this is furthermore equivalent to

〈β,wxQ〉 ≥ 1

5
.
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Fig. 1 Affine root system of type G2 with the region U , the line α1 + 2α2 = 0 and the fundamental alcove

Combining all cases in which Yw = ∅ we find that if Yw 	= ∅ then wxQ ∈ U with

U = {x ∈ X∗(A)Q | 0 < 〈α1, x〉 < 1 or 0 < 〈β, x〉 < 1},

a union of two strips in the plane (Fig. 1).
It remains to prove thatYw is finitewheneverwxQ ∈ U . ByWL -symmetry it suffices

to consider just one quadrant, e.g. the one defined by 〈η, x〉 > 0 and 〈α2, x〉 > 0.
This leaves us with the case where wxQ lies in the above quadrant and additionally
satisifes 〈α1 + 2α2, wxQ〉 < 0 and the case where w = sα1+α2 is a simple reflection
across the hyperplane perpendicular to α1 + α2. Note that Yw′ ⊂ Yw whenever w′ is
in the first case and w = sα1+α2 , so actually it suffices to prove that Yw is finite in the
second case.

In this case we have that L/Qw = P1 × P1 and V ∗
w is the direct sum of weight

spaces corresponding to

{α1, α1 + α2, α1 + 2α2, β,−(α1 + 2α2),−β}.

Let C ⊂ P1
(x :y) × P1

(u:v) = L/Qw be the curve defined by ψ = x3u + y3v = 0. If
�−1

ψ ∈ V ∗
w then ψ(� mod Qw) = 0. Moreover in this case the projection π : C →

P1 onto the second factor (which is a finite map of degree 3) is ramified in � mod Qw.
Thus Yw is contained in the ramification locus of π which is finite. ��
5.2.2 Corollary There is a unique cuspidal automorphic representation satisfying

(1) πx is unramified for x 	= 0,∞;
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(2) π
Q0
0 	= 0;

(3) π∞ is euphotic with respect to (P∞, ψ, χ).

In addition dim π
Q0
0 = dim π

(P+∞,ψ)
∞ = 1 and π appears with multiplicity one in the

automorphic spectrum of G.

Proof This is immediate from the proof of Proposition 3.4.3. In this case the space of
functions F is one-dimensional and the statement follows. ��
Corollary 4.2.5 implies the following geometric version of the above statement.

5.2.3 Corollary There is a Hecke eigensheaf Aπ on BunG2(Q0,P++∞ ) with semisimple
eigen G2-local system Eπ . Under the assumptions in Sect. 4.3 the local system Eπ is
cohomologically rigid.

6 The hyperspecial cases

6.1 The setup

6.1.1. In this section and the next, we assume that G over F is split and simply-
connected. We consider the special case where P∞ = G(O∞). The reductive quotient
of P∞ over k is G; by abuse of notation we will also denote G by G, T by T , etc.

In this case, the grading on g is trivial, and ψ ∈ g = g(−1). Extending k if
necessary, we may assume ψ ∈ Lie T . Then Lψ = Gψ is a Levi subgroup of G. We
will use Pψ to denote a parabolic subgroup of G containing Gψ as a Levi subgroup.
Note that only the associate class of Pψ is well-defined.

Recall that Q denotes another parabolic subgroup of G, the level at 0, chosen in
such a way that any Borel subgroup Bψ ⊂ Gψ acts on the partial flag variety G/Q
with an open almost free orbit. This is equivalent to requiring that G/Pψ × G/Q is a
spherical G-variety and

dimGψ + dim LQ = #
G (6.1)

where 
G is the set of roots of G and LQ is the Levi quotient of Q.

6.1.2. Stembridge [24] has classified pairs of parabolic subgroups (Pψ, Q) such that
G/Pψ ×G/Q is G-spherical. In type A and C this was preceded by work of Magyar–
Weymann–Zelevinsky, see [18, 19]. In this classification, the following are the ones
that satisfy the dimension equality (6.1). There are no examples of exceptional types.

6.1.3 Notation

In the sequel we will concentrate on the case where G is one of the groups
SL(V ),Spin(V ) or Sp(V ), for some finite-dimensional vector space V over k
(char(k) 	= 2) equippedwith a quadratic form in the caseG = Spin(V ) or a symplectic
form in the case G = Sp(V ).
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For d ≥ 1, write Pd ⊂ G for the stabilizer of a d-dimensional subspace, isotropic
in the case outside type A. Similarly, for 1 ≤ d < d ′, let Pd,d ′ denote the stabilizer
of a d-dimensional subspace inside a d ′-dimensional subspace, both being isotropic
outside type A.

For parabolic subgroups P ′ and P ′′ of G, we write (Pψ, Q) ∼ (P ′, P ′′) to denote
that Pψ is conjugate to P ′ and Q is conjugate to P ′′.

Below we often base change to k without changing the notation.

6.2 Type An−1, n ≥ 2, [18, Theorem 2.4]

Let G = SLn and let G be the split form of G over F . Let λQ be the partition of n
determined by the blocks of a Levi factor of Q. Let λψ be the partition of n determined
by the multiplicities of the eigenvalues of ψ (for example, λψ = (223) means that ψ
has three distinct eigenvalues, with multiplicities 2, 2 and 3). The following are the
only cases where Bψ has an open orbit on L/Q with finite stabilizers.

(1) n ≥ 2, λQ = (1, n − 1), λψ = (1n);
(2) n ≥ 2, λQ = (1n), λψ = (1, n − 1);
(3) n = 2m, m ≥ 2, λQ = (m,m), λψ = (m,m − 1, 1);
(4) n = 2m, m ≥ 2, λQ = (m,m − 1, 1), λψ = (m,m);
(5) n = 2m + 1, m ≥ 2,λQ = (m + 1,m), λψ = (m,m, 1);
(6) n = 2m + 1, m ≥ 2, λQ = (m,m, 1), λψ = (m + 1,m);
(7) n = 6, λQ = (2, 2, 2), λψ = (4, 2);
(8) n = 6, λQ = (4, 2), λψ = (2, 2, 2).

6.2.1 Remark Any tame rigid local system on P1 − {0, 1,∞} is determined by the
collection of conjugacy classes of its local monodromies around the punctures. For
tame rigid local systems on P1 − {0, 1,∞} of rank n with generic semisimple regular
monodromy at one puncture Simpson classifies the possible Jordan types of local
monodromies in [23, Theorem 4]. They are in canonical bijection with the above
list (up to interchanging λQ and λψ ) in the sense that the collections (λQ, λψ, (1n))
exhaust Simpson’s list.

6.3 Type Bn, n ≥ 2, [24, Corollary 1.3.B.]

Let G = Spin(2n + 1) and let G be the split form of G over F . The action of Bψ on
G/Q has an open orbit with finite stabilizers if we have one of the following.

(1) Any n, (Pψ, Q) ∼ (Pn, Pn) (Siegel parabolic);
(2) n = 2, (Pψ, Q) ∼ (P1, P2);
(3) n = 2, (Pψ, Q) ∼ (P2, P1);
(4) n = 3, (Pψ, Q) ∼ (P1, P2);
(5) n = 3, (Pψ, Q) ∼ (P2, P1).
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6.4 Type Cn, n ≥ 3, [24, Corollary 1.3.C.]

Let G = Sp(2n) and let G be the split form of G over F . The action of Bψ on G/Q
has an open orbit with finite stabilizers if we have one of the following.

(1) Any n, (Pψ, Q) ∼ (Pn, Pn) (Siegel parabolic);
(2) n = 3, (Pψ, Q) ∼ (P1, P2);
(3) n = 3, (Pψ, Q) ∼ (P2, P1).

6.5 Type Dn, [24, Corollary 1.3.D.]

Let G = Spin(2n) and let G be the split form of G over F . Note that there are two
conjugacy classes of n-dimensional isotropic subspaces (permuted by O(2n)) whose
stabilizers we simply denote by Pn (two conjugacy classes of maximal parabolics of
G). The action of Bψ on G/Q has an open orbit with finite stabilizers if we have one
of the following.

(1) n = 4, (Pψ, Q) ∼ (P4, P1,2), or anything in the same orbit under the outer
automorphisms of G;

(2) n = 4, (Pψ, Q) ∼ (P1,2, P4), or anything in the same orbit under the outer
automorphisms of G;

(3) n = 5, (Pψ, Q) ∼ (P5, P3);
(4) n = 5, (Pψ, Q) ∼ (P3, P5);
(5) n = 6, (Pψ, Q) ∼ (P6, P3);
(6) n = 6, (Pψ, Q) ∼ (P3, P6).

6.5.1 Theorem Assumeψ and Q are in any of the above cases. Recall that ψ ∈ Lie T
so that Tψ = T .

(1) Assume that χ : T (k) → Q
×
� is non-trivial on the connected center of

any maximal Levi subgroup of G containing T . Then the automorphic datum
(G(O∞), ψ, χ,Q0) is euphotic.

(2) All cases in type A and D with χ as in (1) are strict euphotic automorphic data.
In type B and C no case is strict.

The proof of Theorem 6.5.1 is carried out in the following section.

6.5.2 Remark The condition on χ may be described more explicitly in each type.
Type An . The character χ on the diagonal torus T of SL(V ) is given by a collection

of characters χ1, . . . , χn of k× modulo simultaneous multiplication by the same char-
acter of k×.AnymaximalLevi subgroup is isomorphic to S(GLa×GLb)witha+b = n
and a, b > 0. Its center is the subtorus given by the image of the embeddingGm ↪→ T ,
z �→ (zb

′
, . . . , zb

′
, z−a′

, . . . , z−a′
), where a′ = a/ gcd(a, b), b′ = b/ gcd(a, b), and

zb
′
appears a times, z−a′

appears b times.We therefore require for any non-empty sub-
set I ⊂ {1, . . . , n} of cardinality a and with non-empty complement J of cardinality
b that

(

∏

i∈I
χi

)b/ gcd(a,b)

	=
⎛

⎝

∏

j∈J

χ j

⎞

⎠

a/ gcd(a,b)

.
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Types Bn,Cn, Dn . Identify T ∼= Gn
m in the usual way, and write χ = (χ1, . . . , χn).

The maximal Levi subgroups are of the form

GLa × G ′

where G ′ is a classical group of rank n − a of the same type as G (in the case of type
Dn , a 	= n − 1). The connected centers of maximal Levi subgroups are the images
of maps Gm → Gn

m , z �→ (ϕ1(z), . . . , ϕn(z)) where ϕi (z) is either 1 or z or z−1.
Therefore the condition on χ is that, for any disjoint subsets I

∐

J ⊂ {1, 2, . . . , n}
such that I ∪ J 	= ∅, we have

∏

i∈I
χi 	=

∏

j∈J

χ j .

Here, when I or J is empty, the corresponding product is 1.

6.6 Stabilizers on Hessenberg varieties

Recall that V⊥
w = ⊕

〈α,wxQ〉<1 gα which we will denote by gw. Then

Yw = {gQw ∈ G/Qw | ψ ∈ ggw}.

By definition these spaces are Hessenberg varieties as defined for example in [3]. The
subvector space gw of g is automatically a Hessenberg space, i.e. it is stable under
the adjoint action of the parabolic subgroup Qw and it contains its Lie algebra qw.
For classical groups, Hessenberg varieties may be described concretely in terms of
(isotropic) flags.

Let V be a finite-dimensional vector space over k and let G be SL(V ),Spin(V ) or
Sp(V ) where we endow V with a symmetric bilinear (resp. symplectic) form 〈−,−〉.
Then ψ ∈ g is an anti-self adjoint endomorphism of the vector space V and the
condition ψ ∈ ggw may be translated into the condition that if

0 ⊂ F1 ⊂ · · · ⊂ Fr ⊂ V

is the flag corresponding to g we have ψ(Fi ) ⊂ Fh(i) for a non-decreasing function h
satisfying h(i) ≥ i associated to the space gw, cf. [25, §2].

In this section we study the stabilizers of a Borel subgroup Bψ of Gψ acting on the
Hessenberg variety Yw. The goal is prove that for w 	= id the Hessenberg variety Yw

is a spectrally meager Gψ -variety.

6.6.1 Lemma Let Q ⊂ G be a parabolic subgroup with corresponding Lie algebra q
and U ⊂ g a subspace containing q and which is stable under the adjoint action of
Q. Assume that there is a parabolic subgroup P of G with Lie algebra p such that
Q ⊂ P and U ⊂ p. Let ψ ∈ U be semisimple and let Gψ be the centralizer of ψ in
G. Then the Gψ -variety Yψ(Q,U ) = {g ∈ G/Q | ψ ∈ gU } is spectrally meager.
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Proof Let Bψ ⊂ Gψ be a Borel subgroup. Denote by e ∈ G the identity element.
It suffices to prove that the stabilizer of eQ contains a non-trivial torus. Indeed, if
gQ ∈ Yψ(Q,U ) we have ψ ∈ gU ⊂ gp and the assumptions of the Lemma are
satisfied for gQ, gU and g P . Since StabBψ (gQ) = Bψ ∩ gQ = StabBψ (e · gQ) we
may conclude.

We will argue in two steps. Let M be the Levi quotient of P and m its Lie algebra.
Consider the map

π : Yψ(Q,U ) → Yψ(P, p)

induced by the projection G/Q → G/P whose fiber above eP is identified with
M/QM where QM is the image of Q in M . Since ψ is semisimple and ψ ∈ p, the
stabilizer Pψ of ψ in P is a parabolic subgroup of Gψ and its Levi quotient Pψ/Uψ

coincides with the stabilizer Mψ̄ of the image of ψ in m. Write Y ′ = π−1(eP) ⊂
Yψ(Q,U ). The parabolic Pψ acts on Y ′ and the action factors through Mψ̄ . Since
Y ′ ⊂ M/QM we know that the center Z(M) stabilizes every point of Y ′. Thus
H := Gψ ∩ Q contains a group of the form Z ·Uψ where Z is a torus surjecting onto
Z(M).

Let Bψ ⊂ Gψ be a Borel subgroup. The second step is to analyze the action of H
on Gψ/Bψ . Using the Bruhat decomposition we write

Gψ/Bψ =
∐

w∈Wψ\W
PψwBψ/Bψ

where Wψ is the Weyl group of Mψ̄ . Since H acts on each cell we only need to
consider one such cell PψwBψ/Bψ . Note that PψwBψ/Bψ

∼= Pψ/(Pψ ∩ wBψ) and
StabH (pwBψ) = StabH (pPψ ∩ wBψ). Let H̄ = H/Uψ . This acts on Mψ̄ and we
have that

StabH (p(Pψ ∩ wBψ)) → StabH̄ ( p̄)

is surjective (for the action of H̄ on Mψ̄ /B̄). Here B̄ denotes the image of Pψ ∩ wB

in Mψ̄ . Finally, since Mψ̄ /B̄ is the full flag variety of Mψ̄ every point is stabilized by

the center Z(M) ⊂ H̄ of M . ��

6.6.2 Corollary Let Q,U and ψ be as in the previous Lemma. Assume that there is
a maximal parabolic P with Lie algebra p such that Q′ = Q ∩ P is a parabolic
subgroup of G and ψ ∈ p. Then Yψ(Q,U ) is spectrally meager for the Gψ -action.

Proof DefineU ′ = U ∩ p. Note that since ψ ∈ p, actually eQ ∈ Yψ(Q,U ′). We have
a surjective morphism Yψ(Q′,U ′) → Yψ(Q,U ′). For any point y ∈ Yψ(Q′,U ′)
denote by ȳ the image under this morphism. We have that StabBψ (y) ⊂ StabBψ (ȳ), so
it suffices to prove the claim for eQ′ ∈ Yψ(Q′,U ′). This immediately follows from
the previous Lemma 6.6.1. ��
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6.6.3 Remark In particular for flag varieties of classical groups to prove that Yw is
spectrally meager it suffices to prove that for any (isotropic) flag F• ∈ Yw we can
refine it to a flag such that one of the (isotropic) subspaces in the resulting flag is
ψ-stable. From the proof of Lemma 6.6.1 it follows that in this case the stabilizer of
any point in Yw contains the center of the Levi subgroup of the maximal parabolic
subgroup stabilizing the ψ-stable space.

Denote by 
 the set of roots of G and let � = {α1, . . . , αr } be the positive simple
roots. By finite Weyl group symmetry we may and will assume that wxQ is dominant.

6.6.4 Corollary Assume that there is a simple root αi such that 〈α,wxQ〉 ≥ 1. Then
Yw is spectrally meager.

Proof Let P be the maximal proper parabolic subgroup of G containing Qw but not
the root subgroup corresponding to αi . If gw 	⊂ p = Lie P , then gαi ⊂ gw and
〈αi , wxQ〉 < 1. Vice versa if 〈αi , wxQ〉 ≥ 1, then gw ⊂ p. Therefore Lemma 6.6.1
proves the claim. ��

This shows that we can restrict ourselves to the study of Yw for w such that 0 ≤
〈αi , wxQ〉 < 1 for all simple roots αi ∈ �.

7 Detailed analysis of stabilizers

In the following we will carry out a case-by-case analysis of the cases with an almost
free open orbit listed in Sect. 6. We will show that any flag in any Hessenberg variety
Yw for w 	= id may be refined to a flag s.th. one of the spaces appearing in it is ψ-
stable. This will prove the first part of Theorem 6.5.1. Strictness in types A and D is
proved in Sect. 7.5.

7.0.1 Remark Let V be a vector space over k. In types B, C and D we will denote the
bilinear form by 〈−,−〉. We will often make use of the fact that g is the Lie algebra of
endomorphisms of V which are anti-selfadjoint with respect to the given bilinear form.
In particular the non-zero eigenvalues of ψ occur in pairs x,−x and the eigenspaces
of x and −x are dual with respect to the given bilinear form. For any non-zero x
the eigenspace V (x) is isotropic and orthogonal to all other eigenspaces apart from
V (−x). In types B,C and D we will always denote the eigenvalues by ±x (and ±y
in a single case in type D). Since ψ is semisimple we can decompose any vector v

according to the eigenvalues of ψ and if x is an eigenvalue, vx is the summand of v

in the x-eigenspace. When working with flags F• of a vector space V we will denote
flags and the condition on them imposed by ψ in the following way

0 · · · Fk Fl Fm · · · V⊂ ⊂ ⊂ ⊂ ⊂ ⊂

By this wemean thatψ(Fk) ⊂ Fl and the indices denote the dimensions of the spaces.
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7.1 Type An−1

Let V be a finite-dimensional k-vector space and G = SL(V ). We identify X∗(S) ∼=
{k = (ki ) ∈ Zn | ∑n

i=1 ki = 0} such that for the standard basis e∗
1, . . . , e

∗
n of Zn

we have α∨
i = e∗

i − e∗
i+1 for the simple roots αi . We write wxQ = (x1, . . . , xn) in

coordinates for that basis. Recall that

Yw = {gQw ∈ G/Qw | ψ ∈ ggw}.

The parabolic Qw is determined by the roots that evaluate non-positively onwxQ. The
space gw contains the root space gα for any root α if and only if 〈α,wxQ〉 < 1. Let
Q′ be the opposite parabolic to Q, so that −xQ = xQ′ . To describe the Hessenberg
varieties explicitly in terms of flags we will instead work with the variety Y−w defined
by the point −wxQ. This will only switch around the type of Q.

Similarlywe define g−w so that gα ⊂ g−w if and only if and only if 〈α,wxQ〉 > −1.

Write αi j = ∑ j−1
k=i αk for and α j i = −αi j for i < j . We have 〈α j i , wxQ〉 = x j − xi

and gα j i ⊂ g−w if and only if

〈α j i , wxQ〉 > −1

or in other words if and only if xi − x j < 1. In terms of ψ and a flag

0 ⊂ Fk ⊂ · · · ⊂ Fr ⊂ V

the condition gα j i ⊂ g−w is satisfied if and only if ψ(Fi ) ⊂ Fj . We can therefore
read off the condition imposed on any flag F• ∈ Yw from the coordinates of wxQ. The
number of different entries in wxQ determines the number of different spaces in the
flag. The numbers of entries that coincide determine the dimensions of the associated
graded spaces. We label the associated graded by the entries of wxQ. For example if
n = 5 and wxQ = (x1, x2, x2, x3, x4) we have

0 ⊂x1 F1 ⊂x2 F3 ⊂x3 F4 ⊂x4 V

and ψ is allowed to map F1 to any space whose associated graded is labelled by a
number y such that x1 − y < 1.

The Weyl group acts on X∗(T) ⊗ Q by permutation of the coordinates and the
coroot lattice by integer translations with vectors (k1, . . . , kn) such that

∑n
i=1 ki = 0.

The arguments in each case work for any parabolic subgroup Q corresponding to the
partition λQ . Therefore we only argue for one of these.

7.1.1 Case (1), 6.2

The barycenter of Q0 is xQ = ( n−1
2n ,− 1

2n , . . . ,− 1
2n ). If wxQ 	= xQ we find that wxQ

has at least four different entries. Mod Z only one entry may be congruent to n−1
2n ,

all others are congruent to − 1
2n . Four of them being pairwise different forces two
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consecutive entries to have a difference of 1. Therefore the corresponding space in the
flag has to be ψ-stable.

7.1.2 Case (2), 6.2

The barycenter is

xQ =
(

n − 1

2n
,
n − 3

2n
, . . . ,

3 − n

2n
,
1 − n

2n

)

.

Let wxQ = (x1, . . . , xn) be dominant and not equal to xQ. Assume that there is an
index i0 such that xi0 − xi0+1 ≥ 2/n. Then we have

x1 − xn =
n−1
∑

i=1

xi − xi+1 ≥ (n − 2)
1

n
+ 2

n
= 1.

Since any flag F• ∈ Yw is a full flag this implies thatψ(F1) ⊂ Fj for some j ≤ n−1.
Let v ∈ F1 \ {0} and write v = vx + vy according to the eigenvalues of ψ . Assume
the x-eigenspace V (x) is the one-dimensional eigenspace. If vx = 0, F1 is ψ-stable
and we are done. If vx 	= 0, V (x) ⊂ F1 + ψ(F1) ⊂ Fj and Fj is ψ-stable.

We may therefore assume that xi − xi+1 ≤ 1/n. Write xi = qi + ki with qi ∈
{ n−1

2n , n−3
2n , . . . , 3−n

2n , 1−n
2n } and ki ∈ Z. We have

∑n
i=1 ki = 0. Since

|qi − qi+1| ≤ n − 1

n

we have the following three cases

qi − qi+1 = −n − 1

n
, ki − ki+1 = 1,

qi − qi+1 = n − 1

n
, ki − ki+1 = −1,

qi − qi+1 = 1

n
, ki − ki+1 = 0.

Now qi − qi+1 = − n−1
n implies that qi = 1−n

2n and qi+1 = n−1
2n and vice versa in

the second case. In particular, since the qi are pairwise different, only one of the first
two cases may appear and it can only happen for a single index. This implies that
the integer vector (k1, . . . , kn) has only two distinct entries, but this contradicts the
assumption

∑n
i=1 ki = 0. Therefore the only case in which xi − xi+1 ≤ 1/n is the

case in which wxQ = xQ.
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7.1.3 Case (3), 6.2

We have xQ = ( m
2n , . . . , m

2n ,− m
2n , . . . ,− m

2n ) with both entries occuring m-times. If
wxQ 	= xQ and wxQ = (x1, . . . , xn) is dominant, then it has at least four different
entries. The condition 0 ≤ 〈αi , wxQ〉 ≤ 1/2 implies that any flag in Yw contains a
part of the form

. . . F1 F2 F3 . . . .⊂ ⊂ ⊂ ⊂

Then W = F2 + ψ(F2) + ψ2(F1) is ψ-stable. Indeed, let x, y, z be the eigenvalues
of ψ with eigenspaces V (x), V (y), V (z) of dimensions m,m − 1, 1 respectively. If
every vector V ∈ F1 is of the form v = vx + vy , then F1 + ψ(F1) is ψ-stable.
OtherwiseW ⊃ V (z), so for any w = wx + wy + wz ∈ F2 we get wx + wy ∈ W and
xwx + ywy ∈ W , i.e. wx , wy ∈ W , proving the claim.

7.1.4 Case (4), 6.2

Here we have

xQ =
(

m + 1

3n
, . . . ,

m + 1

3n
,−m − 1

3n
, . . . ,−m − 1

3n
,−3m − 1

3n

)

with entries occurringm-times,m−1 times and one time in this order.Wemay assume
that for xQ 	= wxQ = (x1, . . . , xn) we have 0 ≤ xi − xi+1 ≤ 1/3, because otherwise
we can insert a space of the form F + ψ(F).

In addition we know thatwxQ must have at least five different entries, say y1, . . . y5
and their classes mod Z need to be ordered as follows

(

m + 1

3n
,−m − 1

3n
,−3m − 1

3n
,
m + 1

3n
,−m − 1

3n

)

,

since − 3m−1
3n may only appear once. Write y1 = m+1

3n + k1 and so on. The condition
0 ≤ yi − yi+1 ≤ 1/3 implies that k1 = k2 = k3 and k4 = k5 = k3 − 1. Since all other
entries are congruent to m+1

3n or −m−1
3n mod Z we conclude that the integer vector by

which we translate has the shape

(k, . . . , k, k − 1, . . . , k − 1),

a contradiction to the sum of these entries vanishing.

7.1.5 Case (5) & (6), 6.2

The arguments in these cases are the same as in the previous two.
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7.1.6 Case (7), 6.2

The barycenter is xQ = (1/3, 1/3, 0, 0,−1/3,−1/3).Wemay assume that forwxQ =
(x1, . . . , x6) we have 0 ≤ xi − xi+1 ≤ 1/3. Otherwise there is an index i such that
xi − xi+2 = 1 and ψ(Fi ) ⊂ Fi+1. In that case since ψ has only two eigenvalues we
may insert the stable space Fi + ψ(Fi ).

Now assume that all entries of wxQ = (x1, . . . , x6) are pairwise different. In that
case the classes of the entries must be ordered as follows

(

2

3
,
1

3
, 0,

2

3
,
1

3
, 0

)

,

because otherwise we will find two successive entries whose difference is at least 2/3.
If x1 = 2/3 + k1 and so on where ki ∈ Z then we find that k1 = k2 = · · · = k6. This
contradicts the condition

∑6
i=1 ki = 0.

We are therefore reduced to the following situation. ForwxQ 	= xQ we always have
exactly four different proper subspaces and ψ maps as follows

. . . F1 F2 F3 F4 . . . .⊂ ⊂ ⊂ ⊂ ⊂

We are left to consider two cases, either dim(F1) = 1 or dim(F1) = 2.
In the first case we assume that F1 is not already stable. Choose a non-zero vector

v ∈ F1 and extend it to a basis v,w of F2. Write v = vx + vy according to the
eigenvalues of ψ (where the y-eigenspace V (y) has dimension 2) and similarly for
w. The space F2 + ψ(F2) is spanned by vx , wx , vy and wy . If vy and wy are linearly
independent, V (y) ⊂ F2 + ψ(F2) ⊂ F4 and hence F4 is stable. If they are linearly
dependent, F2 + ψ(F1) is ψ-stable and we may insert that.

In the second case choose a basis v,w of F2. Then with the same notation as before
F2+ψF2 contains vx , wx , vy andwy . If vy andwy are linearly dependent F2 contains
a non-zero eigenvector and we may insert the line spanned by it. If not, F2 + ψ(F2)
contains the whole y-eigenspace V (y) and we are done.

7.1.7 Case (8), 6.2

The barycenter is xQ = (1/6, 1/6, 1/6, 1/6,−1/3,−1/3). For wxQ 	= xQ we will
find at least four different entries x1, . . . , x4. We may assume as before that 0 ≤
xi − xi+1 ≤ 1/2, because otherwise a space in the flag will already be ψ-stable.
ThereforewxQwill have exactly four different entries, say y1, y2, y3, y4 and the classes
mod Z will be ordered either as (−1/3, 1/6,−1/3, 1/6) or (1/6,−1/3, 1/6,−1/3).
The associated graded spaces that are labelled by −1/3 have to be one-dimensional
and cannot occur consecutively. Therefore we get the following list of possible flags
that we need to consider:

0 ⊂ F1 ⊂ F2 ⊂ F3 ⊂ V ,

0 ⊂ F2 ⊂ F3 ⊂ F5 ⊂ V ,
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0 ⊂ F3 ⊂ F4 ⊂ F5 ⊂ V ,

0 ⊂ F1 ⊂ F4 ⊂ F5 ⊂ V ,

0 ⊂ F1 ⊂ F3 ⊂ F4 ⊂ V .

The indices indicate the dimensions of the spaces and the endomorphism ψ always
maps a space to the next one. In the first three cases we may insert the spaces F1 +
ψ(F1) + ψ2(F1), F2 + ψ(F2) + ψ2(F2) and F3 + ψ(F3) + ψ2(F3) respectively.

The last two cases are similar to each other. We will present the argument only
for the fourth case. First note that we may assume that F4 + ψ(F4) = F5 since
otherwise F4 is already ψ-stable. Thus F1 + ψ(F1) + ψ2(F1) ⊂ F4 + ψ(F4) and for
v = vx +vy +vz ∈ F1 \{0}we get vx , vy, vz ∈ F4+ψ(F4). Wemay assume that they
are all non-zero because otherwise F1 + ψ(F1) is ψ-stable. Since F4 ∩ ψ(F4) 	= 0
there is a vector w ∈ F4 such thatψ(w) ∈ F4. Thus F4 +ψ(F4) contains wx , wy, wz .
If any pair (wx , vx ), (wy, vy) or (wz, vz) is linearly independent, the corresponding
eigenspace lies in F4 + ψ(F4) and this would imply that F4 + ψ(F4) is ψ-stable.

We therefore assume that the above pairs are all linearly dependent. Since w 	= 0
we may additionally assume that wx 	= 0 and hence we can write vx = λwx for
some non-zero λ. Since F4 ⊃ F1 + ψ(F1) it contains (x − y)vx + (z − y)vz and also
(x − y)wx + (z − y)wz . In particular λwz − vz ∈ F4 and therefore if λwz − vz 	= 0
we get vz ∈ F4 and F1 + ψ(F1) + ψ2(F1) ∈ F4. If λwz − vz = 0 we can do the same
for vy and find that actually v = λw. Since w ∈ F4 ∩ ψ(F4) is arbitrary this implies
dim(F4 ∩ψ(F4)) = 1 and hence ker(ψ)∩ F4 	= 0, i.e. say z = 0 and F4 contains a 0-
eigenvector u0. Again if u0 and v0 are linearly independent, then V (0) ⊂ F4 +ψ(F4)
and if they are dependent, then F1 + ψ(F1) + ψ2(F1) ⊂ F4, so we are done.

7.2 Type Bn

Let V be a finite dimensional k-vector space of odd dimension equipped with a non-
degenerate symmetric bilinear form 〈−,−〉 andG = Spin(V ). As in type Awe use the
evident identification X∗(T) ∼= Zn to write wxQ ∈ X∗(T) in coordinates. A (partial)
flag in type B stabilized by a parabolic Qw can be thought of as a flag of isotropic
spaces together with their complements

0 ⊂ F1 ⊂ · · · ⊂ Fn−1 ⊂ Fn ⊂ F⊥
n−1 ⊂ F⊥

1 ⊂ V .

The condition that ψ ∈ gw imposes the same conditions as in type A for the flag

0 ⊂ F1 ⊂ · · · ⊂ Fn−1 ⊂ Fn .

In addition, mapping from a space Fi to F⊥
j is determined by the value of the root

ei + e j (or ei for j = i) and hence for wxQ = (x1, . . . , xn) we may label the flag
above as follows

0 ⊂x1 F1 ⊂ · · · ⊂xn Fn ⊂0 F⊥
n ⊂−xn F⊥

n−1 ⊂ F⊥
1 ⊂−x1 V .
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Again ψ is allowed to map Fi to any space whose associated graded is labelled by y
such that xi − y < 1.

The finiteWeyl group acts onX∗(T)⊗Q by arbitrary permutations and sign changes
of the coordinates. We may translate using the coroot lattice, i.e. by integer vectors
whose coordinates sum to an even number. We can therefore produce a finite list of
possible cases for wxQ (using the condition that 0 ≤ 〈αi , wxQ〉 < 1 for all simple
roots).

7.2.1 Case (1), 6.3, (PÃ,Q) ∼ (Pn, Pn)

In this case the barycenter is xQ = (1/2, . . . , 1/2). Therefore wxQ will have coor-
dinates in 1/2 + Z. The condition 0 ≤ 〈αi , wxQ〉 < 1 immediately implies that all
coordinates of wxQ have to be equal to 1/2, i.e. wxQ = xQ is the only possibility and
there is nothing to prove.

7.2.2 Case (2), 6.3

This case is similar to Case (1). Since xQ = (1/2, 1/2), there is no other possibility
than wxQ = xQ.

7.2.3 Case (3), 6.3

Wehave xQ = (1/2, 0) and the only non-trivial possibility forwxQ iswxQ = (1, 1/2).
In this case the flag is

0 F1 F2 F⊥
2 F⊥

1 V .⊂ ⊂ ⊂ ⊂ ⊂

and we may insert F1 + ψ(F1).

7.2.4 Case (4), 6.3

We have xQ = (1/2, 1/2, 0). The possible non-trivial cases for wxQ are

(i) wxQ = (1, 1/2, 1/2),
(ii) wxQ = (2, 3/2, 1/2).

In case (i) the corresponding flag is

0 F1 F3 F⊥
3 F⊥

1 V .⊂ ⊂ ⊂ ⊂ ⊂

Choose a non-zero vector v ∈ F1. Denote the non-zero eigenvalues of ψ by x and
−x and write v = vx + v0 + v−x according to the eigenspace decomposition of V .
We get that

〈v,ψ2v〉 = 0
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and from that it follows that 〈vx , v−x 〉 = 0. Since Pψ ∼ P1, we have dim V (x) =
dim V (−x) = 1 and either vx = 0 or v−x = 0. Assume that v−x = 0. In that case
W = F1 + ψF1 contains v = v0 + vx and vx . This space therefore has a basis of
eigenvectors and is ψ-stable. Since W ⊂ F3 it is automatically isotropic and we may
insert this space into the given flag.
In case (ii) the flag is

0 F1 F2 F3 F⊥
3 F⊥

2 F⊥
1 V .⊂ ⊂ ⊂ ⊂ ⊂ ⊂ ⊂

Because Pψ ∼ P1, ψ has three eigenvalues and if neither F1 nor F2 are ψ-stable,
then F3 = F1 + ψF1 + ψ2F1 which is stable.

7.2.5 Case (5), 6.3

We have xQ = (1/2, 0, 0). The possible non-trivial cases for wxQ are

(i) wxQ = (1, 1/2, 0),
(ii) wxQ = (1, 1, 1/2).

In case (i) the flag is

0 F1 F2 F⊥
2 F⊥

1 V .⊂ ⊂ ⊂ ⊂ ⊂

Let v ∈ F1 be non-zero and write v = vx + v0 + v−x according to the eigenspace
decomposition of V . Since ψ(v) ∈ F2, it’s isotropic. We have ψ(v) = xvx − xv−x

and

0 = 〈ψ(v), ψ(v)〉 = −2x〈vx , v−x 〉.

Therefore 〈vx , v−x 〉 = 0. The space W = F1 + ψF1 + ψ2F1 is ψ-stable and we
claim it is isotropic. Since ψ(v) ∈ F2 and ψ2(v) ∈ F⊥

2 it is enough to prove that
〈ψ2(w), ψ2(w′)〉 = 0 for any w,w′ ∈ F1. But F1 is a line, so w = λv and w′ = μv

for some λ,μ ∈ k. Therefore

〈ψ2(w), ψ2(w′)〉 = λμ〈x2vx + x2v−x , x
2vx + x2v−x 〉 = 2x4〈vx , v−x 〉 = 0

and we can insert W into the above flag.
In case (ii) the flag is

0 F2 F3 F⊥
3 F⊥

2 V .⊂ ⊂ ⊂ ⊂ ⊂

For v,w ∈ F2, since ψ2F2 ⊂ F⊥
3 ⊂ F⊥

2 we have

0 = 〈v,ψ2(w)〉 = x2(〈vx , w−x 〉 + 〈v−x , wx 〉).
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The space W = F2 + ψF2 + ψ2F2 is ψ-stable. We claim it is isotropic. For this it is
enough to show that 〈ψ2(v), ψ2(w)〉 = 0 for any v,w ∈ F2. But

〈ψ2(v), ψ2(w)〉 = 〈x2(vx + v−x ), x
2(wx + w−x )〉 = x4(〈vx , w−x 〉 + 〈v−x , wx 〉)

whichvanishes by the previous calculation. ThereforeW is isotropic and since F3 ⊂ W
they have to be equal.

7.3 Type Cn

Let V be a finite dimensional k-vector space of even dimension equipped with a
symplectic form 〈−,−〉 and G = Sp(V ). As before we may writewxQ in coordinates
using the identification X∗(T) ∼= Zn . Similar to type B we consider flags

0 ⊂ F1 ⊂ · · · ⊂ Fn−1 ⊂ Fn ⊂ F⊥
n−1 ⊂ F⊥

1 ⊂ V

and label them the same way, but without the middle step. The endomorphism ψ is
allowed to map Fi to any space whose associated graded is labelled by y such that
xi − y < 1.

The finite Weyl group acts by arbitrary permutations and sign changes on the coor-
dinates of wxQ and the coroot lattice by arbitrary integer vector translations.

7.3.1 Case (1), 6.4

The barycenter is xQ = (1/4, . . . , 1/4). Thus any coordinate of wxQ = (x1, . . . , xn)
lies in 1/4 + Z or 3/4 + Z. Therefore xi − x j = 0 or xi − x j = 1/2 for any i ≤ j .
By the condition 0 ≤ 〈αn, wxQ〉 < 1 we conclude that xn = 1/4. Therefore if all
coordinates agree, wxQ = xQ. For flags of the form

0 ⊂ F ⊂ F ′ ⊂ (F ′)⊥ ⊂ F⊥ ⊂ V

we find that ψ(F) ⊂ F ′ since the difference of any two distinct coordinates is 1/2.
Since Pψ ∼ Pn , the space W = F + ψ(F) is stable and can be inserted into the flag.
We can use this argument whenever we have at least three distinct coordinates. In the
case that we only have two distinct coordinates the flag is of the form

0 ⊂ F ⊂ F⊥ ⊂ V

with ψ(F) ⊂ F⊥ and we can insert the space W = F + ψ(F). Let v + ψ(v′), w +
ψ(w′) ∈ W . Then

〈v + ψ(v′), w + ψ(w′)〉 = 〈v,w〉 + 〈v,ψ(w′)〉 + 〈ψ(v′), w〉 + 〈ψ(v′), ψ(w′)〉
= 〈ψ(v′), ψ(w′)〉
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since F is isotropic and ψ(F) ⊂ F⊥. Since ψ is anti-self adjoint, 〈ψ(v′), ψ(w′)〉 =
−〈v′, ψ2(w′)〉. Now since Pψ ∼ Pn is the Siegel parabolic, ψ has eigenvalues say x
and −x and it follows that ψ2 is scalar multiplication by x2. Therefore

−〈v′, ψ2(w′)〉 = −x2〈v′, w′〉 = 0

and we find that W is isotropic.

7.3.2 Case (2), 6.4

We have xQ = (1/3, 1/3, 0). The possible non-trivial cases for wxQ are

(i) wxQ = (2, 1/3, 0),
(ii) wxQ = (2/3, 2/3, 0),
(iii) wxQ = (1, 2/3, 1/3),
(vi) wxQ = (4/3, 2/3, 0),
(v) wxQ = (1, 1/3, 1/3),
(vi) wxQ = (4/3, 1, 1/3).

In case (i) we have flags

0 F1 F2 F⊥
2 F⊥

1 V .⊂ ⊂ ⊂ ⊂ ⊂

We claim that W = F2 + ψ(F1) is isotropic and that if neither F1 nor F2 are ψ-
stable then F2 + ψ(F1) is ψ-stable. Because ψ(F1) ⊂ F2 it suffices to prove that
〈ψv,ψv′〉 = 0 for any v, v′ ∈ F1. This is clear since F1 is one-dimensional.

To prove W is stable, let v ∈ F1 be non-zero. We have

0 = 〈v,ψv〉 = −2x〈vx , v−x 〉,

i.e. vx = 0 or v−x = 0. Assume we have v−x = 0 and let w = wx + w0 + w−x = F2
be any vector. Then

0 = 〈v,ψw〉 = −x〈vx , w−x 〉.

If vx = 0, then F1 is ψ-stable, so we get that w−x = 0 and F2 + ψ(F1) contains
vx , v0 and w0. If v0 and w0 are linearly dependent, then V (x) ⊂ F2 and by what we
said above no vector in F2 has a component in the (−x)-eigenspace. This implies that
F2 is ψ-stable. We may therefore assume that v0 and w0 are linearly independent and
hence F2 + ψ(F1) is spanned by eigenvectors.

In case (ii) the flags are of the form

0 F2 F⊥
2 V .⊂ ⊂ ⊂
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Choose a basis v,w for F2. Since dim V (x) = 1 there are scalars λ,μ such that
λvx + μwx = 0 and not both of them are zero. Let u = λv + μw. Since v,w are a
basis, u 	= 0. If u−x = 0 then u0 	= 0 and hence F2 contains the eigenline spanned
by u0. If u−x 	= 0 then for any u′ ∈ F2 we have

0 = 〈u′, ψu〉 = 〈u′
x , u−x 〉,

i.e. u′
x = 0. In this case F2 + ψ(F2) is ψ-stable and isotropic.

In case (iii) we have flags

0 F1 F2 F3 F⊥
2 F⊥

1 V .⊂ ⊂ ⊂ ⊂ ⊂ ⊂

We claim that W = F2 + ψ(F2) + ψ2(F2) is isotropic. To prove that it suffices to
show that 〈ψv,ψ2w〉 = 0 and that 〈ψ2v,ψ2w〉 = 0 for any v,w ∈ F2. We have

〈ψv,ψ2w〉 = 〈ψv,ψ2w〉 + 〈ψv, x2w0〉 = x2〈ψv,w〉 = 0.

The same argument works for 〈ψ2v,ψ2w〉 = 0 and thus W is isotropic. If F2 is not
ψ-stable, then F3 = F2 + ψ(F2) and F3 ⊂ W . Hence W = F3.

In case (iv) the flags are

0 F1 F2 F⊥
2 F⊥

1 V⊂ ⊂ ⊂ ⊂ ⊂

and we may take F1 + ψ(F1) + ψ2(F1) which is isotropic with the same argument
as in case (iii).

In case (v) consider

0 F1 F3 F⊥
1 V .⊂ ⊂ ⊂ ⊂

For v ∈ F1 non-zero we have vx = 0 or v−x = 0 and hence F1 + ψ(F1) is ψ-stable.
For case (vi) we get full flags

0 F1 F2 F3 F⊥
2 F⊥

1 V⊂ ⊂ ⊂ ⊂ ⊂ ⊂

and we may simply insert F1 + ψ(F1) + ψ2(F1).

7.3.3 Case (3), 6.4

We have xQ = (1/3, 0, 0). The possible non-trivial cases for wxQ are

(i) wxQ = (2/3, 0, 0),
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(ii) wxQ = (1, 1/3, 0),
(iii) wxQ = (1, 2/3, 0),
(vi) wxQ = (1, 1, 1/3).

In case (i) the flags are of the form

0 F1 F⊥
1 V .⊂ ⊂ ⊂

Let v ∈ F1 be non-zero. Then 〈v,ψ2v〉 = −〈v, v〉 = 0, hence W = F1 + ψ(F1) +
ψ2(F1) ⊂ F⊥

1 . Since also 〈v,ψv〉 = 0 we find that 〈vx , v−x 〉 = 0. This implies that
W is isotropic.

In case (ii) we have flags

0 F1 F2 F⊥
2 F⊥

1 V .⊂ ⊂ ⊂ ⊂ ⊂

If F1 is not stable, then F2 = F1 + ψ(F1). Let F1 be spanned by v = vx + v0 + v−x .
As before we find that 〈vx , v−x 〉 = 0 and hence 〈ψv,ψ2v〉 = 0. Thus ψ(F2) ⊂ F⊥

2
and we may insert F1 + ψ(F1) + ψ2(F1).

In case (iii) we consider

0 F1 F2 F⊥
2 F⊥

1 V .⊂ ⊂ ⊂ ⊂ ⊂

This works the same as case (ii).
In case (iv) we have

0 F2 F3 F⊥
2 V .⊂ ⊂ ⊂ ⊂

We have F2 ∩ ψ(F2) 	= 0 and there is a v ∈ F2 such that ψ(v) ∈ F2. Therefore
F2 is spanned by two vectors of the form wx + w0 and u−x + u0 and F2 + ψ(F2) is
ψ-stable.

7.4 Type Dn

Let V be a finite dimensional k-vector space of even dimension equipped with a non-
degenerate symmetric bilinear form 〈−,−〉 andG = Spin(V ). Using the identification
X∗(T) ∼= Zn we write wxQ in coordinates. A full flag in type Dn is the data of a flag
of isotropic spaces
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Fn

0 F1 F2 . . . Fn−1 F⊥
n−1 . . . F⊥

2 F⊥
1 V .

F ′
n

⊂
⊂ ⊂ ⊂ ⊂

⊂
⊂

⊂ ⊂ ⊂ ⊂
⊂

with two Lagrangian subspaces Fn and F ′
n such that Fn ∩ F ′

n = Fn−1. The labelling
is done as before. We denote the non-zero eigenvalues ofψ by±x (and±y in the case
n = 4). The finite Weyl group acts by arbitrary permutations and even sign changes
on the coordinates of wxQ. The coroot lattice acts by translation with integer vectors
whose coordinates sum to an even integer.

7.4.1 Case (1), 6.5

Wehave xQ = (1/2, 1/4, 0, 0). Becauseψ has only two eigenvalueswemay eliminate
cases in the orbit of xQ for which ψ maps a space to the next one. This leaves us with
the following possibilities.

(i) wxQ = (3/4, 1/2, 0, 0),
(ii) wxQ = (1, 1/2, 1/4, 0),
(iii) wxQ = (1, 3/4, 1/2, 0),
(iv) wxQ = (1, 1, 1/2, 1/4).

In case (i) the flags are of the form

0 F1 F2 F⊥
2 F⊥

1 V .⊂ ⊂ ⊂ ⊂ ⊂

It’s enough to show that F2 + ψ(F2) is isotropic. For that it suffices to prove that
〈ψv,ψw〉 = 0 for all v,w ∈ F2. This follows from the fact that ψ2(w) = x2w.
Indeed we have

〈ψv,ψw〉 = −〈v,ψ2w〉 = −x2〈v,w〉 = 0.

The same argument works in cases (iii) and (iv).
In case (ii) we have flags

F4

0 F1 F2 F3 F⊥
3 F⊥

2 F⊥
1 V .

F ′
4

⊂
⊂ ⊂ ⊂

⊂
⊂ ⊂ ⊂ ⊂

⊂
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Assume that F2 + ψ(F1) 	= F3. Then ψ(F1) ⊂ F2 and we may take F1 + ψ(F1).
If F2 + ψ(F1) = F3, then F3 ⊂ F2 + ψ(F2) and this space is isotropic by the same
argument as before. Therefore this space is a Lagrangian subspace containing F3 and
as such it is either F4 or F ′

4 and we are done.

7.4.2 Case (2), 6.5

We have xQ = (1/4, 1/4, 1/4, 1/4) and the possible non-trivial cases are

(i) wxQ = (3/4, 3/4, 1/4, 1/4),
(ii) wxQ = (5/4, 3/4, 1/4,−1/4).

In case (i) we consider flags

0 F2 F4 F⊥
2 V .⊂ ⊂ ⊂ ⊂

Choose a basis u, v ∈ F2. We first want to prove that v′
x = 0 for all v′ ∈ F2. Since

dim V (x) = 1 there are scalarsλx , μx which are not both zero such thatμxux+λxvx =
0. Define w = λxv + μxu. Then w 	= 0 and since 〈w,ψ2w〉 = 0 we find that
〈wy, w−y〉 = 0. This implies that wy = 0 or w−y = 0. Without loss of generality we
may assume that wy = 0, i.e. w = w0 + w−y + w−x . Now ψw,ψ2w ∈ F⊥

2 implies
that w−x ∈ F⊥

2 and w−y ∈ F⊥
2 . If w−x = 0 then if also w−y = 0 the space F2

contains w0 	= 0 and in particular the line spanned by it and we may insert that. So
either w−x 	= 0 or w−y 	= 0 and we may assume that w−x 	= 0 (otherwise we end up
eliminating the y-component in F2). Now for all v′ ∈ F2 we have 〈v′, w−x 〉 = 0 and
therefore v′ = v′

y + v′
0 + v′−y + v′−x .

In the second step we will prove that also v′
y = 0 for all v′ ∈ F2. As before there

are scalars λx , μ−x such that

λ−xv−x + μ−xu−x = 0.

We define w′ = λ−xv + μ−xu 	= 0. The same argument as before shows that w′−y ∈
F⊥
2 and that we may assume it’s non-zero. This proves that v′

y = 0 for all v′ ∈ F2.
A simple calculation now shows that W = F2 + ψ(F2) + ψ2(F2) is ψ-stable and

isotropic. If neither F2 nor F2 +ψ(F2) are already stable, thenW is either F4 or some
other Lagrangian and we may insert that space.

In case (ii) the flags are

0 F1 F2 F3 F4 F⊥
3 F⊥

2 F⊥
1 V .⊂ ⊂ ⊂ ⊂ ⊂ ⊂ ⊂ ⊂

Since ψ2(F2) ⊂ F⊥
2 we can insert the space F2 +ψ(F2)+ψ2(F2) and the argument

is the same as in case (i).
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7.4.3 Case (3), 6.5

We have xQ = (1/4, 1/4, 0, 0, 0) and may assume that xi − xi+1 ≤ 1/2 for i ≤ 3
(otherwise we may insert a space of the form F + ψ(F) immediately). This leaves us
with the following non-trivial cases

(i) wxQ = (3/4, 3/4, 1/4, 0, 0),
(ii) wxQ = (5/4, 3/4, 3/4, 0, 0),
(iii) wxQ = (5/4, 1, 3/4, 3/4, 0).

In case (i) the flags are of the form

0 F2 F3 F⊥
3 F⊥

2 V .⊂ ⊂ ⊂ ⊂ ⊂

It’s enough to show that actually ψ(F3) ⊂ F⊥
3 . This will imply that F3 + ψ(F3) is

isotropic and stable. Choose a basis v1, v2 of F2 and extend to the basis v1, v2, v3 of
F3. We need to show that 〈u, ψ(v)〉 = 0 for all u, v ∈ F3. Write u = ∑

λivi and
v = ∑

μivi in the chosen basis. We have

〈u, ψ(v)〉 = μ3〈u, ψ(v3)〉

since ψ(F2) ⊂ F⊥
3 . Furthermore since also ψ(F3) ⊂ F⊥

2 we have

μ3〈u, ψ(v3)〉 = λ3μ3〈v3, ψ(v3)〉.

The last term vanishes because for any w = wx + w−x we have

〈w,ψ(w)〉 = −x〈wx , w−x 〉 + x〈w−x , wx 〉 = 0

since the pairing is symmetric.
Cases (ii) and (iii) work the same as case (i) in Sect. 7.4.1.

7.4.4 Case (4), 6.5

We have xQ = (1/4, 1/4, 1/4, 1/4, 1/4) and the non-trivial possibilities for wxQ are

(i) wxQ = (3/4, 3/4, 1/4, 1/4, 1/4),
(ii) wxQ = (5/4, 3/4, 1/4, 1/4,−1/4),
(iii) wxQ = (7/4, 5/4, 3/4, 1/4, 1/4),

In case (i) we consider flags

0 F2 F5 F⊥
2 V .⊂ ⊂ ⊂ ⊂
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We claim that W = F2 + ψ(F2) + ψ2(F2) is isotropic. Note that we may assume ψ

to be injective on F2, because otherwise we can insert its kernel. It suffices to show
that 〈ψv,ψ2w〉 = 0 and that 〈ψ2v,ψ2w〉 = 0 for all v,w ∈ F2. We have

〈ψv,ψ2w〉 = 〈ψv,ψ2w〉 + 〈ψv, x2w0〉 = x2〈ψv,w〉 = 0

and similarly we get 〈ψ2v,ψ2w〉 = 0. This implies that the dimension ofW is at most
5 and hence we have F2 ∩ψ(F2) 	= 0 or (F2 +ψ(F2))∩ψ2(F2) 	= 0. In the first case
F2 contains a non-zero vectorw such thatψw ∈ F2 and hence it contains 2xwx +xw0
and −2xw−x − xw0. We may assume that wx , w0, w−x 	= 0 because otherwise F2
contains an eigenvector. Now F2 is spanned by 2xwx + xw0 and −2xw−x − xw0 and
hence F2 + ψ(F2) is ψ-stable.

If F2 ∩ ψ(F2) = 0 and (F2 + ψ(F2)) ∩ ψ2(F2) 	= 0 we either have that W is
five-dimensional in which case it’s Lagrangian and we may insert it into the flag or
ψ2(F2) ⊂ F2 + ψ(F2) in which case F2 + ψ(F2) is ψ-stable.

In cases (ii) and (iii) we may simply insert the space F1 + ψ(F1) + ψ2(F1) which
is automatically stable and isotropic.

7.4.5 Case (5), 6.5

We have xQ = (1/4, 1/4, 1/4, 0, 0, 0) and as for n = 5 we may assume that xi −
xi+1 ≤ 1/2 for i ≤ 4. This leaves us with the following cases

(i) wxQ = (3/4, 3/4, 1/4, 0, 0, 0),
(ii) wxQ = (1, 1, 3/4, 3/4, 1/4, 0),
(iii) wxQ = (5/4, 1, 3/4, 3/4, 0, 0),

The arguments in these cases are the same as for n = 5.

7.4.6 Case (6), 6.5

We have xQ = (1/4, 1/4, 1/4, 1/4, 1/4, 1/4). The list of possible cases is

(i) wxQ = (3/4, 3/4, 1/4, 1/4, 1/4, 1/4),
(ii) wxQ = (3/4, 3/4, 3/4, 3/4, 1/4, 1/4),
(iii) wxQ = (5/4, 3/4, 1/4, 1/4, 1/4,−1/4),
(iv) wxQ = (5/4, 3/4, 3/4, 3/4, 1/4,−1/4),
(v) wxQ = (5/4, 5/4, 3/4, 3/4, 1/4, 1/4),
(vi) wxQ = (5/4, 5/4, 5/4, 3/4, 1/4,−1/4)),
(vii) wxQ = (7/4, 5/4, 3/4, 1/4, 1/4, 1/4),
(viii) wxQ = (7/4, 7/4, 5/4, 3/4, 1/4,−1/4),
(ix) wxQ = (9/4, 7/4, 5/4, 3/4, 1/4, 1/4).

In case (i) we look at flags

0 F2 F6 F⊥
2 V .⊂ ⊂ ⊂ ⊂
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We may assume that ψ |F2 is injective. As before W = F2 + ψ(F2) + ψ2(F2) is
isotropic and ψ-stable. If dim(W ) = 6 it’s Lagrangian and either equal to F6 or we
may insert it as a secondLagrangian subspace. If dim(W ) < 6wehave F2∩ψ(F2) 	= 0
or (F2 + ψ(F2)) ∩ ψ2(F2) 	= 0.

If F2∩ψ(F2) 	= 0 we conclude that F2+ψ(F2) isψ-stable as in the corresponding
case for n = 5. If F2 ∩ ψ(F2) = 0 and (F2 + ψ(F2)) ∩ ψ2(F2) 	= 0 there is a vector
v+ψ(u) ∈ ψ2(F2). This impliesv0 = 0 andψ(u) = x2(v+ψ(u))−ψ2(v) ∈ ψ2(F2).
Therefore ψ(u) = ψ2(u′) for some u′ ∈ F2 and hence u ∈ F2 ∩ ψ(F2) = 0. In
the end we find that v 	= 0, i.e. F2 contains the non-zero vector v = vx + v−x .
If either component vanishes, then v is an eigenvector and we may insert the line
spanned by it into the flag. If both are non-zero, then since vx , v−x ∈ ψ2(F2) we get
vx , v−x ∈ (F2 + ψ(F2)) ∩ ψ2(F2) and this intersection has to be two-dimensional.
But that implies ψ2(F2) ⊂ (F2 + ψ(F2) and hence F2 + ψ(F2) is ψ-stable.

In case (ii) we consider flags of the form

0 F4 F6 F⊥
4 V .⊂ ⊂ ⊂ ⊂

The space F4 + ψ(F4) + ψ2(F4) is isotropic. If F4 is not stable, then F4 + ψ(F4) is
at least five dimensional. If this space itself is not already stable, then F4 + ψ(F4) +
ψ2(F4) is Lagrangian and we may use it to refine the flag. In case (iii) we may simply
insert the space F1 + ψ(F1) + ψ2(F1). Case (iv) is similar to case (ii), we may insert
the space F4 + ψ(F4) + ψ2(F4).

In case (v) we have flags

0 F2 F4 F6 F⊥
4 F⊥

2 V .⊂ ⊂ ⊂ ⊂ ⊂ ⊂

Wemay insert F2+ψ(F2) if it is equal to F4. Otherwise F2∩ψ(F2) 	= 0 and there is
a vectorw ∈ F2 such thatψ(w) ∈ F2.We then find that F2+ψ(F2) containswx , w−x

and w0. If any of these vanishes, F2 contains an eigenvector. Otherwise F2 + ψ(F2)
is generated by these three vectors.

Cases (vi)-(ix) are easy, simply use the spaces F +ψ(F)+ψ2(F)where F always
denotes the first-non zero step of the flag.

7.5 Stabilizers on the unit coset

In the previous section we proved the first part of Theorem 6.5.1. In the following we
analyze the unit coset in more detail. We prove strictness in types A and D.

7.5.1 Remark The covering Spin(V ) → SO(V ) induces an isomorphism on flag vari-
eties. The stabilizers only differ by the kernel of the covering. Therefore in types B
and D we may (and will) work with SO(V ) in the following.

7.6. Fix a maximal torus T and a Borel B containing it. We may assume Q ⊃ B and
ψ ∈ t. Then Gψ ⊃ T , and we may assume T ⊂ Bψ ⊂ B. Let Pψ = BGψ ; this is a
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standard parabolic subgroup of G containing Gψ as a Levi subgroup. Let N , Nψ, Nψ

be the unipotent radicals of B, Pψ and Bψ respectively.
Let WQ be the Weyl group of the Levi subgroup of Q containing T . The double

cosets B\G/Q are parametrized by W/WQ . Let w ∈ W , and let ẇ be any lift of
w to NG(T ). Then we can identify the B-orbit of ẇQ/Q with N/N ∩ wQ (write
wQ = Ad(ẇ)Q). The left translation action of Bψ = NψT on BẇQ/Q becomes left
translation of Nψ on N/N ∩ wQ and the action of T by conjugation. Using the left
Nψ -action, every Bψ orbit on N/N∩wQ intersects Nψ/Nψ ∩wQ. On Nψ/Nψ ∩wQ,
there is the residual action of Bψ ∩ wQ by conjugation. Therefore, it suffices to show
that the stabilizers of the action of Bψ ∩wQ on Nψ/Nψ ∩wQ by conjugation contain
nontrivial tori, except in one case.

Let Wψ ⊂ W be the Weyl group of Gψ (with respect to T ).

7.6.1 Lemma Letw0 be the longest element in W with respect to the simple reflections
defined by B. If w is not in the double coset Wψw0WQ, then the action of T on
Nψ/Nψ ∩ wQ has positive dimensional stabilizers.

Proof Let N−
Q be the unipotent radical of the parabolic of G opposite to Q and

containing T . The inclusion Nψ ∩ wN−
Q ⊂ Nψ induces an isomorphism Nψ ∩

wN−
Q

∼→ Nψ/Nψ ∩ wQ. To verify the claim, it suffices to show that the set of

roots 
(Nψ ∩ wN−
Q ) does not span X∗(T)Q rationally, unless w ∈ Wψw0WQ . This

can be checked case by case.
For example, consider the case where G = Sp(V ) and Pψ and Q are both Siegel

parabolic subgroups. Let {e1, . . . , en, e−n, . . . , e−1} be a symplectic basis of V ; let T
be the diagonal torus with respect to this basis. The above claim is equivalent to the
following statement: let L, L ′ be two Lagrangian subspaces spanned by part of the
basis. Let NL be the unipotent radical of the stabilizer of L , and similarly define NL ′ .
Then as long as L 	= L ′, the action of T on L∩L ′ has positive dimensional stabilizers.

This latter statement can be proved as follows. Identify NL with Sym2(L) using the
symplectic form. Then NL ∩ NL ′ ⊂ NL is identified with the subspace Sym2(L ∩ L ′)
of Sym2(L). If L 	= L ′, let T1 be the subtorus of T corresponding the basis elements
e±i such that e±i /∈ L ∩ L ′. Then T1 acts trivially on Sym2(L ∩ L ′) ∼= NL ∩ NL ′ . ��
7.6.2 Remark More precisely let U denote the rational span of 
(Nψ ∩ wN−

Q ). If
U 	= X∗(T )Q then the stabilizer contains

⋂

α∈
(G)∩U ker(α). The set 
(G) ∩ U is
the root system of a Levi subgroup of G and

⋂

α∈
(G)∩U ker(α) is its center.

7.7. It remains to treat the case w ∈ Wψw0WQ . Write w ∈ vw0WQ for some v ∈
Wψ . We need to consider the stabilizers of the conjugation action of Bψ ∩ vw0Q on
Nψ/Nψ ∩vw0Q. Conjugating by a lifting of v in NGψ (T ), wemay as well consider the

action of v−1
Bψ ∩w0Q on Nψ/Nψ ∩w0Q. Let Q′ = (w0Q)− be the opposite parabolic

of w0Q and let M = Q′ ∩ w0Q (common Levi of Q′ and w0Q). Then v−1
Bψ ∩ w0Q

always contains a Borel subgroup BH of the Levi subgroup H = Gψ ∩ M of G.
Identifying Nψ/Nψ ∩ w0Q with Nψ ∩ NQ′ , we reduce to considering the action of
BH on Nψ ∩ NQ′ by conjugation (the whole H acts on Nψ ∩ NQ′ by conjugation).
We remark that after this reduction, the roles played by Pψ and Q′ are symmetric.
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Below we describe case-by-case the action of H on Nψ ∩ NQ′ in linear algebra
terms. In the following, Vn, V ′

n always denote an n-dimensional space; when n = 1,
we use Gm(V1), Gm(V ′

1) to denote the one-dimensional torus that acts on V1, V ′
1 by

scaling.
In all cases Nψ ∩ NQ′ is a vector group, and we describe it as a representation of

H . The Borel subgroup BH of H acts on Nψ ∩ NQ′ with an open orbit with finite
stabilizer. In the following we analyze the orbits of BH acting on Nψ ∩ NQ′ more
precisely. Recall that by Pd we denote the stabilizer of a d-dimensional subspace Vd
and by Pd,d ′ the stabilizer of a flag 0 ⊂ Vd ⊂ Vd ′ ⊂ V with Vd ′ being d ′-dimensional.
We list the possible conjugacy classes of Q and the corresponding H -representation
Nψ ∩ NQ′ .

7.8 Type A

(1) H = T (in this case there is no need to describe Nψ ∩ NQ′ ).
(2a) G = SL2m , (Pψ, Q) ∼ (Pm, Pm,m+1) or (Pm, Pm,2m−1) or (Pm, P1,m) or

(Pm, Pm−1,m). Then we have

H = S(GL(Vm) × GL(Vm−1) × Gm(V1)),

and Nψ ∩ NQ′ = Hom(Vm−1, Vm) ⊕ Hom(V1, Vm) or its dual.
(2b) G = SL2m , (Pψ, Q) ∼ (Pm, P1,m) or (Pm, Pm−1,2m−1). Then we have

H = S(GL(Vm−1) × GL(V ′
m−1) × Gm(V1) × Gm(V ′

1)),

and Nψ ∩ NQ′ = Hom(Vm−1, V ′
m−1) ⊕Hom(V1, V ′

1) ⊕Hom(Vm−1, V ′
1) or its

dual.
(3a) G = SL2m+1, (Pψ, Q) ∼ (Pm, Pm,m+1) or (Pm, P1,m+1) or (Pm+1, Pm,2m) or

(Pm+1, Pm,m+1). Then we have

H = S(GL(Vm) × GL(V ′
m) × Gm(V1)),

and Nψ ∩ NQ′ = Hom(Vm, V ′
m) ⊕ Hom(V1, V ′

m) or its dual.
(3b) G = SL2m+1, (Pψ, Q) ∼ (Pm, Pm,2m) or (Pm+1, P1,m+1). Then we have

H = S(GL(Vm−1) × GL(Vm) × Gm(V1) × Gm(V ′
1)),

and Nψ ∩ NQ′ = Hom(Vm, Vm−1)⊕Hom(Vm, V1)⊕Hom(V1, V ′
1) or its dual.

(4) G = SL6. We have

H = S(GL(V2) × GL(V ′
2) × GL(V ′′

2 )),

and Nψ ∩ NQ′ = Hom(V2, V ′
2) ⊕ Hom(V2, V ′′

2 ) or its dual.

Case (1) is clear for dimension reasons: any non-open orbit in Nψ ∩NQ′ has dimen-
sion less than that of T , hence has positive dimensional subtorus in the stabilizers. In
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addition it’s easy to check that the stabilizer on the open orbit is just the center of SLn

and that outside the open orbit the stabilizer always contains the center of a maximal
Levi subgroup.

We reduce the cases (2a)(2b)(3a)(3b) to Case (1). We give the argument only for
(2a). Let a : Vm−1 → Vm , b : V1 → Vm , and a ⊕ b : Vm−1 ⊕ V1 → Vm . The image
StabBH (a, b) → GL(coker(a⊕b)) contains a Borel subgroup of the target. Therefore
StabBH (a, b) contains a nontrivial torus if a ⊕ b is not surjective (equivalently not an

isomorphism). In the remaining case, we may assume a ⊕ b : Vm−1 ⊕ V1
∼→ Vm is an

isomorphism. Such (a, b) form a single orbit O under H . We have an isomorphism
of stacks BH\O ∼= B(Vm−1)\GL(Vm)/B(Vm), where BH = B(Vm−1)× B(Vm), and
B(Vm−1) is embedded into GL(Vm) via a. This is exactly the situation of case (1) for
GL(Vm) where Bψ is the Borel subgroup of a Levi subgroup of of type (m − 1, 1).
The computation of the generic stabilizer and stabilizer outside the open orbit is also
reduced to Case (1).

For Case (4) we can use similar argument as above to reduce to the open H -orbit O
where a : V2 → V ′

2 and b : V2 → V ′
2 are both isomorphisms. For this H -orbit O , we

use a and b to identify V ′
2 and V ′′

2 with V2, and write BH = S(B2 × B ′
2 × B ′′

2 ) (where
B2 ⊂ GL(V2) is a Borel etc), then StabBH (a, b) surjects onto (B2 ∩ B ′

2 ∩ B ′′
2 )/Gm

(modulo scalar matrices). If (a, b) is in a non-open BH -orbit, then two of the Borels
B2, B ′

2, B
′′
2 are the same and (B2∩ B ′

2∩ B ′′
2 )/Gm contains the center of some maximal

Levi subgroup. On the open orbit it’s clear that the intersection B2 ∩ B ′
2 ∩ B ′′

2 is the
center of GL2 and hence the generic stabilizer is the center of SL6.

7.9 Type B

(1) H = GL(Vn), Nψ ∩ NQ′ = ∧2(Vn) ⊕ Vn .
(2) H = T = Gm(V1) × Gm(V ′

1), N
ψ ∩ NQ′ = V1 ⊗ V ′

1 ⊕ V1 ⊗ (V ′
1)

∨
(3) H = Gm(V1) × Gm(V ′

1) × SO(V3), Nψ ∩ NQ′ = V1 ⊗ V3 ⊕ V1 ⊗ V ′
1.

Case (1) is not strict as it may have several relevant orbits.
In Case (2) the stabilizer on the open orbit is μ2 = {±id}, so it is not strict.
We consider Case (3). We identify Nψ ∩ NQ′ with V3 ⊗ V1 on which (λ, μ, X) ∈

Gm ×Gm ×SO(V3) acts as (v, x) �→ (λXv, λμx). Let B3 ∈ SO(V3) be the stabilizer
of an isotropic line �. Fix a vector (v, x). If v is isotropic or x = 0 it’s easy to see that
the stabilizer of (v, x) in BH = B3×Gm ×Gm contains a torus. Therefore assume that
v is anisotropic and x 	= 0. Denote by 〈, 〉 the symmetric bilinear form on V3. Then if
(λ, μ, X) ∈ StabBH (v, x)wefind thatμ = λ−1 and 〈v, v〉 = 〈λXv, λXv〉 = λ2〈v, v〉,
implying that λ = ±1. The vector v determines a splitting V = 〈v〉⊥ ⊕ 〈v〉 and
StabSO(V3)(v) ∼= SO(〈v〉⊥) ∼= Gm . If v ∈ �⊥ the stabilizer StabBH (v, x) contains this
Gm . The open orbit is given by those (v, x) where v /∈ �⊥ and x 	= 0. It is easily
verified that in this case the stabilizer is μ2 = {±id} and hence this case is also not
strict.
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7.10 Type C

(1) H = GL(Vn), Nψ ∩ NQ′ = Sym2(Vn).
(2) H = Gm(V1) × Gm(V ′

1) × SL(V2), Nψ ∩ NQ′ = V1 ⊗ V2 ⊕ V1 ⊗ V1 ⊕ V1 ⊗ V1′ .

We consider Case (1).Wemay identify Sym2(Vn)with the space of quadratic forms
on V ∗

n . Let L = ker(q) ⊂ V ∗
n , and PL ⊂ GL(Vn) be the parabolic subgroup stabilizing

L . Then we have a natural map StabBH (q) ⊂ BH ∩ PL → GL(L) whose image is
a Borel subgroup of GL(L). Therefore if L 	= 0, StabBH (q) contains a nontrivial
torus. Now suppose L = 0, i.e., q is nondegenerate. We equip Vn with the quadratic
form induced from q, and still denote it by q. Let BH be the stabilizer of a complete
flag F = (0 ⊂ V1 ⊂ · · · ⊂ Vn−1 ⊂ Vn). Consider the relative position of the flag
F⊥ = (0 ⊂ V⊥

n−1 ⊂ · · · V⊥
1 ⊂ Vn) ((−)⊥ is taken under the quadratic form q). If

F and F⊥ are not opposite, consider the first i ≥ 1 such that Vi ∩ V⊥
i 	= 0 (i.e., the

first i such that q|Vi is degenerate), in which case ker(q|Vi ) is 1-dimensional. Then
StabBH (q) → Gm(ker(q|Vi )) is surjective, hence StabBH (q) contains a nontrivial
torus. If F and F⊥ are opposite, then q is the in the open BH -orbit of Sym2(Vn). The
intersection of the stabilizers of F and F⊥ is a maximal torus T of GL(Vn) and the
stabilizer on the open orbit is the 2-torsion T [2] ∼= μn

2.
We consider Case (2). An element (λ, μ, X) ∈ H acts on a vector (v, x, y) as

(λXv, λ2x, λμy). Let B2 be the stabilizer of a line � ⊂ V2 and BH = Gm ×Gm × B2.
If v = 0 then StabBH (v, x, y) contains B2. If x = 0 then the stabilizer contains the
intersection of B2 and the stabilizer of 〈v〉 and if y = 0 the stabilizer contains a torus
coming from the Gm-factors. We therefore assume that v 	= 0, x 	= 0 and y 	= 0. The
open orbit is given by those (v, x, y) for which in addition v /∈ �. The stabilizer on
the open orbit is μ2 = {±id}. If v ∈ � the stabilizer does not contain a torus but the
unipotent radical of B2.

7.11 Type D

(1) (Pψ, Q) ∼ (P4, P1,2). Then H = Gm(V1) × Gm(V ′
1) × GL(V2), Nψ ∩ NQ′ =

V1 ⊗ V2 ⊕ V ′
1 ⊗ V2 ⊕ V1 ⊗ V ′

1.
(2) H = GL(V2) × GL(V3), Nψ ∩ NQ′ = V3 ⊗ V2 ⊕ ∧2(V3).
(3) H = GL(V3) × GL(V ′

3), N
ψ ∩ NQ′ = V3 ⊗ V ′

3 ⊕ ∧2(V3).

We consider Case (1). An element (λ, μ, X) ∈ H acts on a vector (u, v, x) via
(u, v, x) �→ (λXu, μXv, λμx). Let B2 ∈ GL(V2) be a Borel subgroup stabilizing a
line � ⊂ V2 and BH = Gm × Gm × B2. If x = 0 the stabilizer of (u, v, x) contains
a torus coming from the Gm-factors. If u = 0 then the condition on X is equivalent
to asking that it stabilizes the line spanned by v and StabBH (0, v, w) contains the
intersection of B2 with the Borel subgroup stabilizing 〈v〉. The same happens for
v = 0 and we may therefore assume that u 	= 0, v 	= 0 and x 	= 0. The open orbit
is given by those vectors (u, v, x) for which x 	= 0, u /∈ �, v /∈ � and u and v are
linearly independent (i.e. X is contained in the intersection of three pairwise different
Borel subgroups). It’s easy to check that the stabilizer on the open orbit isμ2 ∼= {±id}.
One may check explicitly that outside the open orbit the stabilizers contain tori which
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are contained in centers of maximal Levi subgroups. For x = 0 one finds a torus of
the form Z(GL2) in a Levi subgroup isomorphic to GL2 × SO(4) and for x 	= 0 one
obtains the center of a Levi subgroup isomorphic to Gm × SO(6) (as long as we’re
outside the open orbit).

For Case (2) we identify V3 ⊗ V2 with Hom(V ∗
3 , V2). An element (Y , X) ∈ H

acts on f ∈ Hom(V ∗
3 , V2) via f �→ Y f X−1. Let (ω, f ) ∈ Hom(V ∗

3 , V2) ⊕ ∧2(V3)
and let BH = Stab(�) × Stab(F) for a line � ⊂ V2 and a full flag F given by
0 ⊂ F1 ⊂ F2 ⊂ V3. If f is not surjective clearly StabBH ( f , ω) contains a torus. We
therefore assume f is surjective and hence has a one-dimensional kernel L ⊂ V ∗

3 . If
(Y , X) ∈ StabBH ( f , ω) then X stabilizes the flag

0 ⊂ L ⊂ f −1(�) ⊂ V ∗
3 .

Denote by F⊥ the flag in V ∗
3 orthogonal to F with respect to the canonical pairing for

V3 and V ∗
3 . The open orbit is given by those ( f , ω) for which F⊥ and the above flag

are opposite (i.e. X lies in a maximal torus of GL(V3)) and for which ω (considered
as a 2-form on V ∗

3 ) is not contained in any of the duals of the planes ∧2(F⊥
2 ⊕ L) ⊕

∧2( f −1(�)), ∧2(F⊥
2 ⊕ L) ⊕ ∧2(F⊥

1 ) or ∧2(F⊥
1 ) ⊕ ∧2( f −1(�)). It is easy to verify

that the stabilizer on the open orbit is μ2 = {±id} and that it contains a torus outside
this orbit. More precisely if f is not surjective, the stabilizer contains the center of
a Levi subgroup isomorphic to Gm × SO(8). If f is surjective then outside the open
orbit the stabilizers contain the center of a Levi subgroup isomorphic to GL5. Case
(3) works the same. This concludes the proof of strictness in type A and D.

8 Potential examples

In this section we give a list of triples (P∞, ψ,Q0) in type A and exceptional types
as potential examples of euphotic automorphic data with a generic choice of χ . In
these examples, we only check that Bψ acts on L/Q with an open orbit with finite
stabilizers (part of condition (1) in Definition 3.4.1).

8.1 Type A

8.1.1 Setup

Let G = PGL(V ) for some vector space V over k of dimension n, and let G be the
split form of G over F . Since all parahoric subgroups of G(F∞) can be conjugated to
be contained in G(O∞) in this case, we may assume P∞ ⊂ G(O∞). For such P∞ the
corresponding Z/mZ-grading on g = ⊕i∈Z/mZg(i) is induced from a Z/mZ-grading
on the vector space

V = ⊕i∈Z/mZVi
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such that

g(i) = ⊕ j∈Z/mZHomk(Vj , Vi+ j ), ∀i ∈ Z/mZ − {0},
g(0) = Lie L = (⊕ j∈Z/mZEndk(Vj ))/k · idV .

Conversely, any Z/mZ-grading on V with Vi 	= 0 for all i ∈ Z/mZ arises from a
parahoric subgroup P∞ ⊂ G(O∞). Note that

L ∼=
⎛

⎝

∏

j∈Z/mZ

GL(Vj )

⎞

⎠ /�Gm,

V ∗
P = ⊕ j∈Z/mZHomk(Vj , Vj−1).

We give two classes of potential examples.

8.1.2 Case (1)

Assume the dimensions of Vi satisfy

dim V0 = d0, dim Vi = d for i 	= 0, and d0 > d > 0.

Let Q0 ⊂ GL(V0) be a parabolic subgroup; let ψ0 ∈ End(V0) be a semisimple
element. We assume

• The pair (Q0, ψ0) appears in the list of hyperspecial euphotic data of type A in
Sect. 6.2.

• Let V 0
0 be the zero eigenspace ofψ0; and let V ′

0 be the sum of nonzero eigenspaces.
Then dim V 0

0 = d0 − d and dim V ′
0 = d.

With these preliminary data, we construct Q and ψ as follows. Let Q ⊂ L be the
parabolic subgroup

Q =
⎛

⎝Q0 ×
∏

i∈Z/mZ−{0}
GL(Vi )

⎞

⎠ /�Gm .

Viewing ψ as a collection of maps Vi → Vi−1 for i ∈ Z/mZ, we then require it to
restrict to isomorphisms V ′

0
∼→ V−1

∼→ · · · ∼→ V1
∼→ V ′

0 ⊂ V0, and to restrict to zero
on V 0

0 . Moreover we require that ψm |V0 = ψ0.

8.1.3. We check that in the above situation, Bψ acts on L/Q with an open orbit with
finite stabilizers. Indeed, L/Q ∼= GL(V0)/Q0, and Lψ

∼= PGL(V0)ψ0 (the centralizer
of ψ0 in PGL(V0)). Therefore we reduce to the case discussed in Sect. 6.2 for the
group PGL(V0).
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8.1.4 Case (2)

Take Q0 to be the standard Iwahori subgroup of G(F0) (i.e., Q ⊂ L is a Borel
subgroup). Fix a decomposition

Vi = �i ⊕ V 0
i , i ∈ Z/mZ

where dim �i = 1. Viewing ψ ∈ V ∗
P as a collection of maps Vi → Vi−1, let it restrict

to an isomorphism �i
∼→ �i−1 and be zero on V 0

i .

8.1.5. We check that in the above situation, Bψ acts on L/Q with an open orbit
with finite stabilizers. We have L/Q = ∏

i∈Z/mZ
Fl(Vi ). We also have Lψ

∼=
∏

i∈Z/mZ
GL(V 0

i ) (an extra factor of Gm acting on all the lines �i gets cancelled after

dividing by scalar matrices). Therefore Bψ
∼= ∏

i∈Z/mZ
Bψ,i where Bψ,i ⊂ GL(V 0

i )

is a Borel subgroup. The required property of the Bψ -action on L/Q follows from the
same property for the Bψ,i -action on Fl(Vi ), which is checked in case (2) of Sect. 6.2.

8.1.6 Remark We expect case (2) to correspond to hypergeometric local systems with
slope 1/m at∞ and unipotentmonodromy at 0. Rigid automorphic data corresponding
to hypergeometric local systems are constructed in the work of Kamgarpour and Yi
[12].

8.2 Convention

In the exceptional cases, we always assume G is of adjoint type. We will indicate the
type of P∞ by coloring the affine Dynkin diagram of G(F∞): the white nodes are
simple roots of L = LP, and the black nodes are simple roots not contained in L .

When we describe L and V ∗
P , we will use Vi , V ′

i ,Wi , Fi , etc. to indicate vector
spaces of dimension i over k.

8.3 Type 3D4

Type of P∞:

◦ ◦ ��� •

In this casem = 3.We have L ∼= PGL(V3) acting on V ∗
P

∼= Sym3(V3)⊗det(V3)−1.
Choose a basis {e1, e2, e3} for V3. Take ψ = (e1e2e3) ⊗ (e1 ∧ e2 ∧ e3)−1 ∈ V ∗

P .
Then Lψ is the normalizer of the diagonal torus in L with respect to the basis {ei }.

Potential choices of Q: take Q to be a maximal proper parabolic subgroup of L so
that L/Q = P(V3) or P∨(V3). Then Bψ = L◦

ψ acts on L/Q with an open free orbit.
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8.4 Type F4

8.4.1. Type of P∞:

◦ ◦ • �� ◦ ◦

In this case m = 3. We have L ∼= (SL(V3) × SL(V ′
3))/�μ3 (modulo diagonal

center) acting on V ∗
P = Sym2(V3) ⊗ V ′

3. The factor SL(V3) has short roots of G and
SL(V ′

3) has long roots.
Choose a basis {x1, x2, x3} of V3, and a basis {e1, e2, e3} of V ′

3. Takeψ = x21 ⊗e1+
x22 ⊗ e2 + x23 ⊗ e3. Then L◦

ψ is a 2-dimensional torus. The projection L◦
ψ → PGL(V3)

is an isomorphism onto the diagonal torus of PGL(V3) with respect to the basis {xi }.
The other projection L◦

ψ → PGL(V ′
3) is a μ2

2-cover of the maximal torus of PGL(V ′
3)

with respect to the basis {ei }.
Potential choices of Q:

(1) L/Q = P(V3) or P∨(V3). In these cases Bψ = L◦
ψ acts on L/Q with an open free

orbit.
(2) L/Q = P(V ′

3) or P∨(V ′
3). In these cases Bψ = L◦

ψ acts on L/Q with an open

orbit with stabilizer μ2
2.

8.4.2. Type of P∞:

◦ • ◦ �� ◦ ◦

In this case m = 2. We have L ∼= (SL(V2) × Sp(V6))/�μ2 (V6 is a symplectic
space of dimension 6, μ2 embeds diagonally into the center of each factor), and
V ∗
P

∼= V2 ⊗ ∧3
(V6). Here ∧3

(V6) is the cokernel V6 → ∧3V6 given by wedging with

the symplectic form on V6, so dim∧3
(V6) = 14.

Choose a basis {e1, e2} for V2; choose a Lagrangian splitting V6 = W3 ⊕ W ∗
3 . Let

θ be a volume form on W3 (i.e., θ ∈ ∧3W3, θ 	= 0) and θ∗ be the dual volume form
onW ∗

3 . Considerψ = e1 ⊗ θ + e2 ⊗ θ∗. Then L◦
ψ

∼= GL(W3)/μ2, where GL(W3) ↪→
SL(V2) × Sp(V6) is the following embedding. The projection GL(W3) → Sp(V6)
identifies GL(W3) as the Siegel Levi preserving the splittingW3⊕W ∗

3 . The projection
GL(W3) → SL(V2) is the composition of det : GL(W3) → Gm and Gm → SL(V2)
given by t �→ diag(t−1, t) in the basis {e1, e2}.

Potential choices of Q:

(1) L/Q ∼= P(V2) × P(V6). Then Bψ acts on L/Q with an open free orbit.
(2) L/Q is the space of Lagrangians in V6. The open L◦

ψ -orbit of L/Q is isomorphic
to the space of non-degenerate quadratic forms onW3, which has an open Bψ -orbit
with stabilizer μ2

2.
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8.5 Type E6

8.5.1. Type of P∞:

◦ ◦ • ◦ ◦

◦

◦

In this casem = 3. We have L ∼= SL(V3)×SL(V ′
3)×SL(V ′′

3 )/(μ3×μ3×μ3)
∏=1

acting on V ∗
P

∼= V3⊗V ′
3⊗V ′′

3 . Here (μ3×μ3×μ3)
∏=1 is the subgroup of the central

μ3’s with product 1.
Choose bases {xi }1≤i≤3 for V3, {x ′

i }1≤i≤3 for V ′
3 and {x ′′

i }1≤i≤3 for V ′′
3 . Take ψ =

x1 ⊗ x ′
1 ⊗ x ′′

1 + x2 ⊗ x ′
2 ⊗ x ′′

2 + x3 ⊗ x ′
3 ⊗ x ′′

3 ∈ V ∗
P . Then L◦

ψ is a 4-dimensional torus.
The projection L◦

ψ → PGL(V3)×PGL(V ′
3) is an isomorphism onto the diagonal torus

in the target with respect to the chosen bases. Same for the other two projections.
Potential choices of Q: L/Q can be P(V3) × P(V ′

3), or changing P to P∨, and
changing (V3, V ′

3) to other pairs (V ′
3, V

′′
3 ) or (V ′′

3 , V3). The action of Bψ = L◦
ψ on

L/Q has an open free orbit in all cases.

8.5.2. Type of P∞:

◦ ◦ ◦ • ◦

◦

◦

and two other cases by symmetry.
In this case m = 2. We have L ∼= SL(V6) × SL(V2)/(μ3 × 1)�μ2 acting on

V ∗
P

∼= ∧3(V6) ⊗ V2.
Choose a basis {e1, e2} for V2; choose a splitting V6 = W3 ⊕ W ′

3 into two 3-
dimensional spaces. Let θ (resp. θ ′) be a volume form on W3 (resp. W ′

3). Consider
ψ = θ ⊗ e1 + θ ′ ⊗ e2. The projection L◦

ψ → PGL(V6) identifies L◦
ψ with the Levi

subgroup of PGL(V6) preserving the splitting W3 ⊕ W ′
3.

Potential choices of Q: L/Q is a partial flag variety of PGL(V6) of type (3, 2, 1)
(dimensions of associated graded of the partial flag, in any order). Now Bψ is a Borel of
L◦

ψ , which projects isomorphically to a Levi of PGL(V6) of type (3, 3). The situation
Bψ\L/Q appears as a special case of Sect. 6.2(4), from which we know that Bψ acts
on L/Q with an open free orbit.
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8.6 Type 2E6

8.6.1. Type of P∞:

◦ ◦ ◦ �� • ◦
In this casem = 4. Then L = (SL(V4)×SL(V2))/� acting on V ∗

P
∼= Sym2(V4)⊗

V2, where � is the central subgroup {(x, x2) ∈ μ4 × μ2}.
Choose a basis {e1, e2} for V2 and a basis {x1, y1, x2, y2} for V4. Take ψ = x1y1 ⊗

e1 + x2y2 ⊗ e2. Then the projection L◦
ψ → PGL(V4) is an isomorphism onto the

diagonal torus with respect to the basis {x1, y1, x2, y2}.
Potential choices of Q: L/Q = P(V4) or P∨(V4). It is clear that in both cases

Bψ = L◦
ψ acts on L/Q with an open free orbit.

8.6.2. Type of P∞:

◦ • ◦ �� ◦ ◦
In this case m = 4. We have L = (Spin(V7) × SL(V2))/�μ2 acting on V ∗

P =
�8 ⊗ V2 where �8 is the 8-dimensional spin representation of Spin(V7).

We have an embedding ϕ : Spin(V7)/P3 ↪→ P�8, where Spin(V7)/P3 classifies
maximal isotropic subspaces in V7. Choose a splitting V7 = W3⊕W ′

3⊕〈x0〉, whereW3
and W ′

3 are maximal isotropic and paired perfectly to each other and both orthogonal
to x0. Let {e1, e2} be a basis for V2. Take ψ = ϕ̃([W3]) ⊗ e1 + ϕ̃([W ′

3]) ⊗ e2 (here
ϕ̃([W3]) ∈ �8 is a lifting of ϕ([W3]), unique up to a scalar; same for ϕ̃([W ′

3])). The
projection L◦

ψ → SO(V7) is an isomorphism onto the Levi subgroup isomorphic to
GL(W3) that stabilizes the splitting V7 = W3 ⊕ W ′

3 ⊕ 〈x0〉. The projection L◦
ψ

∼=
GL(W3) → PGL(V2) factors through the determinant and maps onto the diagonal
torus with respect to the basis {e1, e2}.

Potential choices of Q:

(1) L/Q is the partial flag variety of Spin(V7) classifyingmaximal isotropic subspaces
of V7. The situation Bψ\L/Q appears as a special case of Sect. 6.3(1), and we
have checked that Bψ acts on L/Q with an open orbit with finite stabilizers.

(2) L/Q = Q(V7) × P(V2), where Q(V7) ⊂ P(V7) is the quadric. Identify Bψ\L/Q
with B(W3)\Q(V7), where B(W3) ⊂ SL(W3) is a Borel subgroup. It is then easy
to check that B(W3) acts on Q(V7) with an open free orbit.

8.7 Type E7

8.7.1. Type of P∞:

◦ ◦ • ◦ ◦ ◦ ◦

◦
and another case by symmetry.
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In this case m = 3. We have L ∼= SL(V6) × SL(V3)/(μ2 × 1)�μ3 acting on
V ∗
P

∼= ∧2(V6) ⊗ V3.
Choose a basis {e1, e2, e3} for V3; choose a splitting V6 = W1 ⊕ W2 ⊕ W3 into

three 2-dimensional subspaces. Let θi be a volume form on Wi . Consider the element
ψ = θ1⊗e1+θ2⊗e2+θ3⊗e3. The projection L◦

ψ → PGL(V6) is an isomorphismonto
the Levi of SL(V6) stabilizing the splitting V6 = W1 ⊕ W2 ⊕ W3, and the projection
L◦

ψ → PGL(V3) has image equal to the diagonal torus with respect to the basis {ei }.
Potential choices of Q: L/Q is the partial flag variety of PGL(V6) with associated

graded dimensions (4, 2) (in any order). The situation Bψ\L/Q appears in the example
Sect. 6.2(8), from which we know that Bψ acts on L/Q with an open free orbit.

8.7.2. Type of P∞:

◦ • ◦ ◦ ◦ ◦ ◦

◦

and another case by symmetry.
In this case m = 2. Then L is isogenous to (Spin+(V12) × SL(V2))/�μ2 acting

on V ∗
P

∼= �+
32 ⊗ V2, where Spin+(V12) is one of the half-spin quotient of Spin(V12)

acting on its half-spin representation �+
32.

Choose a basis {e1, e2} for V2. There is an embedding ϕ : Spin(V12)/P6 ↪→
P�+

32, where Spin(V12)/P6 is the partial flag variety of one of the two families of
Lagrangian subspaces in V12. Fix a splitting V12 = W6 ⊕ W ′

6 into Lagrangians. Take
ψ = ϕ̃([W6]) ⊗ e1 + ϕ̃([W ′

6]) ⊗ e2 (here ϕ̃([W6]) is a lifting of ϕ([W6]) to �32,
up to scalar; same for ϕ̃([W6])). The projection L◦

ψ → PSO(V12) is an isomorphism
onto the Siegel Levi stabilizing the splitting V12 = W6 ⊕ W ′

6, so L◦
ψ

∼= GL(W6)/μ2.
The projection L◦

ψ
∼= GL(W6)/μ2 → PGL(V2) factors through the determinant and

maps onto the diagonal torus of PGL(V2) with respect to the basis {e1, e2}. Note that
dim Bψ = 21.

Potential choices of Q:

(1) L/Q = SO(V12)/P3 is the partial flag variety classifying isotropic F3 ⊂ V12. The
situation Bψ\L/Q has been analyzed in Sect. 6.5(3).

(2) L/Q = SO(V12)/P5 × P(V2), where the first factor classifies isotropic F5 ⊂ V12.
We check the open orbit condition as follows. We first reduce to study the action
of B1

ψ (a Borel subgroup of SL(W6)) on Y = SO(V12)/P5. Note that Y classifies
a pair of LagrangiansU6,U ′

6 ⊂ V12 such that dim(U6 ∩U ′
6) = 5. We may assume

U6 is conjugate to W6. There is an open subset Y ′ ⊂ Y classifying those (U6,U ′
6)

such thatU6 is the graph of a skew-symmetricmap a : W ′
6 → W6.Wemay identify

Y ′ with ∧2(W6) × P(W6) (the choice of U ′
6 is the same as choosing a hyperplane

in U6, or in W ′
6). The situation of B1

ψ acting on Y ′ is essentially the same as case
(1) of Sect. 7.9.

(3) L/Q = SO(V12)/P1,6 × P(V2), where the first factor classifies isotropic F1 ⊂
F6 ⊂ V12 for F6 a Lagrangian in the same connected component ofW6. The same
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argument as in the previous case reduces to the action of B1
ψ on ∧2W6 × P∨(W6),

which is essentially the same as case (1) of Sect. 7.9.

8.7.3. Type of P∞:

◦ ◦ ◦ • ◦ ◦ ◦

◦

In this casem = 4.We have L isogenous to (SL(V4)×SL(V ′
4)×SL(V2))/� acting

on V ∗
P

∼= V ∗
4 ⊗ V ′

4 ⊗ V2, where � is the central subgroup {(x, y, z) ∈ μ4 × μ4 ×
μ2|x−1yz = 1} of L .

Fix splittings V4 = X2 ⊕Y2 and V ′
4 = X ′

2 ⊕Y ′
2 into planes. Let ϕX : X2

∼→ X ′
2 and

ϕY : Y2 ∼→ Y ′
2 be isomorphisms. Let ϕ̃X be the composition V4 � X2

ϕX−→ X ′
2 ↪→ V ′

4,
viewed as an element in V ∗

4 ⊗ V ′
4. Similarly define ϕ̃Y . Let {e1, e2} be a basis of V2.

Takeψ = ϕ̃X ⊗e1+ϕ̃Y ⊗e2. Then L◦
ψ is the image of i : S(GL(X)×GL(Y ))×Gm →

SL(V4)×SL(V ′
4)×SL(V2) � L . Here i sends (gX , gY , λ) (with det(gX ) det(gY ) = 1)

to the triple (gX ⊕gY , λ−1ϕX gXϕ−1
X ⊕λϕY gYϕ−1

Y , diag(λ, λ−1)). We have dim Bψ =
6.

Potential choices of Q:

(1) L/Q = SL(V4)/Q1×P(V2), where SL(V4)/Q1 is a partial flag variety of SL(V4)
with associated graded dimensions (2, 1, 1) (in any order). The situation Bψ\L/Q
appears as a special case of Sect. 6.2(4), and we have checked that Bψ acts on
L/Q with an open orbit with finite stabilizers.

(2) L/Q = SL(V ′
4)/Q

′
1 × P(V2), where SL(V ′

4)/Q
′
1 is the partial flag variety of

SL(V ′
4) with associated graded dimensions (2, 1, 1) (in any order). Again the

situation Bψ\L/Q appears as a special case of Sect. 6.2(4), from which we know
that Bψ acts on L/Q with an open orbit with finite stabilizers.

8.8 Type E8

Type of P∞:

◦ ◦ ◦ • ◦ ◦ ◦ ◦

◦

In this casem = 5.We have L ∼= (SL(V5)×SL(V ′
5))/μ5 acting on V ∗

P = ∧2(V5)⊗
V ′
5, here the embedding μ5 ↪→ SL(V5) × SL(V ′

5) is z �→ (z2idV5 , zidV ′
5
).

Choose a basis {xi }1≤i≤5 of V5, and a basis {ei }1≤i≤5 of V ′
5. Take ψ =

∑

i∈Z/5Z
xi−1 ∧ xi+1 ⊗ ei . Then the projection L◦

ψ → PGL(V5) is an isomorphism
onto the diagonal torus of PGL(V5) with respect to the basis {xi }. Same for the other
projection L◦

ψ → PGL(V ′
5).
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Potential choices of Q: L/Q = P(V5), P∨(V5), P(V ′
5) or P∨(V ′

5). In all these cases
Bψ = L◦

ψ acts on L/Q with an open free orbit.
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Appendix A: Factorizable module categories

In this appendix we define and classify semisimple factorizable module categories
over a neutral Tannakian category with coefficients. We will apply the classification
result here to the category of semisimple perverse sheaves in the automorphic category
D(ψ, χ) in Sect. 4. The materials presented here are an elementary case of the theory
of chiral homology that does not involve the language of ∞-categories, so that we
give self-contained proofs.

A.1. Notations

The notations used in the appendix differ from the ones in the main body of the paper.
Let L be an algebraically closed field of characteristic zero. All abelian categories

in this subsection will be L-linear. Let Vect denote the category of finite-dimensional
vector spaces over L .

Let P be a semisimple L-linear abelian category such that EndP (X) = L for each
simple object X ∈ P . Let Irr(P) denote the set of isomorphism classes of simple
objects in P . Objects in P will be denoted X ,Y , . . ..

Let (R,⊗) and (C,⊗) be semisimple rigid tensor category over L . Objects in R
and C will be denoted V ,W , . . ..

A.2. Factorizable module categories with coefficients

We say that P is a factorizableR-module category with coefficients in C, if for every
finite set I there is a bi-exact functorR�I ×P → C�I �P (Deligne’s tensor product)

(V , X) �→ V �I X , for V ∈ R�I , X ∈ P

with the following extra structures:

http://creativecommons.org/licenses/by/4.0/
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(1) When I = ∅, we understand that R�∅ ∼= Vect, and the action of R�∅ is the
usual action of Vect on P by tensoring.

(2) Any map of finite sets ϕ : I → J induces ϕR : R�I → R�J sending �i∈I Vi to
� j∈J (⊗i �→ j Vi ). Similarly it induces ϕC : C�I → C�J . Then there is a functorial
isomorphism ϕR(V )�J X ∼= (ϕC � idP )(V �I X) ∈ C�J � P , for V ∈ R�I and
X ∈ P .

(3) If I = I ′ � I ′′ is a partition of I then there is a functorial isomorphism
V ′�I ′(V ′′�I ′′ X) ∼= (V ′ � V ′′)�I X for V ′ ∈ R�I ′

, V ′′ ∈ R�I ′′
and X ∈ P .

Here on the left side, when V ′ acts on V ′′�I ′′ X ∈ C�I ′′ � P , it only acts on the
P-factor.

These structures have to satisfy the usual compatibilities: composition of maps in
(1), refinement of partitions in (2), and the compatibility of (1) and (2) for maps
ϕ′ � ϕ′′ : I ′ � I ′′ → J ′ � J ′′. We do not spell out the details.

For X ′ ∈ C�I � P and Y ∈ P , let Hom(X ′,Y ) and Hom(Y , X ′) denote the inner
homs taking values in C�I . For example, Hom(Y , X ′) is characterized by having
an isomorphism HomC�I (C,Hom(Y , X ′)) ∼= HomC�I�P (C � Y , X ′) functorial in
C ∈ C�I . Then the axioms imply that for X ,Y ∈ P , V ∈ R�I , there is a functorial
isomorphism

Hom(V �I X ,Y ) ∼= Hom(X , V∨�I Y ) ∈ C�I . (A.1)

For I equal to a singleton set, we denote V �I X simply by V �X . The factorizable
R-module structure on P in particular gives an E2-action V �→ V �(−) of R on P .

A.2.1 Example (1) Let r : R → C be a tensor functor, which extends to r I : R�I →
C�I . Then for any semisimple abelian category P , V �I X := r I (V ) � X gives P
the structure of a factorizable R-module category with coefficients in C. Such P
are a categorical analogue of an eigenspace under a commutative algebra action,
therefore we say that P is eigen with eigenvalue r : R → C.

(2) A factorizableR-module category with coefficients in C = Vect is the same as an
E2-module category for R.

(3) We may combine the above two examples. Let C′ be another semisimple rigid
tensor category and r : R → C � C′ be a tensor functor. Let P be an E2-module
category for C′. Then P also carries the structure of a factorizable R-module
category with coefficients in C as follows. For V ∈ R�I and X ∈ P , let V �I X be
the image of r I (V )� X under the functor id�a′

I : C�I �C′�I �P → C�I �P ,
where a′

I is the action map of C′�I on P . We say that P is inflated from the
E2-action of C′ on P .

(4) As a special case of the above example, consider the case R = Rep(H) and
C = Rep(M) for reductive groups H and M over L . Let ρ : M → H be a
homomorphism and Hρ be the centralizer of ρ(M), and let C′ = Rep(Hρ). Then
we have the restriction functor r : R = Rep(H) → Rep(M × Hρ) ∼= C � C′.
For any E2-module category P under Rep(Hρ), the construction in (3) gives a
factorizable Rep(H)-module category with coefficients in C = Rep(M), inflated
from the E2-action of Rep(Hρ) on P .



Euphotic representations and rigid automorphic data Page 65 of 73 76

A.3 Indecomposable module categories

We call a factorizable R-module category P with coefficients in C indecomposable
if P is not the direct sum of two nonzero factorizable R-module categories with
coefficients in C.
A.3.1 Lemma Let P be a semisimple abelian category over L with finite set Irr(P)

of simple objects up to isomorphism. Suppose P is equipped with the structure of a
factorizable R-module categories with coefficients in C.
(1) For X ,Y ∈ Irr(P), define X ∼ Y if for some V ∈ R, V �X contains C � Y as

a direct summand, for some nonzero object C ∈ C. Then ∼ is an equivalence
relation.

(2) For each equivalence class s ∈ Irr(P)/ ∼, let Ps be the full subcategory whose
objects are direct sums of objects in s. Then Ps is an indecomposable factorizable
R-module categorieswith coefficients inC, andP ∼= ⊕s∈Irr(P)/∼Ps as factorizable
R-module categories.

Proof (1) The transitivity of ∼ is clear from the definition of the R-action. Taking
V = 1R the unit inR, we see that X ∼ X . To show that ∼ is reflexive, suppose Y
shows up in V �X , thenwe have a nonzeromap f : V �X → C�Y for someC ∈ C.
Rewrite f as a map h : C∨ → Hom(V �X ,Y ) in C. Using the adjunction (A.1), h
corresponds to a nonzero map h′ : C∨ → Hom(X , V∨�Y ), which corresponds to
a nonzero f ′ : C∨ � X → V∨�Y , showing that Y ∼ X .

(2) is clear.
��

A.4. Classification

Now assumeR = Rep(H), C = Rep(M) for reductive groups H and M over L . The
next result shows that any indecomposable factorizable Rep(H)-module categorywith
coefficients in Rep(M) must take the form of Example A.2.1(4).

A.4.1 Theorem Let P be a semisimple abelian category over L with finitely many
simple objects. Suppose P is equipped with the structure of an indecomposable fac-
torizable Rep(H)-module category with coefficients in C = Rep(M). Then there is a
homomorphism ρ : M → H, unique up to H-conjugation, such that the factorizable
Rep(H)-module structure on P with coefficients in Rep(M) is inflated from an E2-
module structure ofP under Rep(Hρ), where Hρ is the centralizer of Im(ρ) in H (see
Example A.2.1(4)).

Combine this theorem with Lemma A.3.1, we can speak about the eigen-
decomposition of a decomposable P . We give a statement that does not mention
the fiber functors of R and C explicitly.

A.4.2 Corollary Let P be a semisimple abelian category over L with finitely many
simple objects. Let R and C be semisimple neutral Tannakian categories over L.
Suppose P is equipped with the structure of a factorizable R-module category with
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coefficients in C. Then there is a well-defined finite set of (isomorphism classes of)
tensor functors {σ : R → C}σ∈� and a unique decomposition

P =
⊕

σ∈�

Pσ

such that the factorizable R-module structure on Pσ with coefficients in C is inflated
from an E2-action of Rep(Aut⊗(σ )) on Pσ .

Proof Wechoose fiber functors ofR and C to identify themwith Rep(H) andRep(M).
In the decomposition of P into indecomposables (see Lemma A.3.1(2)), we apply
Theorem A.4.1 to each Ps to get a homomorphism ρs : M → H , such that Ps is
inflated from an E2-action of Rep(Hρs ) on Ps . Now let � be the set of H -conjugacy
classes of {ρs}s∈Irr(P)/∼. A homomorphism ρ : M → H up to H -conjugacy is the
same datum as a tensor functor σ : R → C, so we may identify � with a set of tensor
functors {σ : R → C}. For σ ∈ � with the corresponding ρ : M → H , Let Pσ be
the direct sum of Ps for those ρs conjugate to ρ under H . Note that Aut⊗(σ ) ∼= Hρ ,
so Pσ is inflated from an E2-action of Rep(Aut⊗(σ )). ��
A.4.3 Remark We state an equivariant version of Corollary A.4.2. Suppose bothR and
C are equipped with actions of a group �. The action of γ ∈ � on V ∈ R�I and
W ∈ C�I are denoted V γ and W γ . Suppose further that the action of R on P is
equipped with functorial isomorphisms

V γ �I X ∼= (V �I X)γ , ∀γ ∈ �

compatible with the group structure on � and the factorization structure. Here the
action of γ on the right side is only on the C�I -factor. Under these assumptions, each
functor σ : R → C constructed in Corollary A.4.2 is equipped with a �-equivariant
structure. Therefore Aut⊗(σ ) also carries an action of �. Moreover, the E2-action
of Rep(Aut⊗(σ )) on Pσ (denoted •) is equipped with a �-invariant structure, i.e.,
functorial isomorphisms

U •I X ∼= U γ •I X , ∀γ ∈ �,U ∈ Rep(Aut⊗(σ ))�I , X ∈ Pσ

compatible with the group structure on � and the factorization structure.

The rest of the appendix is devoted to the proof of Theorem A.4.1.

A.5. Proof of Theorem A.4.1

First some notations. Let IndP be the category of ind-objects in P: it is equivalent to
Irr(P)-graded vector spaces of possibly infinite dimension. We denote by ω : C�I =
Rep(MI ) → Vect the forgetful functor for various I . We also denote the forgetful
functor C�I � P → P by ω. Let Irr(H) and Irr(M) denote the set of (isomorphism
classes of) irreducible representations of H and M .
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For any V ∈ Irr(H) we have an embedding mV : V ⊗ V∨ ∼= End(V ) ⊂ OH as
matrix coefficients. Same for M .

The proof goes in several steps.

A.5.1. The affine schemeS

For each V ∈ Irr(H), the action V �X ∈ Rep(M) � P for various X ∈ Irr(P) only
involves finitely many irreducible representations W ∈ Irr(M). We denote this finite
set by �V ⊂ Irr(M). Note that �V always contains the trivial representation 1R of M ,
for V �(V∨�X) contains 1R � X as a direct summand.

We define a moduli problem as follows. For any L-algebra R, let S(R) be the set
of Hopf algebra homomorphisms ϕ : OH → OM ⊗ R such that, for any V ∈ Irr(H),
ϕ(mV (End(V ))) lies in the span of mW (End(W )) ⊗ R for W ∈ �V . Then S(R) is
a subset of homomorphisms of algebraic groups MR → HR . Note that S(R) 	= ∅

since it contains the trivial homomorphism MR → HR (because �V contains 1R).
We claim that S is representable by an affine scheme of finite type over L . Indeed,

choose a faithful V0 ∈ Irr(H), then ϕ ∈ S(R) is determined by the restriction
ϕ|mV0 (End(V0)) : End(V0) → ⊕W∈�V0

End(W ) ⊗ R, which is representable by an
affine space of finite dimension. This realizes S as a closed subscheme of an affine
space. Moreover, S carries an action of M × H by conjugation on OM and OH .

We give generators and relations for the ring of regular functions OS . This part is
inspired by [16, §6]. For any f ∈ OH and any g ∈ M(L), define a function
 f ,g ∈ OS
that assigns to each R-point ϕ : OH → OM ⊗ R the value 
 f ,g(ϕ) = evgϕ( f ) ∈ R,
where evg : OM ⊗ R → R is the evaluation at g.

The functions {
 f ,g} f ∈OH ,g∈M(L) generateOS as an L-algebra. Indeed it suffices
to run f through a basis of the matrix coefficients for a faithful V0 ∈ Irr(H), and take
a finite set of gi such that their images in

∏

W∈�V0
End(W ) span.

We now give the relations among {
 f ,g} f ∈OH ,g∈M(L). We claim that the relations
are generated by the following:

(1) For any g ∈ M(L), the assignment f �→ 
 f ,g is L-linear.
(2) Let V ∈ Irr(H). Then for any finite L-linear combination

∑

i ci gi of elements
in M(L) such that

∑

i ci gi |W = 0 for all W ∈ �V , then
∑

i ci
 f ,gi = 0 for all
f ∈ mV (End(V )).

(3) For any f , f ′ ∈ OH and g ∈ M(L), we have 
 f f ′,g = 
 f ,g
 f ′,g .
(4) For any f ∈ OH and g, g′ ∈ M(L), we have
 f ,gg′ = ∑

i 
 fi ,g
 f ′
i ,g

′ if�( f ) =
∑

i fi ⊗ f ′
i for the comultiplication � on OH .

It is easy to see that these relations indeed hold in OS . To show they are all the
relations, suppose we are given an assignment
 f ,g → ϕ f ,g ∈ R satisfying the above
relations, we show how to construct a Hopf algebra map ϕ : OH → OM ⊗ R such
that 
 f ,g evaluated at ϕ ∈ S(R) is ϕ f ,g . For any f ∈ OH , relation (2) ensures
that there exists a unique element ϕ( f ) ∈ ⊕W∈�V mW (End(W )) ⊗ R ⊂ OM ⊗ R
such that evgϕ( f ) = ϕ f ,g for any g ∈ M(L). Relation (1) says that the assignment
f �→ ϕ( f ) gives a linear map ϕ : OH → OM ⊗ R. Relation (3) shows that ϕ is
an algebra homomorphism. Relation (4) shows that ϕ is a coalgebra homomorphism.
This proves the claim.
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A.5.2. Construction of an action ofOS on each object inP

We view OS as an algebra ind-object in Rep(H) using the conjugation action of H .
For each X ∈ P we will construct a map αX : ω(OS�X) → X in IndP , compatible
with the algebra structure onOS , such that the following diagram is commutative for
any V ∈ Rep(H) and X ∈ P

V �ω(OS�X)
∼ ��

idV �αX

��

(ω � idC)(OS�(V �X))

αV �X

��
V �X V �X

Here the top row is induced by the commutativity constraint of the action ofR on P;
in (ω � idC)(OS�(V �X)) we emphasize that ω is applied to the first factor of C, so
the result is still an object in C � P . Moreover, all maps in IndP are compatible with
the OS -actions. See [7, §22].

In other words, if we define an internal Hom(X ,Y ) ∈ IndRep(H) for X ,Y ∈ P by
the adjunction HomP (ω(V �X),Y ) = HomH (V ,Hom(X ,Y )) for all V ∈ Rep(H),
then we need to construct an algebra homomorphism α′

X : OS → End(X) in
IndRep(H), that is compatible with morphisms in P .

The construction of αX is analogous to V. Lafforgue’s excursion operators [15]. For
any g ∈ M(L) we first define a map αg,X : ω(OH�X) → X as the composition

ω(OH�X) =
⊕

V∈Irr(H)

ω((V � V∨)�{1,2}X)

(g,1)−−→
⊕

V∈Irr(H)

ω((V � V∨)�{1,2}X) = ω(OH�X)
ev1−→ 1R�X = X . (A.2)

Here the second step uses that (V � V∨)�{1,2}X ∈ Rep(M2) �P , hence (g, 1) ∈ M2

acts on ω((V � V∨)�{1,2}X). The last map ev1 : OH → 1R is evaluation at 1 ∈ H .
Themapαg,X then gives amapα′

g,X : OH → End(X) in IndRep(H). It is supposed
to be the composition

OH

•,g−−→ OS

α′
X−→ End(X)

where 
•,g denotes the H -equivariant map OH → OS that sends f ∈ OH to 
 f ,g .
We need to check the ring relations (2)–(4) in Sect. A.5.1 hold for α′

g,X to ensure that
the maps {α′

g,X }g∈M(L) together give an algebra map OS → End(X).

(2) This follows from the definition of �V : in V � V∨�{1,2}X = V∨�{2}(V �{1}X) ∈
C�2 � P , the first factor only involves W ∈ �V ⊂ Irr(M), and

∑

ci gi acts on
these W by zero.
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(3) We need to show that the following diagram is commutative

ω(OH � OH�{1,2}X)

mult
��

idOH �αg,X �� ω(OH�X)
αg,X �� X

ω(OH�X)
αg,X �� X

Here the map “mult” is induced by the multiplication OH ⊗ OH → OH .Let
V , V ′,W ∈ Irr(H). Let mV ,V ′

W : End(V ) ⊗ End(V ′) → End(W ) be the com-
position of the multiplication of matrix coefficients in OH with the projection to
End(W ). Since mV ,V ′

W is equivariant under left and right H -action, it is induced

from a pair of maps μ
V ,V ′
W : V ⊗ V ′ → W and νV ,V ′ : V∨ ⊗ V ′∨ → W∨ in

Rep(H) such that mV ,V ′
W = μ

V ,V ′
W � ν

V ,V ′
W in Rep(H2). Then the required com-

mutativity restricted to mV (End(V ))�mV ′(End(V ′)) follows from the following
commutative diagram in Rep(H2)

ω(V � V∨ � V ′ � V ′∨�{1,2,1′,2′}X)
(g,1,g,1)�� ω(V � V∨ � V ′ � V ′∨�{1,2,1′,2′}X)

ω((V ⊗ V ′) � (V∨ ⊗ V ′∨)�{1,2}X)
(g,1) ��

��

ω((V ⊗ V ′) � (V∨ ⊗ V ′∨)�{1,2}X)

��
ω(W � W∨�{1,2}X)

(g,1) �� ω(W � W∨�{1,2}X)

(4) We need to show, for any g, g′ ∈ M(L), the following diagram is commutative in
IndRep(H)

OH

�

��

α′
gg′,X �� End(X)

OH ⊗ OH

α′
g,X⊗α′

g′,X �� End(X) ⊗ End(X)

��

Here the right vertical map is given by composition of internal Hom. Restricting
to the sub-coalgebra End(V ) ⊂ OH for any V ∈ Irr(H), we need to show the
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following diagram is commutative

ω(V � V∨�X)
(gg′,1) ��

idV ⊗coevV ⊗idV∨
��

ω(V � V∨�X)

evV
��

ω(V � (V∨ ⊗ V ) � V∨�X) X

ω(V � V∨ � V � V∨�X)
(g,1,g′,1)�� ω(V � V∨ � V � V∨�X)

evV �evV

��

Both compositions ω(V � V∨�X) → X are adjoint to the following map

ω(V �X)
g′
−→ ω(V �X)

g−→ ω(V �X).

This finishes the proof of relation (4).

A.5.3. Construction of�

The action of OS on X ∈ P gives the following map in P (here we are viewing OH
S

as a trivial H -submodule of OS )

OH
S ⊗ X → ω(OH

S �X) → ω(OS�X)
αX−→ X .

This gives an action of OH
S (as a plain L-algebra) on X ∈ IndP , commuting with all

morphisms in IndP (i.e., OH
S acts on idP ). For each X ∈ Irr(P), Since End(X) = L ,

this action factors through a homomorphism θX : OH
S → L . Since all morphisms in

P commute with the OH
S -action, all simple objects X with the same θX form a union

of equivalence classes in the sense of Lemma A.3.1. SinceP is indecomposable, there
is only one equivalence class on Irr(P), hence all simple objects X have the same θX ,
which we denote by θ .

Let I ⊂ OS be the ideal generated by ker(θ). Let ˜Z ⊂ S be the closed subscheme
defined byI, andZ := ˜Zred ⊂ S the reduced scheme. SinceM is reductive, conjugacy
classes of homomorphisms M → H form a discrete set, hence Sred is a disjoint union
of H -orbits. Since the only H -invariant functions onZ are the scalars, it is a single H -
orbit, i.e., the H -orbit of some homomorphism ρ : M → H . Therefore Z ∼= H/Hρ .

A.5.4. The action ofOS on X ∈ P factors throughOZ

By the previous step, the action of OS on any X ∈ P factors through the quotient
O

˜Z , i.e., a map αX : ω(O
˜Z�X) → X . We show that αX further factors through a

map βX : ω(OZ�X) → X .
Let J ⊂ O

˜Z be the nilpotent radical. Since S is of finite type over L , J n = 0 for
some n > 0. Let X ∈ Irr(P), we show that the restriction of αX to ω(J �X) is zero.
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If not, let � be the smallest positive integer such that αX |ω(J ��X) = 0. Since αX :
ω(J �−1�X) → X is nonzero, it is surjective since X is simple. Applying J -action
we still get a surjection ω(J �ω(J �−1�X)) � ω(J �X). We have a commutative
diagram

ω(J �ω(J �−1�X))

��

�� ω(J �X)

��
ω(J ��X) �� X

where the left arrow is given by the multiplicationJ �J �−1 → J �, and all other maps
are the action maps. Now the top arrow is surjective and the bottom one is zero by
assumption,which implies the right arrow is zero. This shows thatαX : ω(J �X) → X
is zero, i.e., the action of O

˜Z on X factors through OZ .
In the sequel we denote the action map of OZ on X by

βX : ω(OZ�X) → X .

A.5.5. Construction of an E2-action of Rep(H�) onP

We will denote this action by •. Since the image of the restriction functor Rep(H) →
Rep(Hρ) generate Rep(Hρ) under taking direct summands, it suffices to define V •
X := ω(V �X) for any V ∈ Rep(H), and check that any Hρ-equivariant map V →
V ′ induces a map ω(V �X) → ω(V ′�X) in a way functorial in V , V ′ and X and
compatible with compositions.

In the previous stepwe have shown thatOZ = L[H ]Hρ (right translation invariants)
acts on X . For any W ∈ Rep(H), we have a map mW ,Z : WHρ ⊗ W∨ → OZ
in Rep(H) given by the taking the matrix coefficient w ⊗ ξ �→ (h �→ 〈ξ, hw〉).
In particular, taking W = V∨ ⊗ V ′ for V , V ′ ∈ Rep(H), we get a map mW ,Z :
HomHρ (V , V ′) ⊗ (V ⊗ V ′∨) → OZ in Rep(H). Composed with the action map βX

we get

γ̃V ,V ′,X : HomHρ (V , V ′) ⊗ ω((V ⊗ V ′∨)�X)
mW ,Z�idX−−−−−−→ ω(OZ�X)

βX−→ X (A.3)

which is the same as a map

γV ,V ′,X : HomHρ (V , V ′) → HomP (ω((V ⊗ V ′∨)�X), X)

= HomP (ω(V �X), ω(V ′�X)).

One checks these maps are compatible with compositions V → V ′ → V ′′ using the
fact that βX is compatible with the ring structure onOZ . This finishes the construction
of V • X .
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A.5.6. The action of Rep(H) onP is inflated from the Rep(H�)-action

To show this, we need to check that for any g ∈ M(L), V ∈ Rep(H) and X ∈ P ,
the following two endomorphisms of ω(V �X) are the same: the first one, which we
denote by ag , is obtained by the action of g on the forgetful functor ω; the second one,
which we denote by bg , comes by evaluating γV ,V ,X at ρ(g) ∈ HomHρ (V , V ).

Consider the map cV ,g : V ⊗ V∨ → OZ given by ξ ⊗ v �→ cV ,g(h) =
〈ξ, hρ(g)h−1v〉 = 〈h−1ξ, ρ(g)h−1v〉. We are using that ρ(g) commutes with Hρ

to conclude that cV ,g is right invariant under Hρ hence giving a function on Z . The
map cV ,g is H -equivariant for the diagonal action of H on V ⊗ V∨. Consider the
following map

δV ,g,X : ω((V ⊗ V∨)�X)
cV ,g�idX−−−−−→ ω(OZ�X)

βX−→ X .

By adjunction it gives an endomorphism dg ofω(V �X). On the one hand, the definition
of the OS -action, see (A.2), implies that dg = ag; on the other hand, comparing
δV ,g,X to the map γ̃V ,V ,X in (A.3), we see that δV ,g,X is the restriction of γ̃V ,V ,X to
ρ(g) ⊗ ω((V ⊗ V∨)�X), hence dg = bg . This shows ag = bg and finishes the proof
of Theorem A.4.1. ��

References

1. Arinkin, D.: Rigid irregular connections on P1. Compos. Math. 146(5), 1323–1338 (2010)
2. Brion,M.: Quelques propriétés des espaces homogènes sphériques.ManuscriptaMath. 55(2), 191–198

(1986)
3. DeMari, F., Procesi, C., Shayman,M.A.: Hessenberg varieties. Trans. Am.Math. Soc. 332(2), 529–534

(1992)
4. Dettweiler, M., Reiter, S.: An algorithm of Katz and its application to the inverse Galois problem. J.

Symb. Comput. 30(6), 761–798 (2000). Algorithmic methods in Galois theory
5. Dettweiler,M., Reiter, S.: Rigid local systems andmotives of typeG2. Compos.Math. 146(4), 929–963

(2010).With an appendix by Michael Dettweiler and Nicholas M. Katz
6. Frenkel, E., Witten, E.: Geometric endoscopy and mirror symmetry. Commun. Number Theory Phys.

2(1), 113–283 (2008)
7. Gaitsgory, D.: The notion of category over an algebraic stack. arXiv:math/0507192 (2005)
8. Goresky, M., Kottwitz, R., MacPherson, R.: Purity of equivalued affine Springer fibers. Represent.

Theory 10, 130–146 (2006)
9. Gross, B.H., Reeder,M.: Arithmetic invariants of discrete Langlands parameters. DukeMath. J. 154(3),

431–508 (2010)
10. Heinloth, J., Ngô, B.-C., Yun, Z.: Kloosterman sheaves for reductive groups. Ann. Math. (2) 177(1),

241–310 (2013)
11. Jakob, K.: Classification of rigid irregularG2-connections. Proc. Lond.Math. Soc. (3) 120(6), 831–852

(2020)
12. Kamgarpour, M., Yi, L.: Geometric Langlands for hypergeometric sheaves. Trans. Am. Math. Soc.

374(12), 8435–8481 (2021)
13. Katz, N.M.: Gauss Sums, Kloosterman Sums, and Monodromy Groups. Annals of Mathematics Stud-

ies, vol. 116. Princeton University Press, Princeton, NJ (1988)
14. Katz, N.M.: Rigid Local Systems. Annals of Mathematics Studies, vol. 139. Princeton University

Press, Princeton, NJ (1996)
15. Lafforgue, V.: Chtoucas pour les groupes réductifs et paramétrisation de Langlands globale. J. Am.

Math. Soc. 31(3), 719–891 (2018)

http://arxiv.org/abs/math/0507192


Euphotic representations and rigid automorphic data Page 73 of 73 76

16. Lafforgue, V., Zhu, X.: Décomposition au-dessus des paramètres de Langlands elliptiques.
arXiv:1811.07976 (2018)

17. Lusztig, G.: Cells in affine Weyl groups. IV. J. Fac. Sci. Univ. Tokyo Sect. IA Math. 36(2), 297–328
(1989)

18. Magyar, P., Weyman, J., Zelevinsky, A.: Multiple flag varieties of finite type. Adv. Math. 141(1),
97–118 (1999)

19. Magyar, P., Weyman, J., Zelevinsky, A.: Symplectic multiple flag varieties of finite type. J. Algebra
230(1), 245–265 (2000)

20. Reeder, M., Levy, P., Jiu-Kang, Yu., Gross, B.H.: Gradings of positive rank on simple Lie algebras.
Transform. Groups 17(4), 1123–1190 (2012)

21. Reeder, M., Jiu-Kang, Yu.: Epipelagic representations and invariant theory. J. Am. Math. Soc. 27(2),
437–477 (2014)

22. Sabbah, C.: An explicit stationary phase formula for the local formal Fourier–Laplace transform. In:
Singularities I. Contemporary Mathematics, vol. 474, pp. 309–330. American Mathematical Society,
Providence, RI (2008)

23. Simpson, C.T.: Products of matrices. In: Differential Geometry, Global Analysis, and Topology (Hali-
fax, NS, 1990). CMS Conference Proceedings, vol. 12, pp. 157–185. American Mathematical Society,
Providence, RI (1991)

24. Stembridge, J.R.: Multiplicity-free products and restrictions of Weyl characters. Represent. Theory 7,
404–439 (2003)

25. Tymoczko, J.S.: Linear conditions imposed on flag varieties. Am. J. Math. 128(6), 1587–1604 (2006)
26. Yun, Z.: Rigidity in automorphic representations and local systems. In: Current Developments in

Mathematics 2013, pp. 73–168. International Press, Somerville, MA (2014)
27. Yun, Z.: Epipelagic representations and rigid local systems. Selecta Math. (N.S.) 22(3), 1195–1243

(2016)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

http://arxiv.org/abs/1811.07976

	Euphotic representations and rigid automorphic data
	Abstract
	1 Introduction
	2 Euphotic representations
	3 Euphotic automorphic data
	4 Hecke eigencategory and local systems
	5 An example in type G2
	6 The hyperspecial cases
	7 Detailed analysis of stabilizers
	8 Potential examples
	Acknowledgements
	Appendix A: Factorizable module categories
	References




