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Abstract
In this note, we note the errata in Gunningham (2018) and give revised proofs of
the main results (which remain true as stated). The author would like to thank Victor
Ginzburg for bringing these issues to his attention.
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https://doi.org/10.1007/s00029-018-0443-x

1 Summary of errata and revisions

The source of the problem is the incorrect [4] Proposition B.5.1 This error invalidates
Proposition B.7, which is also false as stated.2 This, in turn, invalidates the proof
of Lemma 3.5, which gives a bound on the singular support of parabolic restriction.
Lemma 3.5 was used to give a characterization of the kernel of the parabolic restriction
functor in terms of singular support (Theorem 3.14). This in turn was used to prove
the t-exactness of parabolic restriction (Proposition 3.20), and thus the remainder of
the generalized Springer decomposition was proved in Sect. 4.

In this note we will provide an alternative proof of the t-exactness of parabolic
restriction (and induction) which doesn’t make reference to singular support (see

1 Themistake in the proof lies in the implicit assumption that the cyclic submoduleDV�u� ⊆ M� remains
a submodule after specializing to � = 0, and thus its support is contained in the support ofM0. This is only
the case if the submodule is �-saturated.
2 For example, the bound on singular support fails for j∗OA1−{0}, where j : A

1 − {0} ↪→ A
1 is the open

inclusion.

The original article can be found online at https://doi.org/10.1007/s00029-018-0443-x.
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Sect. 3).3 With the t-exactness of parabolic induction and restriction in hand, we can
go about proving the generalized Springer decomposition as in Section 4 of [4]. The
only trouble is that the definition of the subcategories D(g)

�(L) (and their relatives)
in [4] was in terms of singular support conditions and it was shown (erroneously)
that they were characterized in terms of parabolic restriction (see Theorem 3.14 and
the subsequent paragraph in loc. cit.). While we will eventually see that both these
characterizations are indeed equivalent, it will be more convenient for us to take
parabolic restriction characterization as a definition, prove the generalized Springer
decomposition using that definition, then finally prove the characterization in terms
of singular support.

Thus the revised logic of the paper [4] now reads as follows.4 We may expunge
Subsections 3.2, 3.4, 3.5, and 3.6. After Subsection 3.7 we may insert the proof of
t-exactness given in Sect. 3 below. At the beginning of Sect. 4, insert the following.

Definition 1.1 For a given parabolic subgroup P of G and Levi factor L ⊆ P , we
defineM(g)≮(L) to be the full subcategory ofM(g) consisting of objectsM for which

ResGP,L(M) is cuspidal. We defineM(g)
�(L) to be the further subcategory consisting

of objects such that ResGP,L(M) is zero (recall that the zero object is considered

cuspidal here).5

With these definitions, the rest of Sect. 4 of [4] goes through unchanged, except for
the “Proof of Theorem C” near the end of the section. In particular, we recover proofs
of Theorem A and Theorem B. Finally, we insert the content of Sect. 4 below, thus
finishing the proof of Theorem C.

In the remainder of this note wewill give the promised proof of t-exactness (Sect. 3)
and prove the characterization of the blocks M(g)(L) in terms of singular support
(Sect. 4).

2 Review of notation from [4]

• Throughout this note, G denotes a connected complex reductive algebraic group
and g its Lie algebra. The quotient stack g/G is denoted by g. Analogous notation
is used for parabolic subgroups P and Levi factors L .

• Given a Levi subgroup L of G we write WG,L = NG(L)/L for the relative Weyl
group.

• For a given stack X , we write D(X) for the (unbounded) derived category of D-
modules on X and M(X) for the corresponding abelian category sitting as the
heart of the natural t-structure. We write D(X)≥0 (respectively D(X)≤0) for the

3 In fact, the t-exactness of parabolic induction and restriction has since been proved by Bezrukavnikov
and Yom-Din [1]. The proof in this note follows the same general strategy.
4 The Arxiv posting of this paper (1510.02452v4) has been revised along these lines.
5 We note that [7, Theorem 9.2] implies that if there exists a non-zero cuspidal object in M(l), then all
parabolic subgroups P containing L as a Levi factor are conjugate (see [6, Lemma 3.1]). It follows that
these subcategories indeed depend only on the conjugacy class of L , independently of P .
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subcategory consisting of complexes concentrated in non-negative (respectively,
non-positive) degrees (we use cohomological conventions).

• Given an element x ∈ gwewrite HG(x) for the centralizerCG(xs) of the semisim-
ple part xs of x with respect to the Jordan decomposition. Thus HG(x) is a Levi
subgroup of G.

• Recall that g is partitioned in to locally closed subsets g(L) defined by the property
that x ∈ g(L) if and only if HG(x) is conjugate to L . More generally, we have
subsets of the form g≤(L), g�(L), etc. defined as the appropriate unions of g(M) for
Levi subgroups M of G.

• We write g♥ for g(G). This is isomorphic to z(g) × NG where NG denotes the
nilpotent cone.

• Given a Levi subgroup L of G, we write lreg for the open locus consisting of
elements x ∈ l with HG(x) ⊆ L .

• Wefix a non-degenerateG-invariant symmetric bilinear form on g. Given an object
M ∈ M(g) its singular support SS(M) is considered as a G-stable closed subset
of the commuting variety comm(g) ⊆ g× g which is contained in the commuting
variety comm(g). It is conic with respect to the scaling action on the second factor.
Given x ∈ g we write SS(M)x for {y ∈ g | (x, y) ∈ SS(M)}. Note that this is
non-empty if and only if x ∈ Supp(G).

• For a pair (x, y) ∈ comm(g) we define HG(x, y) as HG(x)∩ HG(y) (this is again
a Levi subgroup of G). Similarly, comm(g)(L) consists of elements (x, y) with
HG(x, y) conjugate to L .

• Given a parabolic subgroup P of G with a corresponding Levi subgroup L , we
denote as follows the functors of parabolic induction for derived categories:

IndGP,L : D(l) D(g) : ResGP,L

After the proving Theorems A and B in [4], we know that these functors restrict
to exact functors on the corresponding abelian categories which are independent
of the choice of parabolic P . These are denoted:

indGL : M(l) M(g) : resGL

3 Exactness of parabolic restriction

The goal of this section is to prove the following result.

Theorem 3.1 ([1, Theorem 5.6]) The functors ResGP,L and IndGP,L are t-exact.

Bezrukavnikov and Yom-Din first prove the exactness of the corresponding induc-
tion and restriction functors in the group case, i.e. for G-equivariant D-modules or
sheaves on G [1, Theorem 5.4]. Using a combination of adjunction relations and
Verdier duality, their proof reduces to showing that parabolic induction is left t-exact
(this reduction is somewhat more subtle for the case of not-necessarily holonomic
D-modules). The left t-exactness of parabolic restriction is proved using dimension
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estimates on the intersection of certain G-invariant subsets of G with cosets of the
unipotent radical of the parabolic. The authors then observe that the same argument
works in the Lie algebra case (Theorem 5.6).

The proof of Theorem 3.1 in this note follows the same argument as [1] to reduce
to the left exactness of parabolic restriction, Proposition 3.2. However, the proof of
Proposition 3.2 in this note is slightly different (at least at first glance), using an
inductive argument with respect to a stratification of g to reduce to orbital D-modules.

Here is a brief outline of the reduction argument from [1]. AsResGP,L is left t-exact,

IndGP,L is right t-exact. But IndGP,L commutes with Verdier duality (it is the composite

of a smooth pullback and proper pushforward). It follows that IndGP,L is also left t-
exact. This is clear in the context of holonomic D-modules (where Verdier duality is a
t-exact anti-auto-equivalence) but needs further justification in general—see [1, Proof
of Theorem 5.4]. By [4, Theorem 3.24] (Second Adjunction), we have that ResGP−,L

is right t-exact. But this argument holds for any parabolic P , and thus ResGP,L is right
t-exact as required.

Thus we are reduced to proving the following result, and the remainder of the
section is devoted to this proof.

Proposition 3.2 If G ∈ D(g)≥0, then for any parabolic P with Levi factor L,

ResGP,L(M) ∈ D(l)≥0.

Let L = ResGP,L(G) ∈ D(l) as in Proposition 3.2. According to Lemma A.1, to
show that L is concentrated in non-negative degrees it is enough to show that the
!-restriction to l(K ) is concentrated in non-negative degrees for each Levi subgroup K
of L (with k = Lie(K )). Fix such a subgroup K and let

L′ := (l(K ) → l)!L

denote the restriction. By [4, Proposition 2.13], we have an étale covering of stacks

dK
L : kL−reg

♥ → l(K )

where k
L−reg
♥ ∼= z(k)L−reg × N K . It follows that L

′ is concentrated in non-negative
degrees if and only if

L′′ := (k
L−reg
♥ → l(K ))

!L′

is concentrated in non-negative degrees. Note that

k
L−reg
♥ = z(k)L−reg × N K

is partitioned in to locally closed subsets of the form

kM♥ := z(m)reg × NK
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where m = Lie(M) and M ranges over the (finite) set of Levi subgroups of M
containing L such that L ∩ M = K . Thus, applying Lemma A.1 again, we see that
L′′ is concentrated in non-negative degrees if and only if for each such M

L′′′ = (kM♥ → k
L−reg
♥ )!L′′

is concentrated in non-negative degrees.
In summary we have shown the following:

Lemma 3.3 Let L ∈ D(l) be a bounded below complex. Then L is concentrated in
non-negative degrees if and only if (kM♥ → l)!(L) is concentrated in non-negative
degrees for each Levi subgroup M of G and K of L such that K = M ∩ L.

Now fix K , M Levi subgroups of G with L ∩ M = K as above. Let Q = M ∩ P;
this is a parabolic subgroup of M with Levi factor K . We write qM♥ for the substack
z(m)reg × N Q of q. Consider the diagram of stacks:

g p l

m
reg
♥ qM♥ kM♥

(1)

Lemma 3.4 The right hand square in Diagram 1 is cartesian.

Proof Concretely, the lemma states that the following P-equivariant morphism of
varieties is an isomorphism.6

P ×Q qM♥
ρ

p ×l

(
L ×K kM♥

)

(g, x) (Ad(g)(x), g, x)

Here, the overline notation denotes the projection from a parabolic subgroup or subal-
gebra to its Levi quotient. We will show that ρ is bijective; we phrase the argument in
terms of C-points, but the same argument shows that ρ is bijective on R-points for any
commutative C-algebra R (alternatively, one could note that the source is connected
and the target is normal, so bijection on C-points implies isomorphism).

Let us first note that the morphism ρ is surjective. In other words, given an element
x ∈ p such that its image y := x ∈ l lies in some L-conjugate of kM♥ , then we

must show that x lies in some P-conjugate of qM♥ . But we can always conjugate
x by an element of P so that xs lies in the Levi subalgebra l and thus xs = ys .
Conjugating further by an element of L , we may assume that ys ∈ z(m)reg. Thus
xn ∈ Cp(xs) = p ∩ m = q, so x = xs + xn ∈ qM♥ as required. Similarly, to check

that ρ is injective boils down to the fact that if we have (g, x) ∈ P × qM♥ such that

6 In this note, the associated bundle construction is always denoted by a superscript over the × symbol,
and fiber products are written with a subscript.
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gx = x , then g ∈ CP (x) = P ∩ CG(x) ⊆ P ∩ M = Q. Thus ρ is bijective at the
set-theoretic level. As the target is normal and the source connected, it follows that ρ
is an isomorphism as required. �


We are now ready to finish the proof of Proposition 3.2. Let G ∈ D(g)≥0 and

L := ResGP,L(G). We must show that L is concentrated in non-negative degrees. By

Lemma 3.3 it is enough to show that (kM♥ → l)!L is concentrated in non-negative
degrees for each pair M, K of Levis with M ∩ L = K . Then by Lemma 3.4 and
base-change, we are reduced to showing that

(
ResMQ,K

)reg
♥ (m

reg
♥ → g)!G (2)

is concentrated in non-negative degrees, where
(
ResMQ,K

)reg
♥ denotes the functor given

by pull-push with respect to the bottom row of Diagram 1. Note that mreg
♥ → g is a

composition of an étale covering and a locally closed embedding, thus the correspond-

ing !-pullback is left t-exact. Thus we are reduced to showing that
(
ResMQ,K

)reg
♥ is left

t-exact.
The bottom row of Diagram 1 can also be written as

z(m)reg × N M z(m)reg × N Q z(m)reg × N K

Thus
(
ResMQ,K

)reg
♥ is an external product of the identity functor onD(z(m)reg) and the

usual parabolic restriction functor betweenD(N M ) andD(N K ). Thus we are reduced
to showing that parabolic restriction is left t-exact for nilpotent orbital D-modules.

At this point, we may appeal to one of the various proofs of (left) t-exactness for
parabolic restriction of orbital (or character) sheaves in the literature, e.g. [3, Theorem
4.1], [8, Theorem 7.3]. Alternatively, we may run the above argument again but now
for the Fourier transform FgG, where G is now assumed to be a nilpotent orbital D-
module. In this way, we reduce to the situation where bothG and its Fourier transform
are supported on the nilpotent cone. Such a D-module is readily seen to be cuspidal
(see e.g. [8, Theorem 4.7]) from which the result follows.

4 Singular support and parabolic restriction

The goal of this section is to prove the following result.

Theorem 4.1 Let G ∈ M(g)(L) be a non-zero object. Then we have

(1)

SS(G) ⊆ comm(g)≥(L)
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(2)

SS(G) ∩ comm(g)≤(L) �= ∅

The first part of the theorem is relatively straightforward. It is a consequence of
the standard bounds on singular support with respect to a smooth pullback and proper
pushforward (see e.g. [5, Theorem 4.7, Theorem 4.27]). Indeed, parabolic induction
is a composite of such functors, and by [4, Lemma 3.8] we have SS(L) ⊆ comm(l)♥
from which the required bound on SS(G) follows (using that G is a direct summand
of indGL (L)). Alternatively, it follows from the “if” direction of the proof of Lemma
3.19 in [4] (which does not make use of the erroneous results). Indeed, by assumption
we have resGM (G) ∼= 0 for all Levis M with (M) � (L). Then loc. cit. states that

SS(M) ⊆
⋂

(M)�(L)

comm(g)
�(M) = comm(g)≥(L)

The second part of Theorem 4.1 is more tricky, as singular support is hard to control
under parabolic restriction. The remainder of the subsection is devoted to its proof.
Let us first note that singular support is preserved by parabolic restriction once we
restrict to the regular locus:

Lemma 4.2 Let be as above, and take x ∈ lreg. Then

SS(resGL (G))x = SS(G)x .

Proof Recall that resGL (G)|lreg is identified with (dreg)!G where dreg : lreg → g is an
étale morphism. The lemma follows from the fact that singular support is preserved
by étale (or more generally, smooth) morphisms. Alternatively, in non-stacky terms
the result follows from the fact that the inclusion lreg ↪→ g is non-characteristic with
respect to G-equivariant D-modules on g. �


The following key lemma relates the singular support of a nilpotent orbital D-
module and its Fourier transform.

Lemma 4.3 SupposeG ∈ M(g) is supported on the nilpotent cone and L := resGL (G)

is non-zero. Then

SS(G)0 ∩ g≤(L) �= ∅

Proof Note that L is supported in the nilpotent cone NL (and in particular, is Gm-
monodromic and regular holonomic). Consider the decomposition l = z(l)⊕[l, l]. As
L is supported on NL ⊆ [l, l], its Fourier transform takes the form

Fl(L) ∼= Oz(l) � F[l,l](L)

where in the second factor we consider L as a D-module on [l, l]. In particular, any
y ∈ z(l)reg is contained in Supp(Oz(l)) and thus in Supp(FlL) (note that F[l,l]L is
Gm-monodromic, so 0 is contained in its support).
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Now recall that Fourier transform commutes with parabolic restriction (see e.g. [4,
Lemma 3.7]). Thus we can apply Lemma 4.2 to Fg(G) and Fl(L) to deduce that

SS(FgG)y = SS(resGL FgG) = SS(FlL)y

By assumption, the right hand side is a non-empty conical closed subset of g, and thus
contains the element 0. Finally, by Proposition A.2, we have that (0, y) ∈ SS(G) ∩
g≤(L) as required. �


Proof of Theorem 4.1 It remains to prove part 2 of the theorem. By assumption we
have G = indGL (L)WG,L for some cuspidal L ∈ M(l)cusp. Recall that L is supported
in l♥ = z(l)×NL . We must find (x, y) ∈ SS(G)with HG(x, y) ⊆ L (or equivalently,
HG(x, y) = L).

If Supp(L) intersects lreg non-trivially, we are done by Lemma 4.2. On the other
hand if Supp(L) ⊆ NL we are done by Lemma 4.3. In general, we consider the
locally closed partition of z(l) × NL given by z(m)reg × NL as m ranges over the
(finitely many) Levi subalgebras of g containing l. By Lemma A.1 we can find such a
Levi subalgebra m such that L′ := R0�z(m)×NLL is a non-zero submodule of L and
there exists x ∈ Supp(L′) ∩ z(m)reg × NL . Let M denote the Levi subgroup of G
corresponding to m and consider the object

M := resGM (G) ∼= indM
L (L)WM,L ∈ M(m)

As z(m) × NL is WM,L -stable, L′ is still WM,L -equivariant (though not in general
WG,L -equivariant) and we obtain a non-zero submodule

M′ = indM
L (L)WM,L ↪→ M

with x ∈ Supp(M′) ∩ mreg. We have now reduced to finding y ∈ SS(M′)x with
HM (y) ⊆ L (in that case, by Lemma 4.2, y ∈ SS(G)x and HG(x, y) = HG(x) ∩
HG(y) = GM (y) ⊆ L as required).

Let us split off the copy of z(m) from l using our fixed invariant form; that is, we
consider an orthogonal decomposition:

l = z(m) ⊕ l′

Wehave a corresponding decompositionm = z(m)⊕m′. Note that l′ can be considered
as a Levi subalgebra of the Lie algebra m′ = [m,m]. Recall that L′ can be written as
external tensor products with respect to this decomposition

L′ ∼= L′
s � L′

n

where L′
n is supported on the nilpotent cone of l

′ (see e.g. [4, Proposition 4.21]). As in
the proof of [4, Lemma 4.19], we have that parabolic induction and restriction between
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L and M acts as the identity on the z(m) factor. Thus M is also an external tensor
product (with the first factor unchanged)

M′ ∼= L′
s � M′

n

Applying Lemma 4.3 (with G replaced by M and G replaced by M′
n) we deduce

that there exists y ∈ SS(M′
n)0 with HM (y) ⊆ L . We claim that (x, y) ∈ SS(M′).

Indeed, note that SS(M′) can be identified with SS(L′
s) × SS(M′

n), and under this
identification, the element (x, y) corresponds to (x, 0) in the first factor and (0, y) in
the second. Thus we have found the required element y ∈ SS(M′)x completing the
proof of Theorem 4.1. �


Appendix A. Generalities onD-modules

The following elementary lemma is probably well-known, but we include a proof for
completeness.

Lemma A.1 Let X be a variety with a finite partition in to locally closed subsets
indexed by a poset (S,≤)

X =
⋃
s∈S

Xs

with the property that the closure of a stratum is the union of smaller strata:7

Xs = X≥s =
⋃
t≥s

Xt

We write ks : Xs ↪→ X for the corresponding locally closed embedding.

(1) If M ∈ M(X) is a non-zero object, then there exists s ∈ S such that H0k!
s(M) is

non-zero.
(2) If N ∈ D(X) is a bounded below complex, then N ∈ D(Xs)

≥0 if and only if
k!
s(N) ∈ D(Xs)

≥0 for all s.

Proof By way of notation, given the inclusion of a locally closed subvariety f : V ↪→
Y we write R�V for the (derived) functor f∗ f ! and R0�V for H0 f∗ f !.

(1) Let s ∈ S be maximal such that R0�X≥sM is non-zero. Then we have a left exact
sequence

0 → R0�X>sM → R0�X≥sM → R0�XsM

7 Note that the poset S is equipped with the topology for which closed sets are upper sets, contrary to the
standard convention. This is to match with the example of the Lusztig stratification of g indexed by the
poset of conjugacy classes of Levis.
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The maximality of s means that the left hand term vanishes, so the middle term
must inject in to the right. Thus R0�XsM is non-zero or equivalently H0k!

sM is
non-zero as required.

(2) One direction is clear: if N ∈ D(X)≥0 then k!
sM ∈ D(Xs)

≥0 for all s ∈ S, as the
functors k!

s are left t-exact. For the converse, suppose N has a non-zero negative
cohomology module. We must show that k!

s(N) has a non-zero negative cohomol-
ogy module for some s. Let M = Hi (N) be the smallest non-zero cohomology
object (by assumption i is negative). By the first part of this lemma, we can find
s ∈ S such that H0k!

sM �= 0. Now by inspection of the long exact sequence
associated to the triangle

k!
sM[−i] k!

sN k!
sτ

>iN
[1]

we see that Hik!
sN �= 0 as required. �


We will also need the following result.

Proposition A.2 ([2, Corollaire 7.25])Let V be a vector space, and supposeF ∈ M(V )

is regular holonomic andGm-monodromic (that is, theEuler vector field induced by the
Gm-action on V acts locally finitely on F). Then SS(F) and SS(FV (F)) are identified
under the natural identification of T ∗V and T ∗V ∗.

Remark A.3 The proposition fails if F is not assumed regular holonomic or mon-
odromic. For example if F is the D-module of delta functions δa supported at
some non-zero a ∈ V (which is not Gm-monodromic), then its Fourier trans-
form FV δa = Ea is an exponential D-module (which is not regular). We have
SS(δa) = {a} × V ∗ ⊆ V × V ∗, but SS(Ea) = V ∗ × {0}.
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