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Abstract
Holomorphic vector valued differential operators acting on Siegel modular forms
and preserving automorphy under the restriction to diagonal blocks are important in
many respects, including application to critical values of L functions. Such differential
operators are associated with vectors of new special polynomials of several variables
definedby certain harmonic conditions. They include the classicalGegenbauer polyno-
mial as a prototype, and are interesting as themselves independently of Siegel modular
forms. We will give formulas for all such polynomials in two different ways. One is to
describe them using polynomials characterized by monomials in off-diagonal block
variables. We will give an explicit and practical algorithm to give the vectors of poly-
nomials through these. The other one is rather theoretical but seems much deeper. We
construct an explicit generating series of polynomials mutually related under certain
mixed Laplacians. Here substituting the variables of the polynomials to partial deriva-
tives, we obtain the generic differential operator from which any other differential
operators of this sort are obtained by certain projections. This process exhausts all the
differential operators in question. This is also generic in the sense that for any number
of variables and block partitions, it is given by a recursive unified expression. As an
application, we prove that the Taylor coefficients of Siegel modular forms with respect
to off-diagonal block variables, or of corresponding expansion of Jacobi forms, are
essentially vector valued Siegel modular forms of lower degrees, which are obtained
as images of the differential operators given above. We also show that the original
forms are recovered by the images of our operators. This is an ultimate generalization
of Eichler–Zagier’s results on Jacobi forms of degree one. Several more explicit results
and practical construction are also given.

Keywords Siegel modular forms · Differential operators · Jacobi forms · Special
polynomials

This work was supported by JSPS KAKENHI Grant Nos. 25247001 and 19K03424. The author would
like to thank Max Planck Institute for Mathematics in Bonn for their kind hospitality during the
preparation of this paper. He also thanks D. Zagier for inspiring discussion.

Extended author information available on the last page of the article

http://crossmark.crossref.org/dialog/?doi=10.1007/s00029-020-00593-3&domain=pdf


66 Page 2 of 50 T. Ibukiyama

Mathematics Subject Classification Primary 11F46; Secondary 11F50 · 33C47

1 Introduction

First we explain a general problem setting. Assume that Di are bounded symmetric
domains for i = 1, 2 such that D2 ⊂ D1. For i = 1, 2, we denote by Aut(Di ) the
group of biholomorphic automorphisms of Di and fix subgroups Gi ⊂ Aut(Di ). We
assume that there is an embedding ι : G2 → G1 acting equivariantly on Di for the
embedding D2 ⊂ D1. Let Vi (i = 1, 2) be finite dimensional vector spaces over C.
We consider two automorphy factors JDi (gi , Z) : Gi × Di → GL(Vi ) for i = 1, 2.
We denote by Hol(Di , Vi ) the space of Vi -valued holomorphic functions on Di . For
gi ∈ Gi , and Fi ∈ Hol(Di , Vi ), we write (F |JDi [gi ])(Zi ) = JD(gi , Zi )

−1F(gi Zi )

(Zi ∈ Di , gi ∈ Gi ). Our problem is to describe explicitly all linear holomorphic V2-
valued differential operators D with constant coefficients on Hol(D1, V1) such that
the following diagram is commutative for any g2 ∈ G2.

Hol(D1, V1)
D−−−−→ Hol(D1, V2)

ResD2−−−−→ Hol(D2, V2)
⏐
⏐
�|JD1 [ι(g2)]

⏐
⏐
�|JD2 [g2]

Hol(D1, V1)
D−−−−→ Hol(D1, V2)

ResD2−−−−→ Hol(D2, V2)

(1)

Here ResD2 is the restriction of the domain from D1 to D2. Roughly speaking, this
condition means that if F ∈ Hol(D1, V1) is an automorphic form of weight JD1 , then
ResD2(D(F)) is also an automorphic form of weight JD2 . So we sometimes call Con-
dition (1) the automorphic property, though this is a condition on real Lie groups and
has nothing to do with discrete groups. This is a realization of intertwining operators
of holomorphic discrete series corresponding to JDi . Those differential operators are
given by polynomials in partial derivatives, so this is also a problem on some kind of
special polynomials. This gives a new area of special functions and there are a lot of
open problems in this general setting.

In this paper, we consider the case when D1 is the Siegel upper half space Hn of
degree n. We denote by Sp(n,R) ⊂ SL(2n,R) the real symplectic group of real rank
n. For positive integers n and r ≥ 2, we fix an ordered partition nnn = (n1, . . . , nr )
of n with n = n1 + · · · + nr where n p (1 ≤ p ≤ r ) are positive integers. Then
the domain Hnnn = Hn1 × · · · × Hnr is embedded diagonally to Hn and we regard
D2 = Hnnn in the diagram (1). Also the group Sp(nnn,R) = ∏r

p=1 Sp(n p,R) is naturally
embedded into Sp(n,R), acting equivariantly with respect to the embedding Hnnn →
Hn . Roughly speaking, our aim is to obtain all the linear holomorphic vector valued
partial differential operators D with constant coefficients such that for scalar valued
Siegel modular forms F of weight k, the restriction ResHnnn (DF) of DF to Hnnn is a
Siegel modular form of Hnnn of a certain weight detk ⊗ ρ. Here we denote by (ρ, V )

a polynomial representation of GL(nnn,C) = ∏r
p=1 GL(n p,C). So we have V1 = C

and V2 = V in the condition (1). When ρ is irreducible, we have a decomposition
ρ = ρ1 ⊗ · · · ⊗ ρr where each ρp is an irreducible representation of GL(n p,C), and
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ResHnnn (DF) is of weight detkρp as a function of Hnp for each p. Since we assumed
that our differential operators D are linear and have constant coefficients, there are
certain V -valued polynomials P(T ) over C in components of an n × n symmetric
matrix T of variables such that

D = P

(
p

∂Z

)

, where we put
∂

∂Z
=

(
1 + δi j

2

∂

∂zi j

)

, Z = (zi j ) ∈ Hn .

So our aim is to give a description of such V -valued polynomials P which give D as
above. Even if we forget Siegel modular forms, these polynomials of several variables
are interesting as themselves and can be regarded as a highly non-trivial generalization
of the classicalGegenbauer polynomials.We see by [14] that components of the vectors
P are in a set of polynomials with several harmonicity conditions depending on nnn.
We call such polynomials higher spherical polynomials for partition. The space of
these polynomials has two different canonical bases and we approach the problem to
describe P in two different ways through these two bases. One way is to usemonomial
basis for the partition which consist of certain polynomials containing as a main part
a monomial in components of off-diagonal blocks of T (i.e. components of some Tpq

with p �= q of T = (Tpq), where Tpq is the n p × nq matrix block of T ) . By using
this, we can reduce an explicit calculation to give P to the problem of realizing a
representation of GL(nnn) = ∏r

p=1 GL(n p) on polynomials in the off-diagonal block
variables. Up to this realization, we can give an explicit algorithm to give all P wewant
starting from scratch. The other way is to use descending basis for partition which
consist of a set of polynomials mutually related by mixed Laplacians. This method
is rather theoretical but somewhat mysterious. We explicitly construct a generating
series G(nnn) of descending basis for partition nnn and we claim that every P is obtained
by a certain projection of this series. In this sense, we may call this series a generic
generating series. Besides, this series has a unified expression for any n and any
partition nnn with a recursive structure by which we can calculate it explicitly starting
from some series of one variable to general n. If we stop calculation at n = 2, then
we have the generating series of the Gegenbauer polynomials. Now, replacing T by
∂

∂Z in the generating series, we obtain a differential operator which we call a generic
differential operator DU . Naturally, all the differential operators we want in the paper
are obtained by projections of DU .

We will also give following direct applications of our differential operators. We
prove that the Taylor coefficients of Siegel modular forms with respect to off-diagonal
block variables, or of Jacobi forms of general degree of any matrix index with respect
to vector part arguments, are linear combinations of certain derivatives of vector val-
ued Siegel modular forms of lower degrees obtained by the images of our differential
operators. We also show that the original forms are recovered by these Siegel modular
forms of lower degrees. The proof of this part is not trivial at all and we need precise
argument for existence of certain good operators. This result is an ultimate generaliza-
tion of Eichler–Zagier’s results on Jacobi forms of degree one. Several more explicit
results and practical construction are also given.

Historically, the differential operators described above are important by various
reasons. They are indispensable for explicit calculations of the critical values of the
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standard L functions of Siegel modular forms (for example, see [1–3,5,23,24]), and
they are used also to give a construction of liftings (see [16,17]). But essential points
of the theory are independent from Siegel modular forms, and it can be regarded as an
interesting theory of new special functions of several variables defined by a system of
differential equations, sometimes holonomic, including the Gegenbauer polynomials
as a prototype. The case n1 = n2 = · · · = nr = 1 is treated in [22,26], and the
case n = m + m in [25]. This paper is a natural generalization of those papers, in
particular depends on many previous results in [22]. Also some announcement has
been given in [19,20]. Another explicit one-line formula forD for the case n = m+m
based on a different idea is written separately in [21]. Some basic related theories have
been written in [2] and [14]. In a different context, such differential operators are also
studied by [29,30] and other papers by the same authors. They call such operators
symmetric breaking operators. Although operators themselves seem to be the same as
our operators, theirmotivation and results aremostly very different from ours and there
seems no essential overlap with our theory. As we explained, our differential operators
give intertwining operators fromholomorphic discrete series of Sp(n,R) of scalar type
to holomorphic discrete series of Sp(nnn,R) of vector type. R. Nakahama wrote in [32]
some explicit general theory on this sort of problem for several symmetric pairs of G1
and G2 in the setting of (1). In our symplectic case, this means the case r = 2 for the
partition of n. He gave an intertwining operator from G2 to G1 (an embedding case
in his terminology) by differential operators of infinite order including the symplectic
case, but the projection case from G1 to G2 is treated only for scalar type, and the
case from Sp(n,R) to Sp(nnn,R), which is our subject here, is not treated in that
paper (See also [25]). Since his treatment is fairly general, such work would give us
a hint for conceptual explanation of our generic differential operator which came out
misteriously from scratch by experience. By theway, there are orthogonal polynomials
called Heckman Opdam polynomials in several variables associated to root systems
[9–11]. I understand that roughly speaking they generalized differential equations for
the radial part of the classical Riemannian symmetric pairs to general parameters, and
described polynomial solutions bygeneralized hypergeometric series.Aswe explained
in [25, section 7], the case when r = 2 and when the target weight is scalar besides, the
radial part of our polynomial can be written by similar hypergeometric functions. But
the natural differential equations for our theory are different from theirs, the expression
for our polynomials by hypergeometric and the relation of the radial part to the original
homogeneous polynomials that we need are very complicated. Besides there are no
such known theory for r ≥ 3 as far as the author knows. So we believe that our
polynomials are quite new in various senses.

The paper is organized as follows. In Sect. 2, after reviewing some part of [14]
and [22], we give a characterization of the differential operators with the automorphic
property (1) for (D1, D2) = (Hn, Hnnn) by higher spherical polynomials for a partition
with some representation theoretic behaviour. We also give fundamental results on
such polynomials. In Sect. 3, we explicitly define a generic generating series G(nnn) of a
descending basis of higher spherical polynomials for a partition, and by using this, we
define the generic differential operator DU . We show that our differential operators
and related vectors of polynomials are obtained by a certain projection from these
(Theorems 3.1, 3.2). Based on those theorems, we explain how to calculate dimensions
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of the space of our differential operators for a fixed initial weight and a target weight.
We also give more explicit examples of generating series in some special cases. In
Sect. 4, first from [22] we review the monomial basis for nnn = (1, . . . , 1) and an inner
metric of the higher spherical polynomials, and we add a few remarks not written in
[22]. Applying these, we give a monomial basis for a partition in Theorem 4.1, which
is a generalization of the one in [22], but not a part of that.We also give in Sect. 4.2 and
in Theorem 4.6 some practical algorithm of construction of our differential operators
using the monomial basis for the partition defined here. In most cases, this method is
more practical than the one inTheorem3.1.We also give a simple example by using this
method. In Sect. 5, by using the results in Sect. 4, we prove Theorem 5.1 on relations
between Taylor coefficients with respect to components in off-diagonal blocks and
vector valued Siegel modular forms of lower degrees. In Sect. 6, we explain how to
apply our operators to the Taylor expansion of Jacobi forms and give an open question.
In the Appendix section 1, we give an explicit irreducible space decomposition of the
action of GL(2) × GL(2) on 2 × 2 matrices. This can be regarded as a necessary
supplement to give more explicit method to give our differential operators for n = 4,
r = 2 and n1 = n2 = 2 using our theorems both by monomial basis and descending
basis for partition. We also give a concrete example.

2 Higher spherical polynomials

We state our problems more concretely now. For any holomorphic function F on Hn ,
any integer k, and any g = (

A B
C D

) ∈ Sp(n,R), we define

F |k[g] = det(CZ + D)−k F(gZ).

We fix a partition nnn = (n1, . . . , nr ), a positive integer k, and a polynomial rep-
resentation (ρ, V ) of GL(nnn,C). For any g = (g1, . . . , gr ) ∈ Sp(nnn,R) with

gp =
(

Ap Bp
Cp Dp

)

∈ Sp(n p,R), and any V -valued function f (Z11, Z22, . . . , Zrr ) on

Hnnn = Hn1 × · · · × Hnr with Z pp ∈ Hnp , we write

f (Z11, Z22, . . . , Zrr )|k,ρ[g] =
r

∏

p=1

det(CpZ pp + Dp)
−k

×ρ(C1Z11 + D1, . . . , Cr Zrr + Dr )
−1 f (g1Z11, g2Z22, . . . , gr Zrr ).

We consider linear V -valued holomorphic differential operatorsDwith constant coef-
ficients on holomorphic functions on Hn which satisfy the following condition.

Condition 2.1 For any holomorphic function F on Hn and any element g =
(g1, . . . , gr ) ∈ Sp(nnn,R) = ∏r

p=1 Sp(n p,R) ⊂ Sp(n,R), we have

ResHnnn (D(F |k[g])) = (ResHnnn (DF))|k,ρ[g]
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where we denote by ResHnnn the restriction of functions of Hn to Hnnn.

For the sake of simplicity, we will say that k is the initial weight and detk ⊗ ρ is the
target weight ofD in this condition. Here by abuse of language, we denote by detk the
representation ofGL(nnn,C) defined by

∏r
p=1 det(h p)

k for h = (h p) ∈ GL(nnn,C). For
any irreducible polynomial representation (ρ, V ) of GL(nnn,C) = ∏r

p=1 GL(n p,C),

we denote by D(k, detkρ) the linear space over C of V -valued holomorphic linear
differential operators D with constant coefficients which satisfy Condition 2.1 for the
initial weight k and the target weight detk ⊗ ρ.

It is obvious that for any linear holomorphic V -valued differential operators D

with constant coefficients as above, there exists a V -valued polynomial PV (T ) in
components of n×n symmetric matrix T of variables such thatD = PV

(
∂

∂Z

)

, where

∂

∂Z
=

(
1 + δi j

2

∂

∂zi j

)

1≤i, j≤n

,
Z = (zi j ) ∈ Hn,

δi j is the Kronecker delta.

If D satisfies Condition 2.1, then such polynomials PV have been characterized by
invariant harmonic polynomials in [14]. We quote it here. Let d be a positive integer
and Y = (yiν) an n × d matrix of variable components. We say that a polynomial
P̃(Y ) in yiν is pluri-harmonic when

�i j (Y )P̃ = 0 for any i, j with 1 ≤ i, j ≤ n

where we put �i j (Y ) = ∑d
ν=1

∂2

∂ yiν∂ y jν
.

Let ρ be a finite dimensional irreducible polynomial representation of GL(nnn,C)

with a representation space V . For n × d matrix Y , we denote by Yp the block matrix
of size n p × d such that

Y =

⎛

⎜
⎜
⎜
⎝

Y1
Y2
...

Yr

⎞

⎟
⎟
⎟
⎠

.

We identify GL(nnn,C) = ∏r
p=1 GL(n p,C) with the group of matrices

⎧

⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎩

A =

⎛

⎜
⎜
⎜
⎜
⎝

A1 0 · · · 0

0 A2
. . .

...
...

. . .
. . . 0

0 · · · 0 Ar

⎞

⎟
⎟
⎟
⎟
⎠

; Ap ∈ GL(n p,C)

⎫

⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎭

⊂ GL(n,C). (2)
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We will often write such matrices by A = (A1, . . . , Ar ) for short. We denote by T
an n × n symmetric matrix of variable components as before.

Theorem 2.2 [14] We assume that d ≥ n. For any V -valued polynomial PV (T ), the
differential operator D = PV ( ∂

∂Z ) satisfies Condition 2.1 for the initial weight d/2
and the target weight detd/2⊗ρ if and only if PV satisfies the following two conditions.

(i) If we define a V -valued polynomial P̃ by P̃(Y ) = PV (Y tY ) for an n × d matrix
Y , then all the components of P̃ are pluri-harmonic for each Yi .

(ii) For any matrix A ∈ GL(nnn,C) ⊂ GL(n,C), we have

P̃(AY ) = ρ(A)P̃(Y ).

Note that this theorem does not assert anything on existence of such PV . In principle,
the question that howmany such PV exist can be answered by usingKashiwara–Vergne
[27] and branching rule of the restriction of the representation of O(d)r to the diagonal
subgroup isomorphic to O(d), but generally such calculations are hard. We will see in
the next section that we have a better solution for this. By the way, the decomposition
of pluri-harmonic polynomials of matrix argument under the action of GL(n)×O(d)

is a part of Howe’s dual reductive pair. describing also holomorphic discrete series
corresponding to representations of GL(n) (See [12,27]). But our point here is to take
multiple tensor products of these and its subspace invariant by the diagonal action of
O(d). If we put n = 2 and n1 = n2 = 1 in our formulation, this is the usual setting
of the classical Gegenbauer polynomials and the tensor is the product of two spaces.
We do not gain much by emphasizing this conceptual side, so we stick mostly to a
concrete description.

In order to describe such polynomials more concretely, we review a part of the
results of [22]. First of all, it is not nice to write the condition of pluri-harmonicity by
the coordinate of Y , and we can replace �i j (Y ) by the differential operator Di j on
functions in ti j of components of T by the condition (Di j PV )(Y tY ) = �i j (Y )P̃(Y ).
As in [22], we have

Di j = D(d)
i j = d∂i j +

n
∑

k,l=1

tkl∂ik∂ jl ,

wherewe put ∂i j = (1+δi j )
∂

∂ti j
. Of coursewe regard here t j i = ti j , ∂ j i = ∂i j , and it is

obvious that Di j commutes with each other. By rewriting in this way, we are free from
the original meaning of d and we can assume that d is an arbitrary complex number.
Then the pluri-harmonicity of a polynomial Q(Y ) = P(Y tY ) in the condition (1) is
written by the condition on P(T ) as

Di j P = 0 for all (i, j) ∈ I (nnn),
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where we put

I (p) = {(i, j) ∈ Z
2; n1 + · · · + n p−1 + 1 ≤ i, j ≤ n1 + · · · + n p}

for p with 1 ≤ p ≤ r , (3)

I (nnn) =
r

⋃

p=1

I (p). (4)

In short, I (nnn) is the set of pairs of the row and the column numbers of elements
contained in the diagonal block matrices corresponding to the partition nnn.

We denote by C[T ] the space of polynomials in ti j for T = (ti j ). To describe
our polynomials in Theorem 2.2 in T variable, we introduce new notation. For any
complex number d, we put

P(d) = {P(T ) ∈ C[T ]; D(d)
i i P = 0 for all i with 1 ≤ i ≤ n},

Pnnn(d) = P(n1,...,nr )(d) = {P(T ) ∈ C[T ]; D(d)
i j P = 0 for all (i, j) ∈ I (nnn)}.

The space P(d) has been already introduced in [22] and elements of P(d) are called
higher spherical polynomials there. By definition we have P(d) = P(1,...,1)(d) and
Pnnn(d) ⊂ P(d) since (i, i) ∈ I (nnn) for all i and nnn. We will call elements of Pnnn(d)

higher spherical polynomials for the partitionnnn.When d is an integer, any components
of PV (T ) in Theorem 2.2 are elements of Pnnn(d). So for any complex number d, it is
natural to consider the following definition.

Definition 2.3 We denote by Pnnn
ρ (d) the space of V -valued polynomials PV (T ) which

satisfy the following two conditions.

(i) Any components of PV (T ) are elements in Pnnn(d).
(ii) For any A ∈ GL(nnn,C), we have PV (AT t A) = ρ(A)PV (T ), where GL(nnn,C) is

identified with a subgroup of GL(n,C) by (2).

The condition (ii) of Theorem 2.2 is equivalent to the above (ii) when d is an integer. If
we fix a representation matrix R(A) of ρ(A) for some basis, thenPnnn(d) is isomorphic
to the space of vectors P(T ) = t (P(1)(T ), . . . , P(l)d(T )) with P(i)(T ) ∈ Pnnn(d)

such that P(AT tA) = R(A)P(T ), where l = dim ρ.
Since any component of an element ofPnnn

ρ (d) is an element ofPnnn(d), it is natural to
ask if Pnnn(d) is stable by GL(nnn,C). The answer is yes as shown below, so it is natural
to study Pnnn(d) first and then apply results for Pnnn(d) to the irreducible decomposition
of Pnnn(d) to obtain Pnnn

ρ (d).

Proposition 2.4 The space Pnnn(d) is stable by the action of GL(nnn,C).
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Before proving Proposition 2.4, we give a Lemma. Let d be any complex number.
We denote by D an n × n matrix of operators defined by D = (Di j )1≤i, j≤n . We fix
A = (ai j ) ∈ GL(n,C). We denote by (AD tA)i j the (i, j) component of AD tA, that
is,

(AD tA)i j =
n

∑

p,r=1

air Drpa jp.

Lemma 2.5 Notation being as above,

(i) For any differentiable function Q(T ) of ti j , we have

Di j (Q( tAT A)) = ((AD tA)i j Q)( tAT A), (5)

(ii) For any polynomial P(T ) ∈ C[T ] and any differentiable function Q(T ) of ti j ,
we have

P(D)(Q( tAT A)) = (P(AD t A)Q)( tAT A). (6)

Here we note that, by definition, Drp contains variables tkl as coefficients, so in
RHS of (5), these variables in Drp should be also replaced by ( tAT A)kl .

Proof We prove (i). The (r ,m) component of tAT A is
∑n

i,k=1 air tikakm , so noting
tik = tki , we have

∂ik(Q( tAT A)) =
∑

1≤r≤m≤n

(air akm + akraim)
∂Q

∂trm
( tAT A)

=
n

∑

r ,m=1

air akm(∂rmQ)( tAT A),

where ∂ik = (1 + δik)
∂

∂tik
. So we have

tkl∂ik∂ jl(Q( tAT A)) =
n

∑

r ,m,p,q=1

tklair akma jpalq((∂rm∂pq Q)( tAT A))

=
n

∑

p,q,r ,m=1

air a jp
(∑

k,l

tklakmalq
)

(∂rm∂pq Q)( tAT A)

=
n

∑

p,q,r ,m=1

air a jp(
tADA)mq(∂rm∂pq Q)( tAT A).
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So adding d∂i j (Q( tAT A)) to this, we have

Di j (Q( tAT A)) =
n

∑

p,r=1

air a jpd(∂rpQ)( tAT A)

+
n

∑

p,r=1

air a jp

n
∑

q,m=1

( tAT A)mq
(

(∂rm∂pq Q)( tAT A)
)

Here by definition we have

( tAT A)mq(∂rm∂pq Q)( tAT A) = (tmq∂rm∂pq Q)( tAT A),

so we have (5). By using the relation (5) repeatedly, we have (i). 	

Proof of Proposition 2.4 We define I (q) and I (nnn) as before by (3) and (4). For A ∈
GL(nnn,C) = ∏r

p=1 GL(n p,C) and P(T ) ∈ P(n1,...,nr )(d) = Pnnn(d), we must show
that Di j (P( tAT A)) = 0 for any (i, j) ∈ I (nnn). By (5), we have

Di j (P( tAT A)) =
n

∑

r ,p=1

air a jp(Drp P)( tAT A).

Here since A ∈ GL(nnn,C), we have air = 0 or a jp = 0 unless (i, r) ∈ I (nnn) and
( j, p) ∈ I (nnn). Sincewe have (i, j) ∈ I (nnn), there exists some q such that (i, j) ∈ I (q),
and if air apj �= 0 for some (r , p), then we should have (i, r), (p, j) ∈ I (q) for the
same q. Hence we have (r , p) ∈ I (q) ⊂ I (nnn) and by our assumption we have
Drp P = 0, hence we also have Di j (P( tAT A)) = 0. 	


We fix a vector a = (a1, . . . , an) ∈ (Z≥0)
n . We say that a polynomial P(T ) ∈

C[T ] is homogeneous of multidegree a (as in [22]) if it satisfies P((ci c j ti j )) =
(
∏n

i=1 c
ai
i )P(T ) for variables ci . The space of polynomials of multidegree a is written

by C[T ]a. This is of course finite dimensional. We write

Pa(d) = P(d) ∩ C[T ]a, Pnnn
a (d) = Pnnn(d) ∩ C[T ]a.

It is obvious that

Pnnn(d) = ⊕aPnnn
a (d).

To parametrize elements in P(d) and Pnnn(d) and give dimension formulas, we intro-
duce the following notation

N = {ννν = tννν = (νi j ) ∈ Mn(Z); νi j ≥ 0, νi i ∈ 2Z for alli , j},
N0 = {ννν = tννν = (νi j ) ∈ N ; νi i = 0 for all i}.
Nnnn

0 = N (n1,...,nr )
0 = {ννν = (νi j ) ∈ N0; νi j = 0 for all (i, j) ∈ I (nnn)}.
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We call an element ofN an index. We denote by 111 the column vector in Cn such that
all the components are 1, and write

Nnnn
0 (a) = {ννν ∈ Nnnn

0 ;ννν · 111 = a}.

We denote the cardinality ofNnnn
0 (a) by Nnnn

0 (a) = #(Nnnn
0 (a)). We denote by 000 the n× n

zero matrix. In order to apply it to a dimension formula of Pnnn
a (d), we review one of

the canonical basis of P(d) defined in [22].

Theorem 2.6 [22] Unless d is an integer such that d < n, the space P(d) has a basis
(called descending basis) consisting of the polynomials PD

ννν (T ) indexed by ννν ∈ N0
which are uniquely determined by the following conditions (1) and (2).

(1) P0(T ) = 1.
(2) For any i , j with 1 ≤ i �= j ≤ n, we have

Di j P
D
ννν (T ) = PD

ννν−eeei j (T ),

where eeei j is the n × n symmetric matrix whose components are 1 at (i, j) and
( j, i) and 0 at all other places. Here we put Pννν−eeei j (T ) = 0 if any components of
ννν − eeei j is negative.

As an easy corollary of this theorem, we have a following theorem.

Theorem 2.7 Unless d is an integer with d < n, the set of polynomials PD
ννν (T ) with

ν ∈ Nnnn
0 gives a basis of Pnnn(d). We have PD

ννν (T ) ∈ Pnnn
a (d) if and only if ννν ∈ Nnnn

0 (a),
and we have dimPnnn

a (d) = Nnnn
0 (a).

Proof If we take any element P(T ) of P(d) and write it by descending basis as

P(T ) =
∑

ννν∈N0

cνννP
D
ννν (T ),

then we have

Di j P(T ) =
∑

ννν∈N0

cννν P
D
ννν−eeei j (T ). (7)

We have PD
ννν−eeei j (T ) = 0 if and only if ννν − eeei j contains a negative component. This

is equivalent to νi j = 0. If we assume that P(T ) ∈ Pnnn(d) and (i, j) ∈ I (nnn), then
(7) vanishes by definition. The polynomials PD

ννν−eeei j (T ) with νi j ≥ 1 are linearly
independent since it is a part of a basis. So we have cννν = 0 unless νi j = 0. Since we
have Di j P = 0 for all (i, j) ∈ I (nnn), this means that cννν = 0 in (7) unless ννν ∈ Nnnn

0 .
The polynomials PD

ννν (T ) for ννν ∈ Nnnn are linearly independent by definition. So this
gives a basis of Pnnn(d). The assertion for the dimension is obvious from this. 	
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Remark 2.8 (1) In [22] we have shown that dimPa(d) = N0(a) unless d is an even
non-positive integer. But Theorem 2.6 is not valid in general for an integer d such
that 0 ≤ d ≤ n − 1. For example, when n = 3, nnn = (2, 1) and a = (2, 2, 0),
we have Nnnn

0 (a) = ∅, but if d = 1 (which is less than n = 3), then we see that
Pnnn
a (d) = C(t11t22 − t212), so Nnnn

0 (a)(d) = 0 < 1 = dimPnnn
a (d).

(2) Althoughwe have shown thatPnnn(d) is stable by the action ofGL(nnn,C), the space
Pnnn
a (d) is not stable by the action of GL(nnn,C) for general nnn.

3 Generic differential operators with the automorphic property

As explained in the introduction, there are two different ways to givePnnn
ρ (d) concretely.

In this section, we give one of them. We give a certain generic generating series G(nnn)

of the descending basis PD
ννν (T ) (ννν ∈ Nnnn

0 ) of Pnnn(d) and then by using this, we explain
Pnnn

ρ (d) uniformly by some universality of G(nnn). We also define a generic differential

operatorDU with the automorphic property (1) based on G(nnn) which is a source of all
the differential operators in question.

3.1 Universality

We denote by X an n×n symmetric matrix of variables and write this bymatrix blocks
as X = (X pq) where X pq is an n p × nq matrix for each (p, q) with 1 ≤ p, q ≤ r .
We also assume that X pp = 0 for all p = 1, …, r . For any ν ∈ Nnnn

0 , we write
Xννν = ∏

1≤i< j≤n x
νi j
i j for X = (xi j )1≤i, j≤n . Note that by definition ofNnnn

0 , there is no
xi j term in this product such that (i, j) ∈ I (nnn). We denote by C[[X ]] the vector space
of formal power series in the components of X , that is, we put

C[[X ]] =
⎧

⎨

⎩

∑

ννν∈N nnn
0

cνννX
ννν; cννν ∈ C

⎫

⎬

⎭
.

Identifying elements A = (A1, . . . , Ar ) ∈ GL(nnn,C) with an element in GL(n,C) as
before, we define a left action ρU of GL(nnn,C) on C[[X ]] by

ρU (A)

⎛

⎝

∑

ννν∈N nnn
0

cνννX
ννν

⎞

⎠ =
∑

ννν∈N nnn
0

cννν(
t AX A)ννν .

Of course ρU is not irreducible at all and is a direct sum of infinitely many finite
dimensional irreducible polynomial representations of GL(nnn,C). We write this
decomposition as

ρU = ⊕λmλρλ,
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where ρλ are irreducible representations of GL(nnn,C) and mλ are their multiplicities.
The irreducible decomposition of ρU is in principle obtained by applying Peter-Weyl
Theorem, whichwewill explain later. Take an n×n symmetric matrix T = t T = (ti j )
of variables ti j . For integers i with 0 ≤ i ≤ n, we define polynomials σi (T X) in ti j
and xi j by the relation

det(x1n − T X) =
n

∑

i=0

(−1)iσn−i (T X)xn−i ,

where x is a variable. Here σ0 = 1 and we regard σi for 1 ≤ i ≤ n as independent
variables. For a complex number ν such that ν is not a negative integer, we define a
formal power series Jν(x) in a variable x by

Jν(x) =
∞
∑

i=0

xi

i ! (ν + 1)i
= 1 + x

ν + 1
+ x2

2(ν + 1)(ν + 2)
+ · · ·

where (ν + 1)i = ∏i
j=1(ν + j) is the ascending Pochhammer symbol. We define

operators Mi (1 ≤ i ≤ n) on C[σ1, . . . , σn] by

Mi =
∑

0<l,m<i
0≤l+m−i≤n

σl+m−i∂l∂m, where we put ∂l = ∂

∂σl
, ∂m = ∂

∂σm
.

It is obvious that σiMi f (σ1, . . . , σn) = Mi (σi f (σ1, . . . , σn)) for any f (σ1, . . . , σn)
∈ C[σ1, . . . , σn] since Mi does not contain the derivation by σi . Finally, we assume
that d is any complex number such that d /∈ Z≤n−1, where Z≤n−1 is the set of integers
not bigger than n − 1. Then we define a formal power series G(nnn)(T , X) in σ1, σ2, …,
σn by

G(nnn)(T , X)=J d−n−1
2

(σnMn) J d−n
2

(σn−1Mn−1) · · · J d−3
2

(σ2M2)

(
1

(1 − σ1/2)d−2

)

.

(8)

For each ννν ∈ Nnnn
0 , we define polynomials Pννν(T ) in ti j by

G(nnn)(T , X) =
∑

ννν∈N nnn
0

Pννν(T )Xννν . (9)

For any A ∈ GL(nnn,C), we have

G(nnn)(AT t A, X) = G(nnn)(T , t AX A), (10)
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since we have σi (AT t AX) = σi (T t AX A).

Theorem 3.1 (i) The set of all polynomials Pννν(T ) for ννν ∈ Nnnn
0 defined above is a

basis of Pnnn(d) proportional to PD
ννν (T ).

(ii) The space Pnnn(d) is stable under the action of GL(nnn,C).
(iii) We have an isomorphism

HomGL(nnn,C)(C[[X ]], V ) � c ∼= c(G(nnn)(T , X)) ∈ Pnnn
ρ (d).

Proof When n1 = · · · = nr = 1, we proved in [22] that for each ννν ∈ N0, the
coefficients Pννν(T ) of Xννν in G(1,...,1)(T , X) is equal to PD

ννν (T ) up to multiplication of
a non-zero constant. There X is a matrix such that diagonals are zero. Since our new
series G(nnn)(T , X) is obtained just by replacing G(1,...,1)(T , X) by taking X pp = 0 for
all p = 1, …r , we see that for ννν ∈ Nnnn

0 , the coefficients Pννν(T ) are proportional to the
descending basis in Pnnn(d). We have already seen in Theorem 2.7 that this is a basis.
The claim (ii) was proved in Proposition 2.4 but is also obvious by (10). The claim (iii)
is almost obvious, but since this is an important point of this theorem, we try to give a
down to earth explanation. By definition of σi , we see that σi (AT tAX) = σi (T tAX A)

for any A ∈ GL(nnn,C), so for A ∈ GL(nnn,C), we have

∑

ννν∈N nnn
0

Pννν(AT
tA)Xννν =

∑

ννν∈N nnn
0

Pννν(T )( tAX A)ννν . (11)

Here by definition of A ∈ GL(nnn,C) and X , the diagonal blocks of the matrix
tAX A are again all zero. Since ( tAX A)ννν is a linear combination of Xμμμ for μμμ ∈ Nnnn

0
and this expression is nothing but the representation matrix of ρU , and we see that
G(nnn)(AT tA, X) = ρU (A)G(nnn)(T , X). We fix an irreducible representation ρ which
is equivalent to a subrepresentation of ρU and denote by W (ρ) the sum in C[[X ]] of
all the irreducible subspaces of C[[X ]] equivalent to ρ. This is called the ρ-isobaric
component and the decomposition of C[[X ]] into isobaric components is uniquely
determined.We consider the scalar extensionC[T ][[X ]] = C[[X ]]⊗CC[T ] ofC[[X ]]
taking polynomials in T as coefficients of the formal power series in components of
X . Then G(nnn)(T , X) is regarded as an element in the vector space C[T ][[X ]] over
C. Then the projection of G(nnn)(T , X) to the ρ-isobaric component is well defined. In
other words, if we choose a basis ei (X) (polynomials in X ) of C[[X ]] over C consist-
ing of basis of W (ρ) for all ρ, then rewriting Xννν by linear combinations of ei (X), we
may write

G(nnn)(T , X) =
∑

i

fi (T )ei (X)

where fi (T ) are certain (finite) linear combinations of Pν(T ). The partial sum
Pρ(T , X) of G(nnn)(T , X) obtained by the linear combination only over the basis of
W (ρ) is the image of the projection of G(nnn)(T , X) to the ρ-isobaric component. If we
put sρ = dim ρ, we have sρmρ = dimW (ρ). There is no canonical decomposition of
W (ρ) into irreducible components, but we fix one decomposition W (ρ) = ⊕mρ

l=1Vl
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where Vl are some irreducible subspaces of C[[X ]] equivalent to ρ. For a fixed rep-
resentation matrix R(A) of ρ which does not depend on l. we may choose a basis
{e(l)

1 (X), . . . , e(l)
sρ (X)} of Vl so that

(e(l)
1 (t AX A), . . . , e(l)

sρ (t AX A)) = (e(l)
1 (X), . . . , e(l)

sρ (X))R(A)

where e(l)
i = e(l)

i (X) are polynomials in components of X . We write

Pρ(T , X) =
mρ
∑

l=1

sρ
∑

i=1

f (l)
i (T )e(l)

i (X).

Here f (l)
i (T ) ∈ Pnnn(d). We have Pρ(AT t A, X) = Pρ(T , t AX A) and

⎛

⎜
⎜
⎜
⎜
⎝

f (l)
1 (AT t A)

f (l)
2 (AT t A)

...

f (l)
sρ (AT t A)

⎞

⎟
⎟
⎟
⎟
⎠

= R(A)

⎛

⎜
⎜
⎜
⎜
⎝

f (l)
1 (T )

f (l)
2 (T )

...

f (l)
sρ (T )

⎞

⎟
⎟
⎟
⎟
⎠

.

Now let W be the vector space spanned over C by all f (l)
i (T ) with 1 ≤ i ≤ sρ and

1 ≤ l ≤ mρ . Then polynomias F1(T ), …, Fsρ (T ) ∈ W satisfy the relation

⎛

⎜
⎝

F1(AT t A)
...

Fsρ (AT
t A)

⎞

⎟
⎠ = R(A)

⎛

⎜
⎝

F1(T )
...

Fsρ (T )

⎞

⎟
⎠ .

if and only if there are constants cl (1 ≤ l ≤ m) depending only on l such that

Fi (T ) =
m

∑

l=1

cl f
(l)
i (T ). (12)

This is easily proved by Schur’s lemma. Indeed, denote by f (T ) the sρmρ dimensional

column vector such that f (l)
i (T ) (1 ≤ i ≤ sρ , 1 ≤ l ≤ mρ) is the (i + (l − 1)mρ)-th

component and by F(T ) the sρ dimensional column vector whose i-th component is
Fi (T ). Then we have F(T ) = B f (T ) for some sρ × sρmρ matrix B and F(AT t A) =
R(A)F(T ) = R(A)B f (T ). On the other hand, we have

F(AT t A) = B f (AT t A) = B

⎛

⎜
⎜
⎜
⎜
⎝

R(A) 0 · · · 0

0 R(A) 0
...

... 0
. . .

...

0 0 · · · R(A)

⎞

⎟
⎟
⎟
⎟
⎠

f (T ).
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So writing B = (Bl) by blocks where Bl are sρ × sρ matrices, we have R(A)Bl =
Bl R(A), and this means that Bl = cl1sρ for some constant cl by Schur’s lemma, so we
have (12). In other words, let V be an abstract representation space of ρ and assume
that the representation matrix of ρ with respect to a basis {ω1, . . . , ωsρ } of V is R(A).
Then regarding C[T ] as scalars, by the projection c ∈ HomGL(nnn,C)(W (ρ), V ) such

that c(e(l)
i (X)) = clωi , we have

c(Pρ(T , X)) =
sρ

∑

i=1

Fi (T )ωi

for some F1(T ), …, Fsρ (T ) written as in (12). This proves the assertion (iii). 	

Now we interpret Theorem 3.1 into the differential operators with the automor-

phic property. We define a C[[X ]]-valued differential operator DU (X) on the space
Hol(Hn,C) of holomorphic functions on Hn by

DU (X) = G(nnn)

(
∂

∂Z
, X

)

=
∑

ννν∈N nnn
0

Pννν

(
∂

∂Z

)

Xννν .

We call this the generic differential operators with the automorphic property for the
partition nnn. We denote by Hol(Hn,C) the vector space of all scalar valued holomor-
phic functions on Hn and by Hol(Hn,C[[X ]]) the vector space of all C[[X ]]-valued
holomorphic functions given by

Hol(Hn,C[[X ]]) =
⎧

⎨

⎩

∑

ννν∈N nnn
0

fννν(Z)Xννν; fννν(Z) ∈ Hol(Hn,C)

⎫

⎬

⎭
.

Then for any F ∈ Hol(Hn,C), we have DU (X)F(Z) ∈ Hol(Hn,C[[X ]]). The fol-
lowing theorem is an immediate corollary of Theorem 3.1. In short, the next theorem
claims that DU exhausts all the differential operators in question.

Theorem 3.2 Assume that k is an integer and d = 2k ≥ n.

(1) The operator DU satisfies Condition 2.1 for the initial weight k and the target
weight detk ⊗ ρU .

(2) Let (ρ, V ) be an irreducible polynomial representation of GL(nnn,C). Then the
vector space D(k, detkρ) of all linear holomorphic V -valued differential opera-
tors D of constant coefficients which satisfy Condition 2.1 for the initial weight k
and the target weight detk ⊗ρ is linearly isomorphic toHomGL(nnn,C)(C[[X ]], V ).
More precisely, we have

D(k, detkρ) = {c ◦ DU ; c ∈ HomGL(nnn,C)(C[[X ]], V )}

and dimD(k, detkρ) = mρ , where mρ is the multiplicity of ρ in ρU .
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Remark 3.3 I was informed by Professor Siddarta Sahi that the projection operators
c ∈ Hom(C[[X ]], V ) is explicitly described. This is done by using an explicit expres-
sion of the center of the enveloping algebra of GL(n p,C) obtained by a sort of the
Capelli identity. When r = 2, irreducible components are their (different) simulta-
neous eigenspaces, and the eigenvalues are known by Howe and Ueda in [13], so an
explicit projection operator is easily given. The actual description of the images by
this method is not so simple since the images of the monomials Xννν are not linearly
independent in general and the relations are complicated.

Now we explain how to see which kind of irreducible representations appear in ρU
andwhat are theirmultiplicities. First for p �= q we consider the spaceC[X pq ] of poly-
nomials in the components of n p×nq block X pq . The groupGL(n p,C)×GL(nq ,C)

acts on C[X pq ] by f (X pq) → f (t ApX pq Aq). The irreducible decomposition of this
space is well known [7,35] and described as follows. Let λ be a dominant integral
weight (or the Young diagram parameter)

λ = (λ1, λ2, λ3, . . .)

where λi are non-negative integers such that λi ≥ λi+1 ≥ 0 and zero except for
finitely many i . We denote by depth(λ) the maximum number l such that λl > 0. If
we fix a positive integer m, the set of λ with depth(λ) ≤ m corresponds bijectively
to polynomial representations of GL(m,C). Since this representation depends on the
choice of m, we denote by ρλ,m the representation of GL(m,C) corresponding to λ.
Then we have

C[X pq ] =
∑

depth(λ)≤min(n p,nq )

ρλ,n p ⊗ ρλ,nq ,

where ρλ,n p ⊗ρλ,nq means the irreducible representation of GL(n p,C)×GL(nq ,C)

realized by the tensor product. This is a well known classical result. (See [35] Chapter
VII (7.10) or [7] p. 283 Theorem 5.6.7). In particular, if np = nq , then this is the
tensor of the same representations ρλ,n p = ρλ,nq . We denote by C[X ] the space of
polynomials in the components of X with X11 = X22 = · · · = Xrr = 0. Then this is
regarded as a tensor product

C[X ] = ⊗1≤p<q≤rC[X pq ].

So for each (p, q) with 1 ≤ p < q ≤ r , take a dominant integral weight λ(pq) with
depth(λ(pq)) ≤ min(n p, nq), andwe consider a collection� = (λpq)1≤p<q≤r of such
representations. We denote byR the set of all such �.

R = {� = (λ(pq))1≤p<q≤r ; depth(λ(pq)) ≤ min(n p, nq)}.

When q < p, we put λ(pq) = λ(qp).
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Theorem 3.4 The space C[X ] is isomorphic to the direct sum of spaces V (�) corre-
sponding to � ∈ R, where we put

V (�) = ⊗r
p=1

(

⊗r
q=1,q �=pρλ(pq),n p

)

.

Here each
(

⊗r
q=1,q �=pρλ(pq),n p

)

is the tensor representation of GL(n p,C) for a fixed

n p and V (�) is the representation of GL(nnn,C) realized by their tensor product.

Here of course the spaces
(

⊗r
q=1,q �=pρλ(pq),n p

)

are not irreducible in general as

a representation space of GL(n p,C). The decomposition of the tensor product rep-
resentation into irreducible representations is known as the Littlewood-Richardson
rule and if the corresponding Young diagram is given explicitly, the Young diagram
corresponding to irreducible components in the tensor space can be easily calculated.
(See [34] for example. We omit the details here.)

We give an example. Assume that n = 6, r = 3 and n1 = n2 = n3 = 2. Irreducible
representations of GL(2) are generally given by detk Sym( j), where Sym( j) is the
j-th symmetric tensor representation. If we take a dominant integral weight (2, 0)
for example, then this corresponds to the symmetric tensor representation Sym(2) of
degree two and we have

Sym(2) ⊗ Sym(2) = Sym(4) + det ⊗ Sym(2) + det2.

So if we take λ(12) = λ(13) = λ(23) = (2, 0) for example, then the representa-
tion (det(A1A2A3))

2 appears as one of the irreducible components. But if we take
λ(12) = λ(13) = λ(23) = (1, 1), then this corresponds to the representation det and
the tensor is det2. So here also, det(A1A2A3)

2 appears. We can see that there is no
other representation which can produce det2, so the multiplicity of the representa-
tion det(A1A2A3)

2 of GL(2)3 in C[X ] is 2. In the same way, when n = 6 and
n1 = n2 = n3 = 2, we can show that the multiplicity of det(A1A2A3)

k in C[X ] is
[k/2] + 1 where [k/2] is the maximum integer which is not greater than k/2.

3.2 Explicit generating function in some special cases

Herewe put d = 2k, where k is the initial weight.When r = 2, n1 = 1 and n2 = n−1,
our generating function (8) becomes extremely simple. We explain this here. First of
all, the representation on the polynomials on the block X12, which is a vector of length
n − 1, corresponds with the Young diagram of depth 1 given by (l, 0, . . . , 0) for any
positive integer l. This means that the corresponding representations are the tensor
of the symmetric tensor representation of GL(n − 1) and the representation taking a
power of GL(1) of the same degree. So if we take Siegel modular forms of degree n
of weight k, then the weight of ResHnnn (DF) is k + l for Z11 ∈ H1, and detk Sym(l)
for Z22 ∈ Hn−1, where Sym(l) is the symmetric tensor representation of degree l of
GL(n − 1,C).
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Notation being the same as before, we have X = t X = (xi j ) where x11 = 0,
xi j = 0 for 2 ≤ i, j ≤ n. Then we have

T X =

⎛

⎜
⎜
⎜
⎝

t12x12 + · · · + t1nx1n t11x12, · · · , · · · , t11x1n
t22x12 + t23x13 + · · · + t2nx2n t12x12, · · · , · · · , t12x1n

...
... · · · , · · · ,

...

t2nx12 + t3nx13 + · · · + tnnx1n t1nx12, · · · , · · · , t1nx1n

⎞

⎟
⎟
⎟
⎠

.

We denote by ei j the n × n matrix whose (i, j) component is one and the other
components are 0 (so eeei j = ei j + e ji ). Multiplying the matrices 1n − (x1i/x12)e2i
from the right and 1n + (x1i/x12)e2i = (1n − (x1i/x12)e2i )−1 from the left for all
i = 3, …, n, we see that T X is conjugate to

⎛

⎜
⎜
⎝

t12x12 + t13x13 + · · · + t1nx1n t11x12 0, · · · , 0
a2 + x13

x12
a3 + · · · + x1n

x12
an t12x12 + t13x13 + · · · + t1nx1n 0, · · · , 0

∗ ∗ 0, · · · , 0
∗ ∗ 0, · · · , 0

⎞

⎟
⎟
⎠

where ai = ti2x12 + · · · + tinx1n (noting ti j = t j i ). So the characteristic polynomial
of T X is given by

λn − σ1λ
n−1 + σ2λ

n−2

where

σ1 = 2(t12x12 + t13x13 + · · · + t1nx1n)

σ2 =
n

∑

i=2

(t21i − t11tii )x
2
1i + 2

∑

2≤i< j≤n

x1i x1 j (t1i t1 j − t11ti j ).

So taking σi = 0 for i ≥ 3, the generating function of the higher spherical polynomials
for this partition is given by

G(nnn)(X , T ) = 1

((1 − σ1/2)2 − σ2)(d−2)/2

= 1
(

1 − 2
∑

2≤i≤n t1i x1i + t11(
∑

2≤i, j≤n ti j x1i x1 j )
)(d−2)/2

. (13)

For example, expanding this as a formal power series of x1,i for all i , the degree two
term is given by

d − 2

2

∑

2≤i≤ j≤n

(dt1i t1 j − t11ti j )x1,i x1, j .
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So P(T ) = (

(2 − δi j )(dt1i t1 j − t11ti j ))2≤i≤ j≤n gives a differential operator D =
P( ∂

∂Z ) from the initial weight d/2 to the target weight (d/2 + 2) for H1 and
detd/2Sym(2) for Hn−1.

Actually, this generating function is a part of the results in [14]. There,more general
case has been treated, that is, for any partition nnn = (n1, n2) with n = n1 + n2
and the target weight detkρl,n1 ⊗ detkρl,n2 , where ρl,ni are the symmetric tensor
representations of GL(ni ,C), the generating function of our polynomial has been
given there by

1
(

1 − 2
∑

1≤i≤n1
n1+1≤ j≤n

ti j uiv j + ( ∑

1≤i, j≤n1

ti j ui u j
)( ∑

1≤i, j≤n2

ti jviv j
)
)(d−2)/2

. (14)

Here we are taking the representation space of ρl,n1 ⊗ρl,n2 as the space of polynomials
in u = (u1, . . . , un1) and in v = (v1, . . . , vn2)which are homogeneous of degree l for
both u and v. (In case n1 = 1, n2 = n−1, this is the same as (13) if we put x1i = u1vi
for 2 ≤ i .) In other words, expanding this generating functions as a series in u and v,
and replacing each ti j by

1+δi j
2

∂
∂zi j

, the homogeneous part of degree l for both u and

v gives the differential operator of the target weight detkρl,n1 ⊗ detkρl,n2 . See also
[4] for an alternative proof of (14). See also [30] II for (13).

The generating function for the case n = 4, n1 = n2 = 2 and the target weight
detk+l ⊗ detk+l has been also given in [14]. We write 4×4 matrix T by 2×2 blocks

Ti j as T =
(

T11 T12
t T12 T22

)

. The generating function in this case is given by

1

R(T , u)(d−5)/2
√

�0(T , u)2 − 4 det(T )u2

where

�0(T , u) = 1 − det(T12)u + det(T11T22)u
2,

R(T , u) = (�0 +
√

�2
0 − 4 det(T )u2)/2.

Here u is a dummy variable and the coefficients of ul corresponds with the target
weight detk+l ⊗ detk+l . It is not clear if there is any easy way to derive this from (8).
We also have several other explicit algebraic expressions of G(nnn)(T , X) in the case
when r = n and all ni = 1, but we omit them here. See [22] for these.

Applications to Jacobi forms will be given later.
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4 The second algorithm bymonomial basis

In this section, we give the second way to give Pnnn
ρ (d) concretely. Theorem 3.1 in the

last section is in a sense rather theoretical in nature, but the method in this section is
much more practical in most cases.

4.1 Monomial basis for the partition

We give another canonical basis of Pnnn(d) different from the descending basis. This is
a generalization (but not a part) of monomial basis defined in [22] for nnn = (1, . . . , 1).
Our method in this section uses this new basis. First we review monomial basis of
P(d) defined in [22]. For any ννν ∈ N , we write

T ννν =
∏

1≤i, j≤n

t
νi j /2
i j .

Since ti j = t j i , we have t
νi j /2
i j t

ν j i /2
j i = t

νi j
i j if i �= j .

Theorem 4.1 [22, Theorem 1] Unless d is even non-positive integer, there exists the
unique polynomial PM

ννν (T ) ∈ P(d) for any ννν = (νi j ) ∈ N0 such that

PM
ννν (T ) = T ννν + Q(T ),

where T ννν = ∏

i< j t
νi j
i j and Q(T ) is a polynomial in ti j (1 ≤ i, j ≤ n) which vanishes

if we put t11 = t22 = · · · = tnn = 0.

This basis is called the monomial basis in [22].
In order to generalize this to general partitions nnn, we need a natural metric on

the space Pnnn(d). We have already defined in [22] an inner metric (P, Q)d for P ,
Q ∈ C[T ] for Re(d) > n − 1 by

(P, Q)d = cn(d)

∫

T>0
e−tr(T )/2P(T )Q(T ) det(T )(d−n−1)/2dT

where Q(T ) is the complex conjugation, dT = ∏

i≤ j dti j , and

cn(d) = π−n(n−1)/4
n−1
∏

i=0




(
d − i

2

)−1

.

This is a positive definite metric for any real d > n − 1. It was shown in [22] that
this is a polynomial in d, hence prolonged holomorphically to all d ∈ C. This is non
degenerate unless d is an integer such that d ≤ n − 1, but even if it is non degenerate,
it is not positive definite for general d. Here we give a slightly different approach. For
polynomials P(T ), Q(T ) ∈ C[T ], we define a sesquilinear form (∗, ∗) over C by

(P(T ), Q(T )) = (P((Di j ))Q)(0). (15)
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Here P((Di j )) means that we replace ti j by Di j in the polynomial P(T ). This is well
defined since Di j commutes with each other. For general polynomials P and Q, we
have (P, Q) �= (P, Q)d , but if we consider only the case P , Q ∈ P(d), these are
equal.

To see this, first we assume that d is an integer with d ≥ n. Take an n × d variable
matrix Y . Then for P ∈ Pn(d), a polynomial P̃ defined by P̃(Y ) = P(Y tY ) is a
linear combination of elements in the space (Ha1 ⊗ · · · ⊗Han )

O(d), whereHai is the
space of harmonic polynomials in i-th row yi of Y of degree ai , and the superscript
O(d)means an invariant part by the diagonal action of the orthogonal group O(d). So
P̃(Y ) is a certain linear combination of polynomials f1(y1) f2(y2) · · · fn(yn), where
each fi (yi ) is a harmonic polynomial in yi independent of the other y j . We write
yi = (yi1, . . . , yid) and

∂

∂Y
=

(
∂

∂ yiν

)

,
∂

∂ yi
=

(
∂

∂ yi1
, . . . ,

∂

∂ yid

)

, �i j (Y ) =
d

∑

ν=1

∂2

∂ yiν∂ y jν
.

Then for any harmonic polynomial g(yi ), by virtue of Kashiwara and Vergne [27] p.
19 (5.5), we have

(

fi

(
∂

∂ yi

)

g(yi )

) ∣
∣
∣
∣
yi=0

= (2π)−d/2
∫

Rd
e−yi t yi /2 fi (yi )g(yi )dyi , (16)

We have (Di j Q)(Y tY ) = �i j (Y )Q̃(Y ) by definition, where Q̃(Y ) = Q(Y tY ) for
Q ∈ P(d). Then (16) means

P((Di j ))Q(Y tY )

∣
∣
∣
∣
Y=0

= P̃

(
∂

∂Y

)

Q̃(Y )

∣
∣
∣
∣
Y=0

= (2π)−nd/2
∫

Rnd
e−Tr(Y tY/2) P̃(Y )Q̃(Y )dY ,

which is nothing but (P, Q)d in [22].
More generally, we have a following proposition.

Proposition 4.2 (i) For any complex number d ∈ C and P, Q ∈ P(d), we have

(P, Q) = (P, Q)d .

(ii) For any polynomials P(T ) and Q(T ), and any matrix A ∈ GL(n,C), we have

(P(AT t A), Q(T )) = (P(T ), Q(t AT A)).

Proof It is known in [22] that (P, Q)d is a polynomial in d and it is obvious by
definition that (P, Q) is also a polynomial in d. Since they are equal for integers such
that d > n − 1, they are equal for any d. The assertion (ii) directly follows from
Lemma 2.5. 	
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For a complex number d /∈ Z≤n−1, we have an easy alternative proof of the above
proposition using duality of the monomial and descending basis. We omit the details.

Now we will give a basis of Pnnn(d) similar to the monomial basis of P(d) and
different from the descending basis. We write the block decomposition of T for the
partition nnn as T = t T = (Tpq), where Tpq is an n p × nq matrix.

Theorem 4.3 We fix a partition nnn = (n1, . . . , nr ) of n with r ≥ 2. Assume that d is
not an integer such that d < n and that the metric (P, Q) is positive definite (e.g. d
is real and d > n − 1). Then for each index ννν ∈ Nnnn

0 there exists a unique polynomial

PM,nnn
ννν (T ) ∈ Pnnn(d) such that

PM,nnn
ννν (T ) = T ννν + Q(T ),

where Q(T )|T11=T22=···=Trr=0 = 0. Such polynomials PM,nnn
ννν (T ) have multidegree ννν ·111

and form a basis of Pnnn(d). We also have

(PM,nnn
ννν (T ), PD

μμμ (T )) = δνννμμμ

for any ννν, μμμ ∈ Nnnn
0 = N (n1,...,nr )

0 , where δνννμμμ is the Kronecker symbol.

We call this basis a monomial basis for the partition nnn. This notion depends on
nnn. In general, this is not a part of the monomial basis defined in [22], since Q(T )

in the above theorem might contain a term Tμμμ with μμμ ∈ N0. The monomial basis
defined in [22] or in Theorem 4.1 is the monomial basis corresponding to the partition
nnn = (1, 1, . . . , 1).

In order to prove Theorem 4.3, we first prepare a lemma. We fix a multidegree
a. We denote by W2 the subspace of Pa(d) spanned by polynomials PM

ννν (T ) for all

ννν ∈ Nnnn
0 (a), where PM

ννν (T ) = PM,(1,...,1)
ννν (T ) are the monomial bases corresponding

to the partition nnn = (1, . . . , 1). Since PM
ννν (T ) are linearly independent, we have

dimW2 = Nnnn
0 (a) = dimPnnn

a (d),

but PM
ννν (T ) are not necessarily elements of Pnnn(d), so W2 is not equal to Pnnn

a (d) in
general.

Wedenote byW1 the subspace ofPa(d) spanned by PM
ννν (T ) such thatννν ∈ N0(a) but

ννν /∈ Nnnn
0 (a). Since {PM

ννν (T );ννν ∈ N0(a)} is a basis of Pa(d), we havePa(d) = W1⊕W2
(a direct sum as modules.) Denote byW⊥

1 the orthogonal complement ofW1 inPa(d).
Since the monomial basis is the dual basis of the descending basis, and Pnnn

a (d) is
spanned by PD

ννν (T ) with ννν ∈ Nnnn
0 (a), we have

Pnnn
a (d) = W⊥

1 . (17)

Through the natural embedding of Pnnn
a (d) in Pa(d) = W1 ⊕W2, we define the natural

projection pr from Pnnn
a (d) to W2.
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Lemma 4.4 If the metric space P(d) has no singular vector, in particular if the inner
metric (∗, ∗) is positive definite, the projection map pr gives a linear isomorphism
Pnnn
a (d) ∼= W2 (though Pnnn

a (d) �= W2 in general).

Proof For P = P1 + P2 ∈ Pnnn
a (d) ⊂ Pa(d) = W1 + W2 with Pi ∈ Wi , assume that

P2 = 0. Then we have (P, P) = (P, P1), and by (17) we have (P, P1) = 0. So if
there is no singular vector, we have P = 0. This means that pr is injective. Since
dimPnnn

a (d) = Nnnn
0 (a) = dimW2, the map pr is surjective. This proves the lemma. 	


Proof of Theorem 4.3 Take ννν ∈ Nnnn
0 (a). Then since PM

ννν (T ) ∈ W2, there exists the
unique P ∈ Pnnn

a (d) such that pr(P) = PM
ννν (T ). This means that P(T ) = PM

ννν (T ) +
R(T ) for some R(T ) ∈ W1. We may write R(T ) = ∑

μμμ cμμμPM
μμμ (T ) whereμμμ runs over

N0(a) not inNnnn
0 (a). By definition, for eachμμμ, we have PM

μμμ (T ) = Tμμμ+Qμμμ(T )where
Qμμμ(T ) vanishes under the restriction to all tii = 0. Sinceμμμ /∈ Nnnn

0 (a), we haveμi j �= 0
for some (i, j) ∈ I (nnn). So we have Tμμμ|T11=T22=···=Trr=0 = 0, and hence we have
R(T )|T11=T22=···=Trr=0 = 0. Besides, by definition we have PM

ννν (T ) = T ννν + Qννν(T )

where Qννν(T ) vanishes for all tii = 0. By our construction, P(T ) is of multidegree
ννν · 111. So if we define PM,nnn

ννν (T ) by this P , then this satisfies the desired property of
Theorem 4.3. Now it is obvious that {PM,nnn

ννν ;ννν ∈ Nnnn
0 } is a basis of Pnnn(d) since T ννν

are linearly independent and dimPnnn
a (d) = Nnnn

0 (a). The uniqueness is also clear since
if we write any element in Pnnn

a (d) as a linear combination of PM,nnn
ννν (T ) (ννν ∈ Nnnn

0 ),
then the coefficients are determined only by the coefficients of T ννν . The duality to the
descending basis is obvious by (17), since we have PM,nnn

ν (T ) ∈ PM
ν (T ) + W1. 	


Remark 4.5 In Theorem 4.3, we assumed that d is not an integer such that d < n − 1,
but if we regard d as a variable, then we can always define a monomial basis for a
partition nnn as a polynomial such that coefficients are rational functions of d. This can
be seen as follows. We denote byN0(a)\Nnnn

0 (a) the set of elements ofN0(a) that does
not belong to Nnnn

0 (a). The condition that

PM
ννν (T ) +

∑

μμμ∈N0(a)\N nnn
0 (a)

cμμμP
M
μμμ (T ) ∈ Pnnn

a (d)

is equivalent that this is orthogonal to PM
κκκ (T ) for all κκκ ∈ N0(a)\Nnnn

0 (a). So consider
the following linear simultaneous equation for unknown cμμμ for allκκκ ∈ N0(a)\Nnnn

0 (a).

∑

μμμ∈N0(a)\N nnn
0 (a)

cμμμ(PM
κκκ (T ), PM

μμμ (T )) = −(PM
κκκ (T ), PM

ννν (T )). (18)

When d > n − 1, the Gram matrix ((PM
κκκ (T ), PM

μμμ (T )))κκκ,μμμ∈N0(a),/∈N nnn
0 (a) is invert-

ible, so this has the unique solution for variable d, and since (PM
κκκ (T ), PM

μμμ (T )) are
polynomials in d, the solutions cμμμ are rational functions of d.
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4.2 Practical algorithm to calculatePnnn
�(d)

Now we explain a practical algorithm to write down vectors Pρ(T ) ∈ Pnnn
ρ (d). First we

explain how to calculate the monomial basis for partition explicitly. We have already
seen that

PM,nnn
ννν (T ) = PM

ννν (T ) +
∑

μμμ∈N0(a)\N nnn
0 (a)

cμμμP
M
μμμ (T )

where cμμμ are solutions of (18). The equation (18) contains the monomial basis fornnn =
(1, . . . , 1) and the inner products, so we must explain how to obtain these concretely.
The formula for the monomial basis has been explicitly given in [22] as follows. For
any vector v = (v1, . . . , vn) ∈ (Z≥0)

n , we put δ(T )v = ∏n
i=1 t

vi
i i . For any P ∈ Pa(d)

and for each (i . j) with 1 ≤ i, j ≤ n, we define an operator Ri j (a) by

Ri j (a)P = δ(T )a+ei+e j−(2−d)1/2Di jδ(T )(2−d)1/2−aP(T ).

Here ek is the unit vector whose k component is 1 and the other components are 0. We
can define Ri j as an element of an algebra of operators on C[T ] which gives Ri j (a)
on polynomials of multidegree a. Then Ri j maps Pa(d) to Pa+ei+e j (d). Here we can
show that the actions of Ri j are commutative for all (i, j) on P(d). Hence, for any
ννν = (νi j ) ∈ N0, the following operator is well defined.

Rννν =
∏

i< j

R
νi j
i j .

By a result in [22], we have

PM
ννν (T ) = 1

ε2a(d − 2)
Rννν(1), (d ∈ C, d /∈ 2Z≤1),

where 1 is the constant function taking the value 1 and

ε2a(d − 2) =
n

∏

i=1

d(d + 2) · · · (d + 2ai − 2).

Now the numbers cμμμ in (15) can be calculated once we know (PM
κκκ (T ), PM

μμμ (T ))

for κκκ , μμμ ∈ N0(a). The latter is easily calculated as follows. If we write PM
κκκ (T ) =

T κκκ + Q(T ), then by definition any monomial appearing in Q(T ) contains some tii .
We also have Dii PM

μμμ (T ) = 0 by definition for any i with 1 ≤ i ≤ n. So if we replace
T by (Di j )1≤i, j≤n in PM

κκκ (T ), then Q((Di j ))PM
μμμ (T ) = 0. So for κκκ , μμμ ∈ N0(a). we

have

(PM
κκκ (T ), PM

μμμ (T )) = Dκκκ PM
μμμ (T ) =

(
∏

1≤i< j≤n

D
κi j
i j

)

PM
μμμ (T ).
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It is obvious that the final expression is a constant, comparing the multidegree. So
we gave a concrete way to calculate PM,nnn

ν (T ) explicitly by starting from the con-
stant function 1 by repeating multiplication of several given rational functions and
differentiation several times.

Our final aim is to give Pnnn
ρ (d) and we explain this now. We fix an irreducible

polynomial representation (ρ, V ) ofGL(nnn,C). We fix a basis {e1, . . . , el} of V where
l = dim ρ and define the representation matrix R(A) of ρ by

⎛

⎜
⎝

ρ(A)e1
...

ρ(A)el

⎞

⎟
⎠ = R( tA)

⎛

⎜
⎝

e1
...

el

⎞

⎟
⎠ .

Weassume thatPρ(d) �= {0}. Then by Theorem 3.1, such a representation ρ is realized
as a subrepresentation of ρU acting on C[X ]. We denote by V(ρ) a C linear space of
all vectors f (T ) = ( f (s)(T ))1≤s≤l of polynomials f (s)(T ) in ti j for all (i, j) /∈ I (nnn)

such that

f (AT tA) = R(A) f (T ).

Assume that the multiplicity of ρ in ρU is mρ . Then we have dim V(ρ) = mρ . Here
we may write

f (s)(T ) =
∑

ννν∈N0\N nnn
0

cννν,sT
ννν (1 ≤ s ≤ l),

where cννν,s = 0 except for finitely many ννν. Then we put

P(s)
f (T ) =

∑

ννν∈N0\N nnn
0

cννν,s P
M,nnn
ννν (T ).

and

Pf (T ) = (P(s)
f (T ))1≤s≤l .

Theorem 4.6 Assumption and notation being as above, for any f ∈ V(ρ), we have
Pf (T ) ∈ Pnnn

ρ (d). Any element of Pnnn
ρ (d) is obtained in this way from some f (T ) ∈

V(ρ). In particular, we have dimPnnn
ρ (d) = dim V(ρ) = mρ .

By Theorem 4.6 and 2.2(a result in [14]), when d = 2k ≥ n, the differential
operators Pf (

∂
∂Z ) satisfies Condition 2.1 for the initial weight k and the target weight

detkρ, and any such operators are obtained in this way.
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Proof As before, we write the block decomposition of T as T = (Tpq) where Tpq are

n p×nq matrices.Wehave P(s)
f (T ) ∈ Pnnn(d) since this is a linear combination ofmono-

mial basis for the partition nnn, and we also have P(s)
f (AT t A) ∈ Pnnn(d) since Pnnn(d) is

stable by the action of GL(nnn,C). Now we prove that Pf (AT tA) = R(A)Pf (T ) for
any A ∈ GL(nnn,C). Any component of Pf (AT tA) − R(A)Pf (T ) is in Pnnn(d) and
written by a linear combination of the monomial basis PM,nnn

ννν (T ) for the partition nnn
where ννν ∈ Nnnn

0 . On the other hand, by definition, Pf (T ) − f (T ) becomes 0 if we
restrict it to T11 = T22 = · · · = Trr = 0. Since AT t A for A = (A1, . . . , Ar ) is given
by (ApTpq

t Aq)1≤p,q≤r , the polynomial Pf (AT t A)− f (AT t A) also vanishes under
the restriction to all Tii = 0. We have

Pf (AT
t A) − f (AT t A) = Pf (AT

t A) − R(A)Pf (T ) + R(A)(Pf (T ) − f (T ))

and R(A)(Pf (T ) − f (T )) vanishes under the restriction to all Tii = 0, so we see
that Pf (AT t A)− R(A)Pf (T ) also vanishes under the same restriction. So, writing a

component of Pf (AT tA)− R(A)Pf (T ) as a linear combination
∑

μμμ∈N nnn
0
cμμμP

M,μμμ
μμμ (T )

of the monomial basis for the partition nnn and restricting this to T11 = · · · = Trr = 0,
we have

∑

μμμ∈N nnn
0

cμμμT
μμμ = 0.

Since Tμμμ are linearly independent, we have cμμμ = 0. So we have Pf (AT tA) −
R(A)Pf (T ) = 0. The rest of the claims are obvious by Theorem 3.1 	


In the above theorem, to give the vector f (T ) ∈ V(ρ) concretely for a general
representation ρ is a matter of representation theory of GL(n) or GL(nnn), but it seems
that no really practical closed formula is found in reference. For example, when r = 2,
we can at least give the highest weight vector corresponding to ρ concretely, but to
write down f (T ) itself explicitly in reasonably simple way from that is a different
problem. We give one realization of f (T ) in case when r = 2 and n1 = n2. We
prepare n × n matrices U , V of independent variables. For any q with 1 ≤ q ≤ n,
denote by Uq and Vq the q × n matrices consisting of the first q rows of U and V
respectively. For any subset I of {1, . . . , n} with cardinality #(I ) = q, we denote by
(Uq)I the q × q minor, the determinant of the matrix consisting of iν-th columns of
Uq for all iν ∈ I . Let λ = (λ1, . . . , λn) be a dominant integral weight and we put
λn+1 = 0. The corresponding representation ρn,λ of GLn(C) can be realized by the
space of bideterminants as in [8,31], that is, the space spanned by all the products
∏λq−λq+1

j=1 (Uq)Iq j for some Iq j ⊂ {1, . . . , n}, #(Iq j ) = q, for q = 1 to n, where the
action is induced by U → U A for A ∈ GLn(C). Using this realization and writing

T =
(

T11 T12
t T12 T22

)

by n × n blocks Ti j , we can give f (T ) by

f (T ) =
n

∏

q=1

det(UqT12
t Vq)

λq−λq+1 , (19)
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where U , V are dummy variables to describe a basis of ρn,λ ⊗ ρn,λ. We give more
concrete examples in Sect. 1.

Another one-line formula for the differential operators based on a different idea is
given in [21] for the case r = 2. This is an alternative practical way to calculate.

Finally we give a simplest concrete example obtained by the method in this section.
We put n = 4, nnn = (2, 2) and consider the representation of GL(2, 2) = GL(2) ×
GL(2) given by ρ = det1Sym(1) ⊗ det1Sym(1). The representation Sym(1) ⊗
Sym(1) ofGL(2,C)×GL(2,C) is realized on 2×2 matrix T12 by T12 → A1T12 t A2
for A1, A2 ∈ GL(2,C). Then for f (T ), we may put

f (T ) = (t13t24 − t14t23)

(

t13 t14
t23 t24

)

. (20)

(Using the realization (19), this is f (T ) = det(UV ) det(T )
∑2

i, j=1 u1iv1 j ti, j+2.)
Instead of writing index by a matrix ννν ∈ Nnnn

0 , we write it symbolically by Xννν =
∏

i< j x
νi j
i j . We can give following monomial basis for nnn = (1, 1, 1, 1).

PM
x213x24

= t213t24 − t11t24t33/d,

PM
x13x14x24 = t13t14t23 − (t12t14t33 + t11t23t34)/d + t11t24t33/d

2,

PM
x12x13x24 = t12t13t34 − (t12t14t33 + t11t23t34)/d + t11t24t33/d

2,

PM
x214x23

= t214t23 − t11t23t44/d,

PM
x13x14x24 = t13t14t24 − (t11t24t34 + t12t13t44)/d + t11t23t44/d

2,

PM
x12x14x34 = t12t14t34 − (t11t24t34 + t12t13t44)/d + t11t23t44/d

2,

PM
x14x223

= t14t
2
23 − t14t22t33/d,

PM
x13x23x24 = t13t23t24 − (t12t24t33 + t13t22t34)/d + t14t22t33/d

2,

PM
x12x23x34 = t12t13t34 − (t12t24t33 + t13t22t34)/d + t14t22t33/d

2,

PM
x13x224

= t13t
2
24 − t13t22t44/d,

PM
x14x23x24 = t14t23t24 − (t14t22t34 + t12t23t44)/d + t13t22t44/d

2,

PM
x12x24x34 = t12t24t34 − (t14t22t34 + t12t23t33)/d + t13t22t44/d

2.
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Then the monomial basis for the partition nnn = (2, 2) which correspond to monomials
in f (T ) of (20) are given as follows.

PM,nnn
x213x24

= PM
x213x24

− 2d

(d − 1)(d + 2)
PM
x12x13x24 ,

PM,nnn
x13x14x24 = PM

x13x14x24 − (d − 2)

(d − 1)(d + 2)
PM
x12x13x24 ,

PM,nnn
x214x23

= PM
x214x23

− 2d

(d − 1)(d + 2)
PM
x12x14x34 ,

PM,nnn
x13x14x24 = PM

x13x14x24 − d − 2

(d − 1)(d + 2)
PM
x12x14x34

PM,nnn
x14x223

= PM
x14x223

− 2d

(d − 1)(d + 2)
PM
x12x23x34 ,

PM,nnn
x13x23x24 = PM

x13x23x24 − d − 2

(d − 1)(d + 2)
PM
x12x23x34 ,

PM,nnn
x13x224

= PM
x13x224

− 2d

(d − 1)(d + 2)
PM
x12x24x34 ,

PM,nnn
x14x23x24 = PM,nnn

x14x23x24 − d − 2

(d − 1)(d + 2)
PM
x12x24x34 .

Now if we put

Pf (T ) =
⎛

⎝

PM,nnn
x213x24

− PM,nnn
x13x14x23, PM,nnn

x13x24x14 − PM,nnn
x214x23

PM,nnn
x13x23x24 − PM,nnn

x14x223
, PM,nnn

x13x224
− PM,nnn

x14x23x24

⎞

⎠ , (21)

then we have Di j (Pf (T )) = 0 for (i, j) = (1, 1), (1, 2), (2, 2), (3, 3), (3, 4), (4, 4)
and

Pf (AT
t A) = det(A1A2)A1Pf (T ) t A2, A =

(

A1 0
0 A2

)

∈ GL(4,C).

Then Pf (T ) is a basis of the one-dimensional space Pnnn
ρ (d) for d ≥ 4, and the differ-

ential operator DPf = Pf (
∂

∂Z ) satisfies Condition 2.1 for the initial weight d/2 and
the target weight detd/2+1Sym(1) ⊗ detd/2+1Sym(1).
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5 Taylor expansion for variables in off-diagonal blocks

Now we apply Theorem 4.3 to the Taylor expansion of any scalar valued holomorphic
function F(Z) on Hn . We fix a partition nnn = (n1, . . . , nr ) of n with r ≥ 2 as before.
For a fixed block decomposition of Z = (Z pq) ∈ Hn with n p × nq matrices Z pq , we
consider the Taylor expansion at zi j = 0 for all (i, j) /∈ I (nnn). We write this expansion
by

F(Z) =
∑

ννν∈N nnn
0

Fννν(Z11, Z22, . . . , Zrr )Z
ννν,

where we write Zννν = ∏

i< j,(i, j)/∈I (nnn) z
νi j
i j for ννν = (νi j ) ∈ Nnnn

0 . We denote by ResHnnn

the restriction of functions on Hn to the diagonal blocks Hnnn = Hn1 × · · · × Hnr .
We assume that d is an even positive integer. If we apply our differential operators D
satisfyingCondition 2.1 to this, it is clear that the components of the vector ResHnnn (DF)

is a linear combination of higher derivatives of Fννν(Z11, Z22, . . . , Zrr ). So when F is
a Siegel modular form of weight k = d/2, our operator gives a Siegel modular form
of weight detk ⊗ ρ on Hnnn for some ρ depending only on a set of Taylor coefficients
Fννν of F . It is clear that the similar thing happens also in case when F is a Jacobi
form. This is a generalization of Eichler–Zagier [6] on the relations between higher
derivatives of the Taylor coefficients of Jacobi forms on H × C and elliptic modular
forms. We also have the following injectivity of these maps.

Theorem 5.1 We fix a positive integer k with 2k ≥ n. Let F be any holomorphic
functions on Hn. Then we have F = 0 if and only if ResHnnn (DF) = 0 for all D which
satisfies Condition 2.1 for a fixed initial weight k and all target weight detkρ, where
ρ runs over all the irreducible representations of GL(nnn,C).

This is a subtle non-trivial theorem and in order to prove this, we need an existence
of some concrete differential operators. We note that even if we fix ρ, the spacePnnn

ρ (d)

is not one-dimensional in general, and we need all the corresponding differential
operators D in this theorem. The similar theorem for Jacobi forms will be written in
Theorem 6.1. These theorems mean that there exists an injection from scalar valued
Siegelmodular forms and Jacobi forms into direct sumof vector valued Siegelmodular
formsof variousweights on a lower dimensional domain, so at least theoretically, forms
of higher degrees are determined by forms of lower degrees. In some cases, this is
more explicitly described as in [15]. The above theorem is an easy corollary of the
next theorem.

Theorem 5.2 We fix a natural number k with 2k ≥ n. Then the Taylor coefficients
Fννν(Z11, Z22, . . . , Zrr ) are linear combinations of certain higher derivatives of the
images ResHnnn (DF) for all D = P( ∂

∂Z ) with P ∈ Pnnn(2k). In particular, we have

F = 0 if and only if ResHnnn (DF) = 0 for all the scalar valued operators D = P( ∂
∂Z )

with P ∈ Pnnn(2k).
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Proof We prove this by induction. For multidegrees a = (a1, . . . , an) and bbb =
(b1, . . . , bn), we write a ≤ bbb if ai ≤ bi for all i . We write a < bbb if a ≤ bbb and
ai < bi for some i . We put DM,nnn

ννν = PM,nnn
ννν ( ∂

∂Z ) for a monomial basis for the partition

nnn and index ννν ∈ Nnnn
0 . We see the action of DM,nnn

ννν on F more concretely. We define

Nnnn = {ccc = (ci j ) ∈ N ; ci j = 0 unless (i, j) ∈ I (nnn)}.

Then any monomial in C[T ] is written as TcccTμμμ for some μμμ ∈ Nnnn
0 and ccc ∈ Nnnn . By

definition, we have PM,nnn
ννν (T ) = T ννν +Q(T )with Q(T )|T11=···=Trr=0 = 0. This means

that Q(T ) is a linear combination of monomials TcccTμμμ with μμμ ∈ Nnnn
0 and ccc ∈ Nnnn

such that ccc = (ci j ) �= 000, that is, ci j �= 0 for some (i, j) ∈ I (nnn). Since PM,nnn
ννν (T ) is

homogeneous of multidegree ννν ·111, we have ννν ·111 = ccc ·111+μμμ ·111 for such a monomial,
and so we haveμμμ · 111 < ννν · 111. We put |ννν| = ∑

i< j νi j and write ννν! = ∏

i< j νi j ! where
we put 0! = 1. Then for μμμ = (μi j ) ∈ Nnnn

0 , the action of the operator

(
∂

∂Z

)μμμ

=
∏

1≤i< j≤n

2−μi j

(
∂

∂zi j

)μi j

on Zκκκ for κκκ ∈ Nnnn
0 is obviously given by

ResHnnn

((
∂

∂Z

)μμμ

Zκκκ

)

=
{

2−|μμμ|μμμ! ifμμμ = κκκ,

0 ifμμμ �= κκκ.

On the other hand, we have
(

∂
∂Z

)ccc
Zκκκ = 0 for any pair (ccc,κκκ) ∈ Nnnn × Nnnn

0 , and we
have

ResHnnn

((
∂

∂Z

)ccc (
∂

∂Z

)μμμ

F(Z)

)

= 2−|μμμ|μμμ!
(

∂

∂Z

)ccc

Fμμμ(Z11, . . . , Zrr ).

So we have

ResHnnn (D
M,nnn
ννν (F)) = 2−|ννν|ννν!Fννν(Z11, . . . , Zrr ) + a linear combination of

(
∂

∂Z

)ccc

Fμμμ(Z11, . . . , Zrr ) forμμμ ∈ Nnnn
0 withμμμ · 111 < ννν · 111 and 000 �= ccc ∈ Nnnn .

(22)

Now for a fixed multidegree bbb, we consider the condition that all Fμμμ withμμμ ·111 ≤ bbb are
linear combinations of higher derivatives of ResHnnn (D

M,nnn
κκκ F) for κκκ ·111 ≤ μμμ ·111. We have

F000 = ResHnnn (F) = ResHnnn (D
M,nnn
000 F), so the condition is satisfied for bbb = (0, . . . , 0).

Wefix anyννν such that a = ννν ·111 and assume that the induction assumption is satisfied for
anybbb < ννν ·111. Then by (22), wemaywrite Fννν as a linear combination of ResHnnn (D

M,nnn
ννν F)

and higher derivatives of Fμμμ withμμμ ·111 < ννν ·111, which are linear combinations of higher
derivatives of ResHnnn (D

M,nnn
κκκ F) with κκκ · 111 ≤ μμμ · 111 < ννν · 111 by induction assumption. So

the assertion is also valid for a. So the first assertion follows. From this, we also see
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that if all ResHnnn (D
M,nnn
ννν (F)) = 0, then Fννν = 0 for all ννν ∈ Nnnn

0 and we have F = 0.
Only if part of the last assertion is trivial. 	


6 Taylor expansion of Jacobi forms

In Eichler and Zagier [6], it is proved that we can define elliptic modular forms of
various weights by taking linear combinations of the restriction to z = 0 of the
derivatives of Jacobi forms of degree one. By applying our differential operators, we
can do the same thing in case of general degree. This means that Jacobi forms are at
least theoretically (and sometimesmore concretely) recovered from their finitelymany
Taylor coefficients associatedwith vector valuedSiegelmodular formsof less variables
(for example, see [15]). Although the relation between these Taylor coefficients and
Siegel modular forms is obtained by an easy exercise of the results of the previous
section, there are some apparently different features, so for readers’ convenience, we
explain how our differential operators can be applied to (scalar valued) Jacobi forms
of any matrix index. We also give explicit operators in several cases. For a further
generalization for vector valued Jacobi forms, see [18].

6.1 Definition of Jacobi forms of matrix index

Wereview the definition of scalar valued Jacobi forms ofmatrix index (See for example
Ziegler [36].)Wefix a positive integer n and fix a partition n = n1+n2 with n1, n2 ≥ 1.
We define the Heisenberg group H (n1,n2)(R) as a subgroup of Sp(n,R) consisting of
elements

⎛

⎜
⎜
⎝

1n1 0 0 tμ

λ 1n2 μ κ

0 0 1n1 − tλ

0 0 0 1n2

⎞

⎟
⎟
⎠

∈ Sp(n,R),
(λ, μ ∈ Mn2n1(R), κ ∈ Mn2(R),

such that μ tλ + κ symmetric).

We denote this element also by [(λ, μ), κ]. We define an embedding ι of Sp(n1,R)

to Sp(n,R) by the mapping

g =
(

a b
c d

)

∈ Sp(n1,R) −→ ι(g) =

⎛

⎜
⎜
⎝

a 0 b 0
0 1n2 0 0
c 0 d 0
0 0 0 1n2

⎞

⎟
⎟
⎠

∈ Sp(n,R)

and regard Sp(n1,R) as a subgroup of Sp(n,R). We denote by J (n1,n2)(R) the sub-
group of Sp(n,R) generated by H (n1,n2)(R) and Sp(n1,R) and call this the real Jacobi
group.

We fix a natural number k and the action F |k[g] of g ∈ Sp(n,R) on holomorphic
functions F(Z) of Z ∈ Hn is defined as before. We fix an n2 × n2 half-integral
symmetric matrix M . For simplicity we assume that M is positive definite. (A positive
semi-definite case reduces to the positive definite case in some way. See [36].) We



Generic differential operators on Siegel modular forms and… Page 33 of 50 66

consider a holomorphic function F(τ, z) on Hn1 × Mn2n1(C), where τ ∈ Hn1 , z ∈
Mn2n1(C). We denote by ω the variable in Hn2 and we write e(x) = exp(2π i x) for
any x ∈ C. Then by direct calculation, we see that for g̃ ∈ J (n1,n2)(R) ⊂ Sp(n,R),
we have

[F(τ, z)e(tr(Mω))]|k [̃g] = F̃g̃(τ, z)e(tr(Mω))

for some holomorphic function F̃g̃ on Hn1 × Mn2n1(C) independent of ω. This F̃g̃
depends on the choice of k, M and g̃. So we write F̃g̃ = F |k,M [g̃]. More explicitly,

for g =
(

a b
c d

)

∈ Sp(n1,R) and [(λ, μ), κ] ∈ H (n1,n2)(R), we have

F |k,M [g] = det(cτ + d)−ke(−Tr(Mz(cτ + d)−1c t z))F(gτ, z(cτ + d)−1),

F |M [(λ, μ), κ] = e(Tr(M(λτ tλ + 2λ t z + μ tλ + κ)))F(τ, z + λτ + μ).

We put

H (n1,n2)(Z) = {[(λ, μ), κ] ∈ H (n1,n2)(R); λ,μ ∈ Mn2n1(Z), κ ∈ Mn2(Z)}.

For any subgroup 
 of Sp(n1,Z) of finite index, we embed 
 into J (n1,n2)(R) by
ι as before and denote by 
(n1,n2) the subgroup of J (n1,n2)(R) generated by ι(
)

and H (n1,n2)(Z). A holomorphic function F(τ, z) on Hn1 × Mn2n1(C) is said to be a
holomorphic Jacobi form of weight k of index M of 
(n1,n2) if

F |k,M [γ ] = F (23)

for all γ ∈ 
(n1,n2) and besides if it satisfies the condition on the Fourier expansions
explained later. We denote by L∗

n1 the set of all n1 × n1 half-integral symmetric
matrices. For any g ∈ Sp(n1,Z), by (23), we have the Fourier expansion

F |k,M [g] =
∑

N ,r

a(g)(N , r)e(Tr(Nτ + r t z))

where N ∈ λ−1
g L∗

n1 for some rational number λg depending on g, and r ∈ Mn2n1(Z).
The condition on Fourier expansion in the definition of Jacobi forms is that for

g ∈ Sp(n1,Z), we should have a(g)(N , r) = 0 unless

(

N r/2
t r/2 M

)

is positive semi-

definite. This condition on Fourier expansion is automatically satisfied if n1 ≥ 2 by
Koecher principle (see [36]). The property (23) is more precisely written as follows.

F(γ τ, z(cτ + d)−1) = det(cτ + d)ke(Tr(Mz(cτ + d)−1c t z))F(τ, z)

for any γ =
(

a b
c d

)

∈ 
, (24)

F(τ, z + λτ + μ) = e(−Tr(M(λτ tλ + 2z tλ)))F(τ, z)

for any λ,μ ∈ Mn2n1(Z). (25)
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We denote by Jk,M (
(n1,n2)) the space of holomorphic Jacobi forms. We consider the
Taylor expansion at z = 0 for z ∈ Mn2n1(C) and will describe the Taylor coefficients
by (vector valued) Siegel modular forms of various weights.

For any dominant integral weight λ = (λ1, λ2, . . . , ), we write |λ| = ∑

l λl . We
denote by V (ρλ,n1) a representation space of the irreducible representation ρλ,n1 of
GL(n1,C) corresponding to λ with depth(λ) ≤ n1. We denote by Adetk⊗ ρλ,n1

(
) the

space of Siegel modular forms of degree n1 of weight detk ⊗ ρλ,n1 belonging to 
,
that is, the space of V (ρλ,n1)-valued holomorphic functions F(τ ) of τ ∈ Hn1 which
satisfy the condition

F(γ τ) = det(cτ + d)kρ(cτ + d)F(τ ) for any γ =
(

a b
c d

)

∈ 


and holomorphic at each cusp of 
. For any natural number m, we denote the m fold
direct sum of the space by (Adetk⊗ ρλ,n1

(
))m .

Theorem 6.1 For any non-negative integer h, we can define linear mappings ξh

ξh : Jk,M (
(n1,n2)) →
⊕

λ:|λ|=h
depth(λ)≤min(n1,n2)

(Adetk⊗ ρλ,n1
(
))dim(ρλ,n2 )

(λ runs over dominant integral weights), such that the following two conditions are
satisfied.

(a) The map ξh depends only on the coefficients of the Taylor expansion of F(τ, z) at
z = 0 of total degree up to h.

(b) For any h, the Taylor coefficients of F up to total degree h are determined by the
set of the images ξi (F) for 0 ≤ i ≤ h.
In particular, The map ξ = (ξh)

∞
h=0 on Jk,M (
(n1,n2)) is injective.

Proof The mapping ξh is defined by dim ρλ,n2 number of V (ρλ,n1)-valued holo-
morphic linear differential operators with constant coefficients. Indeed, by Theorem
3.4, for nnn = (n1, n2), D1 = Hn , D2 = Hnnn = Hn1 × Hn2 , and for any λ with
depth(λ) ≤ min(n1, n2), there exists a V (ρλ,n1) ⊗ V (ρλ,n2) valued differential oper-
ator D on holomorphic functions of Hn which satisfies Condition 2.1 for the initial
weight k and the target weight detkρλ,n1 ⊗ detkρλ,n2 . If we apply this differential
operator D on F(τ, z)e(Tr(Mω)) for F(τ, z) ∈ Jk,M (
(n1,n2)), then operation on
components of ω becomes just a multiple of polynomials in components of M . So we
may define a differential operator DM associated with D on holomorphic functions of
Hn × Mn2n1(C) by

D(F(τ, z)e(Tr(Mω)) = DM (F(τ, z))e(Tr(Mω)).

If we take a basis {ei } of V (ρλ,n2), then we have

ResD2(D(F(τ, z)e(Tr(Mω))) =
dim ρλ,n2∑

i=1

(Fλ,i (τ ) ⊗ ei )e(Tr(Mω)),
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for some V (ρλ,n1)-valued holomorphic functions Fλ,i (τ ). By Condition 2.1, for any
g ∈ Sp(n1,R) ⊂ Sp(n,R), we have

Res(DM (F(τ, z)|k,M [g])) =
dim ρλ,n2∑

i=1

(Fλ,i |det k⊗ρλ,n1
[g]) ⊗ ei . (26)

where Res is the restriction of functions on Hn1×Mn2n1(C) to Hn1 . Since F |k,M [γ1] =
F for any γ1 ∈ 
, we have Fλ,i |det kρλ,n1

[γ1] = Fλ,i . Now we must prove the holo-
morphy of Fi at cusps. If n1 ≥ 2, this is obvious by the usual Koecher principle, but
in general, by definition of Jacobi forms, for any g ∈ Sp(n1,Z), we have

F(τ, z)|k,M [g] =
∑

N ,r

a(g)(N , r)e(Tr(Nτ))e(r t z)

where a(g)(N , r) = 0 unless

(

N tr/2
r/2 M

)

is positive semi-definite. In particular, N is

also positive semi-definite. The functionDM (F(τ, z)|k,M [g]) have the same property.
So we have the expansion

Fλ,i |det kρλ,n1
[g] =

∑

N

b(g)(N )e(Tr(Nτ))

and b(g)(N ) = 0 unless N is positive semi-definite. So the condition on Fourier
expansions at cusps for Fλ,i are satisfied and we have Fλ,i ∈ Adetkρλ,n1

(
). The
second assertion is the injectivity from the Taylor coefficients up to degree h to Siegel
modular forms of degree n1. This has been already proved in Theorem 5.2. 	


In order to apply the above maps ξh and to determine the space Jk,M (
(n1,n2)) from
finitely many Adetk⊗ ρλ,n1

(
) explicitly, we have to solve the following problem.

Problem 6.2 We consider vectors of mappings in Theorem 6.1 by taking

(ξ0, . . . , ξh) : J (
 J
n1,n2) →

∑

depth(λ)≤min(n1,n2)
0≤|λ|≤h

(Adetk⊗ ρλ,n1
(
n1))

dim(ρλ,n2 ).

What is the minimum h such that this mapping is injective?

Some upper bound is known. For example, when n = 2 and n1 = n2 = 1, where the
index M is a number m > 0, we know that h = 2m if k is even and 2m − 3 if k is
odd by [6]. But exact answers in the cases n1 ≥ 2 are known only for a few cases. It
is known that

when (n1, n2) = (2, 1) and M = 1, then h = 2,
when (n1, n2) = (2, 1) and M = 2, then h = 6,
when (n1, n2) = (3, 1) and M = 1, then h = 4.
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For the first two, see [15]. The last one is a unpublished joint work with S. Gru-
shevsky.

If we denote the graded ring of Siegel modular forms of even weight by Aeven(
) =
⊕k≥0A2k(
), where A2k(
) is the space of scalar valued Siegel modular forms of even
weight 2k, then the module defined by JM (
) = ⊕k≥1 Jk,M (
(n1,n2)) is an Aeven(
)

module. Such module structural theorems have been given in [15] in some cases. (See
also [18]).

6.2 Examples of differential operators acting on Jacobi forms

Since Theorem 6.1 would look abstract, we give here several concrete examples for
ξh . For the differential operators on Siegel modular forms of degree n, the partitions
(n1, n2) and (n2, n1) are essentially the same. But for Jacobi forms, the former acts on
functions on Hn1 × Mn2n1(C) and the latter on those on Hn2 × Mn1n2(C) and they are
different. First assume that n1 = n − 1 and n2 = 1. So a Jacobi form in question is a
function on Hn−1×C

n−1 and the index M is just a numberm > 0 since n2 = 1. Since
the depth of λ is 1 = min(1, n−1), we have λ = (l, 0, . . .) and the representation ρλ,n1
ofGL(n−1,C) is the symmetric tensor representation Sym(l) of some fixed degree l.
On the other hand, ρλ,n2 = ρλ,1 is one dimensional representation, i.e. dim ρn2,1 = 1,
which is just the l-th power of elements of GL(1,C) = C

×. So the mapping ξh gives
the mapping from Jk,m(
(n−1,1)) to Adetk Sym(l)(
) for 
 ⊂ Sp(n − 1,Z). Since the
generating function of such differential operators (or corresponding polynomial) has
been already given in (13), the concrete mapping is given as follows. For Z ∈ Hn , we
write

Z =
(

τ t z
z ω

)

where τ = (τi j ) ∈ Hn−1, z = (z1, . . . , zn−1) ∈ C
n−1, ω ∈ H1. For any n − 1

dimensional vector z and α = (αi ) ∈ Z
n−1, we write zα = ∏n−1

i=1 zαii and |α| =
∑n−1

i=1 αi . For variables u = (u1, . . . , un), we define D2(u) by

D2(u) =
∑

1≤i≤ j≤n

ui u j
∂

∂τi j
.

For f (τ, z) ∈ Jk,m(
(n−1,1)) we write the Taylor expansion by

f (τ, z) =
∑

α∈(Z≥0)n−1

fα(τ )zα.

and for any integer l ≥ 0, we write

fl(τ, u) =
∑

α∈(Z≥0)
n−1

|α|=l

fα(τ )uα.
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Then the mapping ξh is given by

ξh f =
∑

0≤q≤[h/2]
(−2π im)qD2(u)q fh−2q(τ, u),

up to constant (See [15]).
Next, we assume that n1 = 1 and n2 = n − 1. This time, we consider functions

f (τ, z) where τ ∈ H1, z = (z1, . . . , zn−1) ∈ C
n−1. The dimension of the symmetric

tensor representation ρλ,n−1 of GL(n − 1,C) is in general greater than one, and for
λ = (l, 0, · · · , 0) and n ≥ 2, it is given by

dim ρλ,n−1 =
(
l + n − 2

l

)

=
(
l + n − 2

n − 2

)

.

This means that we have
(l+n−2

n−2

)

different differential operators for the target weight
k + l. We use the notation ω = (ωi j ) ∈ Hn−1. Here an index of Jacobi forms is a

(n−1)× (n−1) positive definite half-integral matrix M = (
1+δi j
2 mi j ) withmi j ∈ Z.

In order to give differential operators associated with a polynomial P(T ) in ti j with

n × n matrix T = (ti j ), we put t11 = ∂
∂τ

and 2t1i = 2ti1 = ∂

∂zi−1
for i ≥ 2. For the

other variables, we put ti j = 1+δi j
2 mi j (2 ≤ i ≤ j ≤ n), since we have

1 + δi j

2

∂

∂ωi j
T r(Mω) = 1 + δi j

2
mi j .

So by virtue of (13), the generating function of the differential operator is given by

1
(

1 − ∑n−1
i=1 x1,i+1

∂

∂zi
+ ∂

∂τ

∑

1≤i≤ j≤n−1mi j x1,i+1x1, j+1

)k−1 . (27)

Here x1,i are dummy variables and when we expand this as a formal power series in
x1,i for all i , then the coefficient of each monomial in x1,i gives a different differential
operator mapping Jacobi forms on H1 × C

n−1 of weight k to elliptic modular forms
of weight k + l, where l is the total degree of the corresponding monomial in x1,i+1.
Eachmonomial in x1,i of degree l indicates a different component in Ak+l(
)dim ρl,n−1 .
Hence expanding (27), the differential operators ξh of rank h for small h are given by
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ξ0 f = f |z=0

ξ1 f = (k − 1)
n−1
∑

i=1

x1,i+1
∂ f

∂zi

∣
∣
∣
∣
z=0

.

ξ2 f =
(

−(k − 1)
∑

1≤i≤ j≤n−1

mi j x1,i+1x1, j+1
∂ f

∂τ

+ k(k − 1)

2

∑

1≤i, j≤n−1

x1,i+1x1, j+1
∂2 f

∂zi∂z j
.

)∣
∣
∣
∣
z=0

.

From this, we see the action on the Taylor coefficients more concretely. For the Taylor
expansion

f (τ, z) = f0(τ ) +
n−1
∑

i=1

fi (τ )zi +
∑

1≤i≤ j≤n−1

fi j (τ )zi z j + · · ·

we have n − 1 differential operators

(k − 1)
∂ f

∂zi

∣
∣
∣
∣
z=0

= (k − 1) fi (τ )

for i = 1, …, n − 1 which map a Jacobi form of weight k to an elliptic modular form
of weight k + 1. Corresponding to pairs of (i, j) with 1 ≤ i ≤ j ≤ n − 1, there are
n(n − 1)/2 differential operators

(

(2 − δi j )
k(k − 1)

2

∂2 f

∂zi∂z j
− (k − 1)mi j

∂ f

∂τ

) ∣
∣
∣
∣
z=0

= k(k − 1) fi j (τ ) − mi j (k − 1)
∂ f0(τ )

∂τ
,

whichmap a Jacobi formon H1×C
n−1 ofweight k of indexm to ellipticmodular forms

of weight k + 2. It is clear that fi j (τ ) are recovered by the images of ξh with h ≤ 2.
In general, it is obvious that each Taylor coefficient of zα = ∏n−1

i=1 zαii is recovered
by the images of the differential operators which are obtained as the coefficient of
∏n−1

i=1 xβi
1,i+1 with

∑n−1
i=1 βi ≤ ∑n−1

i=1 αi .
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Appendix: An example of the irreducible decomposition of the space
C[X] and applications

For an explicit construction of our differential operatorswith the automorphic property,
we have already explained a method in Sect. 4 to use the monomial basis for partition.
We may also use the generating series in (8) in a concrete setting. (See also [21] for
the third method.)

In order to cut out an irreducible part of the differential operators or elements of
Pnnn

ρ (d) from the generic differential operator with the automorphic property given
by the generating series (8), we should describe a concrete irreducible subspace of
polynomials in components of X . Since we havemore or less concrete elements Pννν(T )

inPnnn(d) as coefficients of the generating seriesG(nnn)(T , X)with respect to components
of X , our problem here is to give a basis of ρ-isobaric part as a linear combination
of Pννν(T ) and this is possible if we give a concrete irreducible space decomposition
of the action of GL(nnn,C) on C[X ]. This decomposition is also necessary to use the
method in Sect. 4.2. One way to give this is to take some projection as we explained
in Remark 3.3. But here in the appendix we give irreducible space decomposition in
more direct way in the first non-trivial case when n = 4, r = 2 and n1 = n2 = 2,
since we did not find any explicit reference even in this simplest case. In this case, we
have

X =
(

0 X12
t X12 0

)

for a 2 × 2 matrix X12 =
(

x13 x14
x23 x24

)

, written as X12 =
(

ξ11 ξ12
ξ21 ξ22

)

for simplicity. We

denote byC[X12] the ring of polynomials in ξi j and elements (A1, A2) ∈ GL(nnn,C) =
GL(2,C) × GL(2,C) acts on this space by f (X12) → f (t A1X12A2). In order to
avoid a complication of notation, at most places in this section we use the notation n,
k just for integers and not the degree of the upper half space or for the initial weight.
The irreducible decomposition of C[X12] is given by the direct sum of ρk, j ⊗ ρk, j ,
where ρk, j = detk Sym( j) and Sym( j) is the j-th symmetric tensor representation.
So if we denote by C[X12]n the linear subspace of polynomials of total degree n, then
we have

C[X12]n ∼=
[n/2]
∑

k=0

ρk,n−2k ⊗ ρk,n−2k .

First we would like to describe an irreducible subspace ρk,n−2k ⊗ ρk,n−2k in C[X12]n
concretely.We put u = (u1, u2) and v = (v1, v2) for variables ui and vi , and consider

uX12
tv = ξ11u1v1 + ξ12u1v2 + ξ21u2v1 + ξ22u2v2.
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For any non-negative integers l, m, n with l, m ≤ n, we define polynomials e(n)
lm (X12)

in ξi j by the following relation.

(uX12
tv)n =

n
∑

l,m=0

(
n

l

)(
n

m

)

e(n)
lm (X12)u

n−l
1 ul2v

n−m
1 vm2 .

More concretely, we have two expressions of e(n)
lm (X12) as

e(n)
lm (X12) =

(
n

m

)−1 ∑

0≤i≤n−l
0≤ j≤l
i+ j=m

(
n − l

i

)(
l

j

)

ξn−l−i
11 ξ i12ξ

l− j
21 ξ

j
22 (28)

=
(
n

l

)−1 ∑

0≤p≤n−m
0≤q≤m
p+q=l

(
n − m

p

)(
m

q

)

ξn−m−l
11 ξ

m−q
12 ξ

p
21ξ

q
22. (29)

These correspond to the expansions of ((ξ11v1 + ξ12v2)u1 + (ξ21v1 + ξ22v2)u2)n and
((ξ11u1 + ξ21u2)v1 + (ξ12u1 + ξ22u2)v2)n , respectively. Now it is clear that e(n)

lm (X12)

(0 ≤ l,m ≤ n) spans the irreducible subspace corresponding to Symn ⊗ Symn . This
can be seen as follows. For any A ∈ GL(2,C) and variables x and y, we define X , Y
by (X ,Y ) = (x, y)A. Then a representation matrix of A of Sym(n) is realized by the
matrix R(A) defined by

(

Xn,

(
n

1

)

Xn−1Y ,

(
n

2

)

Xn−2Y 2, . . . ,Yn
)

=
(

xn,

(
n

1

)

xn−1y,

(
n

2

)

xn−2y2, . . . , yn
)

R(A).

Then since we have (u(t A1X12A2)
tv) = (u t A1)X12(A2

tv) for A1, A2 ∈ GL(2,C),
it is obvious that we have

(

e(n)
lm (t A1X12A2)

)

= R(t A1)
(

e(n)
lm (X12)

)

R(A2),

and this realizes the representation of Sym(n) ⊗ Sym(n).

Proposition 7.1 For a fixed k with 0 ≤ 2k ≤ n, the polynomials

(ξ11ξ22 − ξ12ξ21)
ke(n−2k)

l−k,m−k(X12) (30)

for l, m with l − k, m − k ≤ n − 2k give a basis of the irreducible representation
detk Sym(n − 2k) ⊗ detk Sym(n − 2k).
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The polynomials in this proposition can be used as a top term f (T ) ∈ V(ρ) of Pf (T )

in Theorem 4.6 if we replace ξi j = ti,2+ j for i , j with 1 ≤ i, j ≤ 2, and hence
together with Remark 4.5, this gives an explicit way to give the differential operator
from H4 to H2 × H2 for initial weight detk0 to target weight detk+k0 Sym(n − 2k) ⊗
detk+k0 Sym(n−2k) bymeans of monomial basis for the partition 4 = 2+2. But here
we explain how to get differential operators from the generic generating series. The
coefficients of each monomial in ξi j in the generic generating series can be regarded
as known polynomials, so we study a base change map to express such monomials as
linear combinations of (ξ11ξ22 − ξ12ξ21)

ke(n−2k)
l−k,m−k(X12).

Here for a fixedm, l ≤ n, the range of k such that (30) is a polynomial of total degree
n in ξi j is determined by the inequalities 0 ≤ m− k ≤ n−2k and 0 ≤ l− k ≤ n−2k.
This means that 0 ≤ k ≤ m, l, n−m, n− l. So if we put e0 = min(l,m, n− l, n−m),
then the range is 0 ≤ k ≤ e0. We fix l and m and see what kind of monomials appear
in (28) and (30). If we assume that ξa11ξ

b
12ξ

c
21ξ

d
22 appears in (28), then we have

c + d = l, b + d = m, a + b + c + d = a + m + l − d = n. (31)

So the condition that a, b, c, d ≥ 0 means 0 ≤ d ≤ l, 0 ≤ d ≤ m and max(m + l −
n, 0) ≤ d. As a whole we have max(m + l − n, 0) ≤ d ≤ min(l,m). Rewriting this
for a, we have

max(n − m − l, 0) ≤ a ≤ min(m, l) + n − m − l, (32)

and for such a, we have unique b, c, d ≥ 0 which satisfy the relations (31). If we put
e0 = min(l,m, n − l, n − m) as before, then we have

min(m, l) + n − m − l = max(0, n − m − l) + e0. (33)

Indeed, since both sides of (33) are symmetric for l and m, assume that l ≤ m, Then
LHS of (33) is equal to n−m. Since n−m ≤ n− l and l ≤ m, we have e0 = min(n−
m, l) = l+min(n−m−l, 0). Sincemin(n−m−l, 0)+max(n−m−l, 0) = n−m−l,
we see RHS of (33) is also equal to n − m. So by (32) and (33), we see that there
are e0 + 1 monomials in (28). If we write monomials in (30) by ξa11ξ

b
12ξ

c
21ξ

d
22, then

a = a′ + p, b = b′ + q, c = c′ + q, d = d ′ + p for some non-negative integers a′, b′,
c′, d ′, p, q such that p+q = k, min(n− l−m, 0) ≤ a′ ≤ max(n−m− l, 0)+e0 −k,
c′ +d ′ = m−k, b′ +d ′ = m−k, and a′ +b′ +c′ +d ′ = n−2k. So we have c+d = l,
b+d = m, a+b+c+d = n and min(n− l−m, 0) ≤ a ≤ min(n−m− l, 0)+e0. So
the monomials which appear in (30) is the same as those in (28). The number of k such
that (30) is a polynomial of order n is also e0 + 1. So the linear span of monomials
ξa11ξ

b
12ξ

c
21ξ

d
22 with a + b + c + d = n, c + d = l, b + d = m is the same as the

linear span of (ξ11ξ22 − ξ12ξ21)
ke(n−2k)

l−k.m−k(X12) with 0 ≤ k ≤ e0. Now we consider
the following polynomial Qlm(X12).

Qlm(X12) =
∑

a+b+c+d=n
c+d=l
b+d=m

pabcdξ
a
11ξ

b
12ξ

c
21ξ

d
22. (34)
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and assume that this is a part of the generic generating function. Then we have pabcd ∈
Pnnn(d) and these pabcd can be more or less explicitly calculated by Gnnn(T , X), so
we regard pabcd as known objects. If we write ξa11ξ

b
12ξ

c
21ξ

d
22 and also Qlm(X12) as

linear combinations of (ξ11ξ22 − ξ12ξ21)
ke(n−2k)

l−k,m−k(X12), then the coefficients p
(k)
lm (T )

of (ξ11ξ22 − ξ12ξ21)
ke(n−2k)

l−k,m−k(X12) in Qlm(X12) is a linear combination of some
pabcd ∈ Pnnn(d). Then the vector

(p(k)
lm (T )(ξ11ξ22 − ξ12ξ21)

ke(n−2k)
l−k,m−k(X12))k≤l,m≤n−k

in the representation space of GL(nnn,C), or the numerical vector (p(k)
lm (T ))k≤l,m≤n−k

gives a vector valued higher spherical polynomials such that (p(k)
lm (AT t A))l,m realizes

the representation detk Sym(n − 2k) ⊗ detk Sym(n − 2k).
So our aim now is to write each monomial ξa11ξ

b
12ξ

c
21ξ

d
22 by an explicit linear com-

bination of (ξ11ξ22 − ξ12ξ21)
ke(n−2k)

l−k,m−k(X12). Since (ξ11ξ22 − ξ12ξ21)
ke(n−2k)

l−k,m−k(X12)

and monomials in Qlm(X) span the same vector space, there exist ck(l,m) which are
linear combinations of pabcd such that

Qlm(X12) =
e0∑

k=0

ck(l,m)

k! (ξ11ξ22 − ξ12ξ21)
ke(n−2k)

l−k,m−k(X12). (35)

Our aim is to write down ck(l,m) in terms of pabcd . By the relation a+b+c+d = n,
c + d = l, b + d = m, we have d = a − (n − l −m), b = n − l − a, c = n −m − a.
So for a fixed l, m, the numbers b, c, d are determined by a and it is reasonable to
compare the relation (35) under the restriction to ξ11 = λ, ξ12 = 1, ξ22 = 1, ξ21 = 1.
We put

Qml(λ) = Qlm

(

λ 1
1 1

)

=
∑

a+b+c+d=n
c+d=l
b+d=m

pabcdλ
a

and

fk(λ) =
(
n − 2k

l − k

)−1 ∑

p+q=l−k
0≤p≤n−m−k
0≤q≤m−k

(
n − m − k

p

)(
m − k

q

)

λn−m−k−p.

Then for a fixed l, m, by (35), we have

Qlm(λ) =
e0∑

k=0

ck(l,m)

k! (λ − 1)k fk(λ).
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For any function f (λ) of λ, we write f (s)(λ) the s-th derivative of f with respect to
λ.

Lemma 7.2 For any non-negative integer s, we have

Q(s)
lm (1) =

e0∑

k=0

(
s

k

)

ck(l,m) f (s−k)
k (1).

Proof This is obvious by the Leibniz rule. Here we regard
(0
0

) = 1. 	


Lemma 7.3 We have

f (r)
k (1) = r !

(
n − 2k

r

)−1(n − m − k

r

)(
n − l − k

r

)

.

In particular, we have fk(1) = f (0)
k (1) = 1.

Proof Differentiate the definition of fk(λ) repeatedly , we have

f (r)
k (λ) =

(
n − 2k

l − k

)−1 ∑

p+q=l−k
0≤p≤n−m−k
0≤q≤m−k

((
n − m − k

p

)(
m − k

q

)

×
r

∏

i=1

(n − m − k − p − i + 1)

)

λn−m−k−p−r

Here except for p such that 0 ≤ p ≤ n − m − k − r , the term is zero. So we may
assume that (p, q) runs under the condition 0 ≤ p ≤ n −m − k − r , 0 ≤ q ≤ m − k,
and p + q = l − k. We have

(n − m − k − p) · · · (n − m − k − p − r + 1)

(
n − m − k

p

)

= (n − m − k)!
p!(n − m − k − p − r)!

= (n − m − k)(n − m − k − 1) · · · (n − m − k − r + 1)

(
n − m − k − r

p

)

Here we also have

∑

p+q=l−k
0≤p≤n−m−k−r

0≤q≤m−k

(
n − m − k − r

p

)(
m − k

q

)

=
(
n − 2k − r

l − k

)

.
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On the other hand, we have

(
n − 2k

l − k

)−1(n − 2k − r

l − k

)

= (n − k − l)!(n − 2k − r)!
(n − 2k)!(n − k − l − r)!

=
(
n − 2k

r

)−1(n − k − l

r

)

.

Since we have

r
∏

i=1

(n − m − k − i + 1) = r !
(
n − m − k

r

)

,

we have the formula in the lemma. 	

For 0 ≤ s, k ≤ e0, we put

ask = s!
k!

(
n − 2k

s − k

)−1(n − m − k

s − k

)(
n − l − k

s − k

)

.

In particular if s < k, then this is 0 by the general definition of binomial coefficients,
so if we define (e0 + 1)× (e0 + 1) matrix A by A = (ai j )0≤i, j≤e0 , then this is a lower
triangular matrix. By Lemma 7.3, we have

Q(s)
lm (1) =

s
∑

k=0

askck(l,m),

andwewould like to solve this simultaneous equation for unknown ck(l,m), regarding
Q(s)

lm (1) as known quantity. It is not difficult to calculate the inverse matrix of A since
A is lower triangular. For integers i , j with 0 ≤ i, j ≤ e0, we put

bi j = (−1)i+ j i !
j !

(
n − i − j + 1

i − j

)−1(n − m − j

i − j

)(
n − l − j

i − j

)

and put B = (bi j ).

Lemma 7.4 We have AB = I , where I is the (e0 + 1) × (e0 + 1) identity matrix.

Proof For any pair of non-negative integers (ν, μ), the (ν + 1, μ + 1) component of
AB is given by

cνμ =
ν

∑

κ=μ

aνκbκμ.
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(We note that (1, 1) components are denoted by a00, b00, c00.) The range of κ is
restricted as above since aνκ = 0 if ν < κ and bκμ = 0 if κ < μ. In particular, if
ν < μ, then cνμ = 0, which means that AB is lower triangular, of course. Now we
calculate cνμ. If ν = μ, then κ = μ = ν, and since aνν = bνν = 1, we have

cνν = 1.

Next we assume that ν > μ. We have

aνκbκμ

= ν!
κ!

(ν − κ)!(n − ν − κ)!(n − m − κ)!(n − l − κ)!
(n − 2κ)!(ν − κ)!(n − m − ν)!(ν − κ)!(n − l − ν)!

× (−1)κ+μ κ!
μ!

(κ − μ)!(n − 2κ + 1)!(n − m − μ)!(n − l − μ)!
(n − μ − κ + 1)!(κ − μ)!(n − m − κ)!(κ − μ)!(n − l − κ)!

= (−1)μ
(

ν

μ

)
(n − m − μ)!(n − l − μ)!
(n − m − ν)!(n − l − ν)!

× (−1)κ
(

ν − μ

ν − κ

)
(n + 1 − 2κ)(n − ν − κ)!

(n + 1 − μ − κ)!
The first factor does not depend on κ , so we will calculate the following sum S.

S =
ν

∑

κ=μ

(−1)κ−μ

(
ν − μ

ν − κ

)
(n + 1 − 2κ)(n − ν − κ)!

(n + 1 − μ − κ)! .

Now we put ρ = ν − μ and κ = μ + α. Then we have

S =
ρ

∑

α=0

(−1)α
(

ρ

α

)
(n + 1 − 2μ − 2α)(n − 2μ − ρ − α)!

(n + 1 − 2μ − α)!

= ρ!(n − 2μ − 2ρ)!
(n − 2μ + 1)!

ρ
∑

α=0

(−1)α
(n − 2μ + 1)!(n − 2μ − ρ − α)!(n + 1 − 2μ − 2α)

α!(ρ − α)!(n − 2μ − 2ρ)!(n + 1 − 2μ − α)!

= ρ!(n − 2μ − 2ρ)!
(n − 2μ + 1)!

×
ρ

∑

α=0

(−1)α
(
n + 1 − 2μ

α

)(
n − 2μ − ρ − α

ρ − α

)

(n + 1 − 2μ − 2α).

For any variable x , we can show the following combinatorial identity

ρ
∑

α=0

(−1)α
(
x + 1

α

)(
x − ρ − α

ρ − α

)

(x + 1 − 2α) = 0.

(e.g. by using [28] or [33].) Applying this to x = n − 2μ in the last expression of S,
we see S = 0. 	
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Theorem 7.5 Notation being the same as before, for a fixed n, l and m, we have

ck = ck(l,m) =
e0∑

s=0

bks Q
(s)
lm (1).

For a fixed k, the vector

∑

k≤l,m≤n−k

(∑e0
s=0 bks Q

(s)
lm (1)

k!

)

e(n−2k)
l−k,m−k(X12)(ξ11ξ22 − ξ12ξ21)

k

gives an element of P(2,2)
ρ (d) for ρ = detk Sym(n − 2k) ⊗ detk Sym(n − 2k).

We repeat themeaning of Theorem 7.5 a littlemore in details. Herewe are regarding
Qlm(X) as a part of the degree n part of the generic generating function, so we can
write Q(s)

lm (1) explicitly by the descending basis which are proportional to pabcd .
Here the pair (l,m) runs over (n − 2k + 1)2 numbers with k ≤ l,m ≤ n − k and
{e(n−2k)

l−k,m−k(X)(ξ11ξ22 − ξ12ξ21)
k}k≤l,m≤n−k form a basis of the representation space of

detk Sym(n−2k)⊗detk Sym(n−2k). So if we define aC(n−2k+1)2 valued polynomial
P(T ) by

P(T ) =
(∑e0

s=0 bks Q
(s)
lm (1)

k!

)

k≤l,m≤n−k

,

then each component vanishes under D11, D12, D22, D33, D34, D44 and we have

P(AT t A) = Rk,n−2k(B) ⊗ Rk,n−2k(C)P(T ),

where A =
(

B 0
0 C

)

∈ GL(4,C) (B, C ∈ GL(2,C)) and Rk,n−2k is some represen-

tation matrix of detk Sym(n − 2k).
We give an example for det Sym(1). Then (l,m) = (1, 1), (1, 2), (2, 1) or (2, 2)

and e0 = min(l,m, n − l, n − m) = 1 for any l, m. For any (l,m) above, we have
b00 = b11 = 1, b01 = 0 and b10 = −4/3, −2/3, −2/3, −1/3 for (l,m) = (1, 1),
(1, 2), (2, 1), (2, 2), respectively. We have
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Q11(λ) = p2001λ
2 + p1110λ,

Q′
11(λ) = 2p2001λ + p1110,

Q12(λ) = p1101λ + p0210,

Q′
12(λ) = p1101,

Q21(λ) = p1011λ + p0120,

Q′
21(λ) = p1011,

Q22(λ) = p1002λ + p0111,

Q′
22(λ) = p1002.

So if we put

P(T ) = 1

3

(

2p2001 − p1110 p1101 − 2p0210
p1011 − 2p0120 2p1002 − p0111

)

, (36)

then all the entries are in P(2,2)(d) and P(AT t A) = det(A1A2)A1P(T ) t A2. Here
p∗∗∗∗ are obtained from the generating function G(2,2)(T , X) and given by

p2001 = d

2

(

−2dt13t14t23 + (d2 + 2d − 4)t213t24 + 4t12t14t33

− (d + 2)t11t24t33 − 2dt12t13t34 + 4t11t23t34

)

,

p1110 = d

(

(d2 + d − 4)t13t14t23 − dt213t24 − dt12t14t33 + 2t11t24t33

+ (4 − d)t12t13t34 − dt11t23t34

)

,

p1101 = d

(

−dt214t23 + (d2 + d − 4)t13t14t24 + (4 − d)t12t14t34

− dt11t24t34 − dt12t13t44 + 2t11t23t44

)

,

p0210 = d

2

(

(d2 + 2d − 4)t214t23 − 2dt13t14t24 − 2dt12t14t34

+ 4t11t24t34 + 4t12t13t44 − (2 + d)t11t23t44

)

,

p1011 = d

(

−dt14t
2
23 + (d2 + d − 4)t13t23t24 + +2t14t22t33

− dt12t24t33 − dt13t22t34 + (4 − d)t12t23t34

)

,
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p0120 = d

2

(

(d2 + 2d − 4)t14t
2
23 − 2dt13t23t24 − (d + 2)t14t22t33

+ 4t12t24t33 + 4t13t22t34 − 2dt12t23t34

)

,

p1002 = d

2

(

−2dt14t23t24 + (d2 + 2d − 4)t13t
2
24 + 4t14t22t34

− 2dt12t24t34 − (d + 2)t13t22t44 + 4t12t23t44

)

,

p0111 = d

(

(d2 + d − 4)t14t23t24 − dt13t
2
24 − dt14t22t34

+ (4 − d)t12t24t34 + 2t13t22t44 − dt12t23t44

)

.

and we have

2p2001 − p1110
3d(d + 4)

= (d − 1)t13(t13t24 − t14t23) + t12t14t33 − t11t24t33 − t12t13t34 + t11t23t34,

p1101 − 2p0120
3d(d + 4)

= (d − 1)t14(t13t24 + t14t23) + t12t14t34 − t11t24t34 − t12t13t44 + t11t23t44,

p1011 − 2p0120
3d(d + 4)

= (d − 1)t23(t13t24 − t14t23) + t14t22t33 − t12t24t33 − t13t22t34 + t12t23t34,

2p1002 − p0111
3d(d + 4)

= (d − 1)t24(t13t24 − t14t23) + t14t22t34 − t12t24t34 − t13t22t44 + t12t23t44.

Of course (36) should be a constant multiple of (21) in Sect. 4. Indeed if we divide
(36) by d(d − 1)(d + 4), then we obtain (21).
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