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#### Abstract

We consider incompressible Navier-Stokes equations in a bounded 2D domain, complete with the so-called dynamic slip boundary conditions. Assuming that the data are regular, we show that weak solutions are strong. As an application, we provide an explicit upper bound of the fractal dimension of the global attractor in terms of the physical parameters. These estimates comply with analogous results in the case of Dirichlet boundary condition.


## 1. Introduction

The 2D incompressible Navier-Stokes equations are an example of nonlinear PDE, for which a rather satisfactory mathematical theory can be developed. The global existence of a unique weak solution is available; the solution is smooth if the data permit. Long-time dynamics can be described by a finite-dimensional global (or even exponential) attractor. Its dimension can also be estimated in terms of the problem's parameters. From an extensive bibliography, let us mention the monographs Temam [22], Constantin and Foias [6], Robinson [19]. In particular, the problem of the attractor dimension is still an area of current research, see Ilyin et al. [12,13].

In the present paper, we aim to extend the analysis to the case of dynamic slip boundary condition. Here the usual NS equations are coupled with an evolutionary problem on the boundary $\partial \Omega$ :

$$
\begin{aligned}
\beta \partial_{t} \boldsymbol{u}+\alpha \boldsymbol{u}+[\boldsymbol{S} \boldsymbol{n}]_{\tau} & =\beta \boldsymbol{h} \\
\boldsymbol{u} \cdot \boldsymbol{n} & =0
\end{aligned}
$$

Here $\boldsymbol{S}=v \boldsymbol{D} \boldsymbol{u}$ is the Cauchy stress, $v>0$ is the viscosity of the fluid. Parameter $\alpha>0$ is related to the boundary slip; for $\alpha=0$, we have perfect slip, while $\alpha \rightarrow+\infty$ reduces to no-slip (zero Dirichlet) condition. The key difference is that the boundary conditions are not enforced immediately, but only after some relaxation time $\beta>0$.

[^0]For the sake of generality, we also include a boundary force term $\boldsymbol{h}$, conveniently multiplied by $\beta$.

These problems were extensively studied in [16], see also [1], where the basic theory of weak solutions was established, covering a rather general class of relations between the stress tensor $\boldsymbol{S}$ and the shear rate $\boldsymbol{D} \boldsymbol{u}$ both of the polynomial type (Ladyzhenskaya fluid) and even implicit constitutive relations. Let us also note that existence of finitedimensional attractors was established both for 2D and 3D Ladyzhenskaya-type fluid with dynamic slip boundary conditions in [17,18].

On the other hand, the problem with the stationary slip condition (i.e., for $\beta=0$ ) was studied in [2]; see also [10]. In particular, the $L^{p}$ theory for both weak and strong solutions, as well as the existence of analytic semigroups, was established for the linear (Stokes) problem.

Our paper is organized as follows: In Sect. 1, we formulate the problem and describe the details of analytical setting; in particular, the function spaces and the weak formulation. Here we mostly follow [16]. Section 2 is devoted to the Stokes system. Key results here consist of deriving the maximal $W^{2,2}$ regularity, as well as $W^{2, q}$ estimates. We crucially rely on the (stationary) regularity results, obtained in [2]. It appears that the results for $p \neq 2$ are not sharp (maximal), which is perhaps related to the fact that the problem is not known to generate an analytic semigroup in the $L^{p}$ setting unless $p=2$.

In Sect. 3, we proceed to a nonlinear system, including both the convective term in the interior equations, and a nonlinear slip term on the boundary. We also cover certain class of non-Newtonian fluids, where the viscosity is bounded, but otherwise depends on time, space or even the shear rate $|\boldsymbol{D} \boldsymbol{u}|$. Section 4 is devoted to estimating the attractor dimension. We use the standard method of Lyapunov exponents, focusing on two key steps: differentiability of the solution semigroup (which relies on the previously obtained strong regularity), and sharp trace estimates, employing among others a suitable version of the Lieb-Thirring inequality. For the reader's convenience, several auxiliary results are collected in the Appendix.

Let us briefly mention some further possible research directions. While the current paper focuses on the case of $\Omega$ bounded, it would certainly be interesting to also study analogous results for unbounded domains, regarding both regularity and attractor dimension; cf. [12] for the case of damped NSE in $\mathbb{R}^{2}$. Second, a more general class of non-Newtonian fluids could be considered, in particular, the Ladyzhenskaya model with growth exponents $r \neq 2$; cf. [15] for the case of Dirichlet boundary conditions.

Last, but not the least, recall that in case of the 2D Navier-Stokes equations with homogeneous Dirichlet boundary condition, the attractor dimension satisfies $\operatorname{dim}_{L^{2}}^{f} \mathcal{A} \leq$ $c_{0} G$, where $G$ is the non-dimensional Grashof number. Our estimates reduce to that for $\alpha$ large and $\beta$ small as expected. On the other hand, it is not clear if the estimate is optimal. In case of free boundary, an improved estimate (up to a logarithmic factor) $\operatorname{dim}_{L^{2}}^{f} \mathcal{A} \leq c_{0} G^{2 / 3}$ was shown in [22,23]. It would be interesting to also recover this as a special case, in the regime where $\alpha, \beta \rightarrow 0$ the estimate is optimal.

### 1.1. Problem formulation

Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^{2}$. We employ small boldfaced letters to denote vectors and bold capitals for tensors. The symbols "." and ":" stand for the scalar product of vectors and tensors, respectively. Outward unit normal vector is denoted by $\boldsymbol{n}$ and for any vector-valued function $\boldsymbol{x}: \partial \Omega \rightarrow \mathbb{R}^{2}$, the symbol $\boldsymbol{x}_{\tau}$ stands for the projection to the tangent plane, i.e., $\boldsymbol{x}_{\tau}=\boldsymbol{x}-(\boldsymbol{x} \cdot \boldsymbol{n}) \boldsymbol{n}$.

Standard differential operators, like gradient ( $\nabla$ ), or divergence (div), are always related to the spatial variables only. By $\boldsymbol{D} \boldsymbol{u}$ we understand the symmetric gradient of the velocity field, i.e., $2 \boldsymbol{D} \boldsymbol{u}=\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{\top}$.

We denote the trace of Sobolev functions as the original function, and if we want to emphasize it, we use the symbol "tr". Generic constants, that depend just on data, are denoted by $c$ or $C$ and may vary from line to line.

Our problem is the following. Let $\boldsymbol{f}:(0, T) \times \Omega \rightarrow \mathbb{R}^{2}$ and $\boldsymbol{h}:(0, T) \times \partial \Omega \rightarrow \mathbb{R}^{2}$ be given external forces and $\boldsymbol{u}_{0}: \bar{\Omega} \rightarrow \mathbb{R}^{2}$ is the initial velocity. We will also use $\boldsymbol{F}$ as a notation for the whole couple $(\boldsymbol{f}, \boldsymbol{h})$. We are looking for the velocity field $\boldsymbol{u}:(0, T) \times \bar{\Omega} \rightarrow \mathbb{R}^{2}$ and the pressure $\pi:(0, T) \times \Omega \rightarrow \mathbb{R}$ solutions to the generalized Navier-Stokes system

$$
\begin{align*}
& \partial_{t} \boldsymbol{u}-\operatorname{div} \boldsymbol{S}(\boldsymbol{D} \boldsymbol{u})+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\nabla \pi=\boldsymbol{f} \quad  \tag{1}\\
& \quad \text { in }(0, T) \times \Omega,  \tag{2}\\
& \operatorname{div} \boldsymbol{u}=0 \quad \text { in }(0, T) \times \Omega,
\end{align*}
$$

completed by the boundary and initial conditions

$$
\begin{align*}
\beta \partial_{t} \boldsymbol{u}+[\boldsymbol{s}(\boldsymbol{u})+\boldsymbol{S}(\boldsymbol{D} \boldsymbol{u}) \boldsymbol{n}]_{\tau} & =\beta \boldsymbol{h} \quad \text { on }(0, T) \times \partial \Omega,  \tag{3}\\
\boldsymbol{u} \cdot \boldsymbol{n} & =0 \quad \text { on }(0, T) \times \partial \Omega,  \tag{4}\\
\boldsymbol{u}(0) & =\boldsymbol{u}_{0} \quad \text { in } \bar{\Omega}, \tag{5}
\end{align*}
$$

where $\beta>0$ is a fixed number.
By $\boldsymbol{S}: \mathbb{R}^{2 \times 2} \rightarrow \mathbb{R}^{2 \times 2}$, we understand the viscous part of the Cauchy stress. We require there exists a non-negative potential $U \in \mathcal{C}^{1}\left(\mathbb{R}^{+}\right)$such that $U(0)=0$ and

$$
\begin{equation*}
\boldsymbol{S}(\boldsymbol{D})=\partial_{\boldsymbol{D}} U\left(|\boldsymbol{D}|^{2}\right)=2 U^{\prime}\left(|\boldsymbol{D}|^{2}\right) \boldsymbol{D} \tag{6}
\end{equation*}
$$

Moreover, there hold the coercivity and the growth condition with the power two, i.e., for all symmetrical $2 \times 2$ matrices $\boldsymbol{D}$ and $\boldsymbol{E}$ we have the inequalities

$$
\begin{gather*}
(\boldsymbol{S}(\boldsymbol{D})-\boldsymbol{S}(\boldsymbol{E})):(\boldsymbol{D}-\boldsymbol{E}) \geq c_{1}|\boldsymbol{D}-\boldsymbol{E}|^{2},  \tag{7}\\
\left|\partial_{\boldsymbol{D}} U\left(|\boldsymbol{D}|^{2}\right)\right|=|\boldsymbol{S}(\boldsymbol{D})| \leq c_{2}|\boldsymbol{D}| . \tag{8}
\end{gather*}
$$

In Theorem 1, we also need higher derivatives of $U$. So, for example, by $\partial_{\boldsymbol{D}}^{2} U\left(|\boldsymbol{D}|^{2}\right)$ we understand

$$
\partial_{\boldsymbol{D}}^{2} U\left(|\boldsymbol{D}|^{2}\right)=\partial_{\boldsymbol{D}}\left(\partial_{\boldsymbol{D}} U\left(|\boldsymbol{D}|^{2}\right)\right)=\partial_{\boldsymbol{D}} \boldsymbol{S}(\boldsymbol{D})=2 U^{\prime}\left(|\boldsymbol{D}|^{2}\right) I d+4 U^{\prime \prime}\left(|\boldsymbol{D}|^{2}\right) \boldsymbol{D} \boldsymbol{D}
$$

Concerning the boundary term $\boldsymbol{s}$, we work with the similar, but a more general, situation. We consider a differentiable function $\boldsymbol{s}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ such that $\boldsymbol{s}(\mathbf{0})=\mathbf{0}$ and for some $s \geq 2$ satisfy for all $\boldsymbol{u}, \boldsymbol{v} \in \mathbb{R}^{2}$ the coercivity condition

$$
\begin{equation*}
(s(\boldsymbol{u})-s(\boldsymbol{v})) \cdot(\boldsymbol{u}-\boldsymbol{v}) \geq \alpha c_{3}\left(1+|\boldsymbol{u}|^{s-2}+|\boldsymbol{v}|^{s-2}\right)|\boldsymbol{u}-\boldsymbol{v}|^{2} \tag{9}
\end{equation*}
$$

with certain $\alpha>0$, the growth condition

$$
\begin{equation*}
|\boldsymbol{s}(\boldsymbol{u})-\boldsymbol{s}(\boldsymbol{v})| \leq c_{4}\left(1+|\boldsymbol{u}|^{s-2}+|\boldsymbol{v}|^{s-2}\right)|\boldsymbol{u}-\boldsymbol{v}| \tag{10}
\end{equation*}
$$

and its first derivative is controlled

$$
\begin{equation*}
\boldsymbol{s}^{\prime}(\boldsymbol{u}) \boldsymbol{v} \cdot \boldsymbol{v} \geq \alpha c_{5}|\boldsymbol{v}|^{2}, c_{5} \in(0,1) \tag{11}
\end{equation*}
$$

Typical examples of $\boldsymbol{S}$ satisfying (6)-(8) are

$$
\boldsymbol{S}(\boldsymbol{D})=2 v \boldsymbol{D} \text { and } \boldsymbol{S}(\boldsymbol{D})=2 v\left(|\boldsymbol{D}|^{2}\right) \boldsymbol{D}
$$

where $v$ is either a positive constant or some reasonable shear-dependent function, respectively. The corresponding potentials are

$$
U\left(|\boldsymbol{D}|^{2}\right)=v|\boldsymbol{D}|^{2} \text { and } U\left(|\boldsymbol{D}|^{2}\right)=\int_{0}^{|\boldsymbol{D}|^{2}} v(s) \mathrm{d} s
$$

### 1.2. Main results

The two main theorems of our article are summarized here. See Sect. 1.3 for definitions of function spaces.

Theorem 1. (Strong solutions) Let us consider the system (1)-(11) with $\Omega \in \mathcal{C}^{1,1}$ and the initial condition $\boldsymbol{u}_{0} \in H$. Concerning the Cauchy stress, we further suppose that

$$
U \in \mathcal{C}^{3}\left(\mathbb{R}^{+}\right)
$$

and

$$
\begin{align*}
\partial_{\boldsymbol{D}}^{2} U\left(|\boldsymbol{D}|^{2}\right) \boldsymbol{E}: \boldsymbol{E}=\partial_{\boldsymbol{D}} \boldsymbol{S}(\boldsymbol{D}) \boldsymbol{E}: \boldsymbol{E} & \geq c_{1}|\boldsymbol{E}|^{2},  \tag{12}\\
\left|\partial_{\boldsymbol{D}}^{2} U\left(|\boldsymbol{D}|^{2}\right)\right|+\left|\partial_{\boldsymbol{D}}^{3} U\left(|\boldsymbol{D}|^{2}\right)\right| & \leq C, \tag{13}
\end{align*}
$$

hold for all symmetrical $2 \times 2$ matrices $\boldsymbol{D}, \boldsymbol{E}$. Concerning the boundary nonlinearity, we require that

$$
\boldsymbol{s} \in \mathcal{C}^{2}\left(\mathbb{R}^{2}\right) \text { and } \boldsymbol{s}^{\prime}, \boldsymbol{s}^{\prime \prime} \text { are bounded. }
$$

Let $2<p<+\infty$ be given, we denote

$$
t(p):=\frac{2 p}{p+2}
$$

and suppose

$$
\begin{aligned}
& \boldsymbol{F}, \partial_{t} \boldsymbol{F}, \partial_{t t} \boldsymbol{F} \in L^{2}\left(0, T ; V^{*}\right), \\
& \boldsymbol{f} \in L^{\infty}\left(0, T ; L^{p}(\Omega)\right), \boldsymbol{h} \in L^{\infty}\left(0, T ; W^{1-\frac{1}{p}, p}(\partial \Omega)\right), \\
& \partial_{t} \boldsymbol{f} \in L^{\infty}\left(0, T ; L^{t(p)}(\Omega)\right), \partial_{t} \boldsymbol{h} \in L^{\infty}\left(0, T ; W^{-\frac{1}{p}, p}(\partial \Omega)\right) .
\end{aligned}
$$

Then there is $q>2$ such that the unique weak solution of (1)-(11) satisfies

$$
\begin{aligned}
\boldsymbol{u} & \in L_{l o c}^{\infty}\left(0, T ; W^{2, q}(\Omega)\right), \\
\pi & \in L_{l o c}^{\infty}\left(0, T ; W^{1, q}(\Omega)\right) .
\end{aligned}
$$

Remark 1. The theorem also holds, after some minor modifications, for the case when $\boldsymbol{S}(\boldsymbol{D})=\boldsymbol{A}(t, x) \boldsymbol{D}$ with symmetrical matrix $\boldsymbol{A} \in \mathcal{C}^{2}\left([0, T] ; L^{\infty}\left(\mathbb{R}^{2}\right)\right)$ satisfying the estimate

$$
c_{1}|\boldsymbol{D}|^{2} \leq \boldsymbol{A}(t, x) \boldsymbol{D}: \boldsymbol{D} \leq c_{2}|\boldsymbol{D}|^{2},
$$

for any symmetrical $2 \times 2$ matrix $\boldsymbol{D}$.
Remark 2. In comparison with the same problem with the Dirichlet boundary condition, see [14], we really need stronger assumptions on the first-time derivative of our data and, moreover, some mild assumption on its second-time derivatives.

Theorem 2. (Dimension estimate) Assume both $\boldsymbol{S}$ and $\boldsymbol{s}$ are linear:

$$
\boldsymbol{S}(\boldsymbol{D})=v \boldsymbol{D}, \quad \boldsymbol{s}(\boldsymbol{u})=\alpha \boldsymbol{u}
$$

and the right-hand side $\boldsymbol{F}=(\boldsymbol{f}, \boldsymbol{h}) \in H$ is independent of time, where moreover

$$
\boldsymbol{f} \in L^{p}(\Omega), \boldsymbol{h} \in W^{1-1 / p, p}(\partial \Omega)
$$

for some $p>2$. Then, the fractal dimension of the global attractor to system (1)-(4) satisfies an estimate

$$
\operatorname{dim}_{H}^{f} \mathcal{A} \leq c_{0} \cdot \frac{M_{\beta}}{m_{\alpha}^{3 / 2}} \cdot \frac{\ell^{2}\|\boldsymbol{F}\|_{H}}{v^{2}} .
$$

where

$$
\ell=\operatorname{diam} \Omega, \quad m_{\alpha}=\min \{1, \alpha \ell / \nu\}, \quad M_{\beta}=\max \{1, \beta / \ell\}
$$

and $c_{0}$ is some non-dimensional constant.

### 1.3. Function spaces

For a Banach space $X$ over $\mathbb{R}$, its dual is denoted by $X^{*}$ and $\left\langle x^{*}, x\right\rangle_{X}$ is the duality pairing. For $p \in[1, \infty]$, we denote $\left(L^{p}(\Omega),\|\cdot\|_{L^{p}(\Omega)}\right)$ and $\left(W^{1, p}(\Omega),\|\cdot\| \|_{W^{1, p}(\Omega)}\right)$ the Lebesgue and Sobolev spaces with corresponding norms. We often write just $\|\cdot\|_{p}$ or $\|\cdot\|_{1, p}$. The space of functions $\boldsymbol{u}:[0, T] \rightarrow X$ which are $L^{p}$ integrable or (weakly) continuous with respect to time is denoted by $L^{p}(0, T ; X), \mathcal{C}([0, T] ; X)$ or $\mathcal{C}_{\mathrm{w}}([0, T] ; X)$, respectively.

Because of the presence of the time derivative on the boundary, we need to pay close attention to the boundary terms. Thus, we need more refined function spaces. We will follow the notation of [1]. We introduce the spaces
$\mathcal{V}:=\left\{(\boldsymbol{u}, \boldsymbol{g}) \in \mathcal{C}^{0,1}(\bar{\Omega}) \times \mathcal{C}^{0,1}(\partial \Omega) ; \operatorname{div} \boldsymbol{u}=0\right.$ in $\Omega, \boldsymbol{u} \cdot \boldsymbol{n}=0$ and $\boldsymbol{u}=\boldsymbol{g}$ on $\left.\partial \Omega\right\}$,
$V:=\operatorname{cl}(\mathcal{V}, V)$, where $\|(\boldsymbol{u}, \boldsymbol{g})\|_{V}:=\|\boldsymbol{D} \boldsymbol{u}\|_{L^{2}(\Omega)}+\alpha\|\boldsymbol{g}\|_{L^{2}(\partial \Omega)}$,
$H:=\operatorname{cl}(\mathcal{V}, H)$, where $\|(\boldsymbol{u}, \boldsymbol{g})\|_{H}^{2}:=\|\boldsymbol{u}\|_{L^{2}(\Omega)}^{2}+\beta\|\boldsymbol{g}\|_{L^{2}(\partial \Omega)}^{2}$.
Space $V$ is both reflexive and separable. Observe that thanks to Korn's inequality (see Proposition 3 in Appendix), the norm in $V$ is equivalent to the standard $W^{1,2}$ norm. Next, $H$ is Hilbert space identified with its own dual $H^{*}$, endowed with the inner product

$$
((\tilde{\boldsymbol{u}}, \tilde{\boldsymbol{g}}),(\boldsymbol{u}, \boldsymbol{g}))_{H}:=\int_{\Omega} \tilde{\boldsymbol{u}} \cdot \boldsymbol{u} \mathrm{d} x+\beta \int_{\partial \Omega} \tilde{\boldsymbol{g}} \cdot \boldsymbol{g} \mathrm{d} S
$$

The duality pairing between $V$ and $V^{*}$ is defined in a standard way as a continuous extension of the inner product $(\cdot, \cdot)_{H}$ on $H$. Note that there is a Gelfand triplet

$$
V \hookrightarrow H \equiv H^{*} \hookrightarrow V^{*},
$$

where both embeddings are continuous and dense.
It will be useful (and certainly is of independent interest) to have intrinsic description of the above spaces. Let us denote

$$
\begin{aligned}
W_{\sigma, \boldsymbol{n}}^{1, p}(\Omega) & =\left\{\boldsymbol{u} \in W^{1, p}(\Omega) ; \operatorname{div} \boldsymbol{u}=0 \text { in } \Omega, \boldsymbol{u} \cdot \boldsymbol{n}=0 \text { on } \partial \Omega\right\} \\
L_{\sigma, \boldsymbol{n}}^{p} & =\operatorname{cl}\left(\mathcal{V}, L^{p}(\Omega \times \partial \Omega)\right) \text { with }\|(\boldsymbol{u}, \boldsymbol{g})\|_{L^{p}(\Omega \times \partial \Omega)}=\|\boldsymbol{u}\|_{L^{p}(\Omega)}+\|\boldsymbol{g}\|_{L^{p}(\partial \Omega)}, \\
L_{\sigma, \boldsymbol{n}}^{p}(\Omega) & =\left\{\boldsymbol{u} \in L^{p}(\Omega) ; \operatorname{div} \boldsymbol{u}=0 \text { in } \Omega, \boldsymbol{u} \cdot \boldsymbol{n}=0 \text { on } \partial \Omega\right\} \\
L_{\tau}^{p}(\partial \Omega) & =\left\{\boldsymbol{g} \in L^{p}(\partial \Omega) ; \boldsymbol{g} \cdot \boldsymbol{n}=0\right\} .
\end{aligned}
$$

Note that $L_{\sigma, \boldsymbol{n}}^{2}=H$ and the normal trace in this space is well-defined, cf. [7, Section 10.3.]. Now, it is not difficult to see (by an argument similar to the lemma below) that

$$
V=\left\{(\boldsymbol{u}, \operatorname{tr} \boldsymbol{u}) ; \boldsymbol{u} \in W_{\sigma, \boldsymbol{n}}^{1,2}(\Omega)\right\}
$$

Furthermore, if $\rho \geq 1$ is such that $\operatorname{tr}: W^{1,2}(\Omega) \rightarrow L^{\rho}(\partial \Omega)$, then $V \hookrightarrow W_{\sigma, \boldsymbol{n}}^{1, p}(\Omega) \times$ $L_{\tau}^{\rho}(\partial \Omega)$, and hence also $\left(W_{\sigma, \boldsymbol{n}}^{1, p}(\Omega)\right)^{*} \times L_{\tau}^{\rho^{\prime}}(\partial \Omega) \hookrightarrow V^{*}$. Finally, we claim that in the class of $L^{p}$ functions, the interior and boundary values decouple as well.

Lemma 1. Let $\Omega \subset \mathbb{R}^{d}$ be a bounded $\mathcal{C}^{1,1}$ domain. Then for any $p \in(1,+\infty)$ one has

$$
L_{\sigma, \boldsymbol{n}}^{p}=L_{\sigma, \boldsymbol{n}}^{p}(\Omega) \times L_{\tau}^{p}(\partial \Omega)
$$

Proof. First inclusion $\subset$ is obvious. To prove the second one, we will establish that

$$
\begin{align*}
& L_{\sigma, \boldsymbol{n}}^{p}(\Omega) \times\{0\} \subset L_{\sigma, \boldsymbol{n}}^{p},  \tag{14}\\
& \{0\} \times L_{\tau}^{p}(\partial \Omega) \subset L_{\sigma, \boldsymbol{n}}^{p} . \tag{15}
\end{align*}
$$

Inclusion (14) is also clear since the space

$$
\mathcal{D}(\Omega)=\left\{\boldsymbol{u} \in \mathcal{C}_{0}^{\infty}(\Omega) ; \operatorname{div} \boldsymbol{u}=0\right\}
$$

is dense in $L_{\sigma, \boldsymbol{n}}^{p}(\Omega)$, see, e.g., [8, Theorem III.2.3]. It remains to prove (15), i.e., for a given $\boldsymbol{g} \in L_{\tau}^{p}(\partial \Omega)$ we need to find smooth extension $\boldsymbol{u}$ such that both $\|\boldsymbol{u}-\boldsymbol{g}\|_{L^{p}(\partial \Omega)}$ and $\|\boldsymbol{u}\|_{L^{p}(\Omega)}$ are small.

Since $\partial \Omega$ is regular, we can assume that $\boldsymbol{g}$ is $\mathcal{C}^{1}$. Let $\boldsymbol{u}^{(1)}$ be its smooth extension such that $\left\|\boldsymbol{u}^{(1)}\right\|_{L^{p}(\Omega)}<\varepsilon$. To ensure the solenoidality, we finally set

$$
\boldsymbol{u}=\boldsymbol{u}^{(1)}-\boldsymbol{u}^{(2)}, \quad \text { where } \boldsymbol{u}^{(2)}=\mathcal{B}\left[\operatorname{div} \boldsymbol{u}^{(1)}\right]
$$

$\mathcal{B}$ being the Bogovskii operator; see [7, Section 10.5] for details. In particular, since $\boldsymbol{u}^{(1)} \cdot \boldsymbol{n}=\boldsymbol{g}^{(1)} \cdot \boldsymbol{n}=0$ on $\partial \Omega$, we have $\int_{\Omega} \operatorname{div} \boldsymbol{u}^{(1)} \mathrm{d} x=0$. It follows from [7, Theorem 10.11] that $\boldsymbol{u}^{(2)} \in W_{0}^{1, p}(\Omega)$ and

$$
\left\|\boldsymbol{u}^{(2)}\right\|_{L^{p}(\Omega)} \leq C\left\|\boldsymbol{u}^{(1)}\right\|_{L^{p}(\Omega)} \leq C \varepsilon
$$

where $C>0$ only depends on $\Omega$ and $p$. Hence $\boldsymbol{u}$ is the sought-for interior extension to $g$.

Remark 3. It is worth noting that we will not actually need a full strength of Lemma 1 ; rather just a very special case. Let us consider a couple ( $\boldsymbol{u}, \boldsymbol{g})$ such that $\boldsymbol{u} \in L_{\sigma, \boldsymbol{n}}^{2}(\Omega)$ and $\boldsymbol{g}$ is a trace of $\boldsymbol{v} \in W_{\sigma, \boldsymbol{n}}^{1,2}(\Omega)$. Then $(\boldsymbol{v}, \boldsymbol{g}) \in V$, which we observed above, and $(\boldsymbol{u}-\boldsymbol{v}, \mathbf{0}) \in H$ by (14). Therefore $(\boldsymbol{u}, \boldsymbol{g}) \in H$. It works similarly also for $\boldsymbol{u} \in\left(W_{\sigma, \boldsymbol{n}}^{1,2}(\Omega)\right)^{*}$, we would obtain $(\boldsymbol{u}, \boldsymbol{g}) \in V^{*}$. Let us also remark that the whole argument needs $\Omega$ to be just a Lipschitz domain.

### 1.4. Weak formulation

Here, we formally derive the proper notion of a weak solution. We take a scalar product of (1) with the smooth test function $\varphi \in \mathcal{V}$, integrate over the whole $\Omega$ and use Gauss's theorem to get

$$
\int_{\Omega} \partial_{t} \boldsymbol{u} \cdot \boldsymbol{\varphi}+\int_{\Omega}(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \cdot \varphi+\int_{\Omega} \boldsymbol{S}(\boldsymbol{D} \boldsymbol{u}): \nabla \varphi-\int_{\partial \Omega}[\boldsymbol{S}(\boldsymbol{D} \boldsymbol{u}) \boldsymbol{n}]_{\tau} \cdot \boldsymbol{\varphi}
$$

$$
=\int_{\Omega} f \cdot \varphi-\int_{\Omega} \pi \operatorname{div} \varphi+\int_{\partial \Omega} \pi \boldsymbol{n} \cdot \boldsymbol{\varphi} .
$$

The pressure terms vanish due to $\operatorname{div} \varphi=0$. Similarly, the tangential projection of boundary terms can be dropped as $\boldsymbol{\varphi} \cdot \boldsymbol{n}=0$ on $\partial \Omega$; we follow this convention from now on. Together with symmetricity of $\boldsymbol{S}(\boldsymbol{D u})$, we obtain

$$
\int_{\Omega} \partial_{t} \boldsymbol{u} \cdot \boldsymbol{\varphi}+\int_{\Omega} \boldsymbol{S}(\boldsymbol{D} \boldsymbol{u}): \boldsymbol{D} \varphi-\int_{\partial \Omega}[\boldsymbol{S}(\boldsymbol{D u}) \boldsymbol{n}]_{\tau} \cdot \boldsymbol{\varphi}=\int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi}-\int_{\Omega}(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \cdot \boldsymbol{\varphi} .
$$

Next, we use (3) to finally get

$$
\begin{aligned}
\int_{\Omega} \partial_{t} \boldsymbol{u} \cdot \boldsymbol{\varphi} & +\beta \int_{\partial \Omega} \partial_{t} \boldsymbol{u} \cdot \boldsymbol{\varphi}+\int_{\Omega} \boldsymbol{S}(\boldsymbol{D} \boldsymbol{u}): D \varphi+\int_{\partial \Omega} \boldsymbol{s}(\boldsymbol{u}) \cdot \boldsymbol{\varphi} \\
& =\int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi}+\beta \int_{\partial \Omega} \boldsymbol{h} \cdot \boldsymbol{\varphi}-\int_{\Omega}(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \cdot \boldsymbol{\varphi}
\end{aligned}
$$

which we rewrite as

$$
\left(\partial_{t} \boldsymbol{u}, \boldsymbol{\varphi}\right)_{H}+\int_{\Omega} \boldsymbol{S}(\boldsymbol{D} \boldsymbol{u}): \boldsymbol{D} \boldsymbol{\varphi}+\int_{\partial \Omega} \boldsymbol{s}(\boldsymbol{u}) \cdot \boldsymbol{\varphi}=(\boldsymbol{F}, \boldsymbol{\varphi})_{H}-\int_{\Omega}(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \cdot \boldsymbol{\varphi} .
$$

Of course, rigorously, the scalar product must be replaced by the duality pairing. From this point, it is not difficult to realize that we are able to get the usual apriori estimates for $\boldsymbol{u}$ and $\partial_{t} \boldsymbol{u}$. Hence, we introduce the following definition.

Definition 1. By a weak solution of (1)-(5), we understand the function

$$
\begin{aligned}
\boldsymbol{u} & \in L^{2}(0, T ; V) \cap \mathcal{C}([0, T] ; H) \text { and } \\
\partial_{t} \boldsymbol{u} & \in L^{2}\left(0, T ; V^{*}\right)
\end{aligned}
$$

that for a.e. $t \in(0, T)$ and any $\varphi \in V$ satisfies the identity

$$
\begin{equation*}
\left\langle\partial_{t} \boldsymbol{u}, \boldsymbol{\varphi}\right\rangle+\int_{\Omega} \boldsymbol{S}(\boldsymbol{D} \boldsymbol{u}): \boldsymbol{D} \varphi+\int_{\partial \Omega} \boldsymbol{s}(\boldsymbol{u}) \cdot \boldsymbol{\varphi}=\langle\boldsymbol{F}, \boldsymbol{\varphi}\rangle-\int_{\Omega}(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \cdot \boldsymbol{\varphi}, \tag{16}
\end{equation*}
$$

the initial condition $\boldsymbol{u}(0)=\boldsymbol{u}_{0}$ holds in $H$, and for all $t \in[0, T]$ it satisfies the energy equality

$$
\frac{1}{2}\|\boldsymbol{u}(t)\|_{H}^{2}+\int_{0}^{t} \int_{\Omega} \boldsymbol{S}(\boldsymbol{D} \boldsymbol{u}): \boldsymbol{D} \boldsymbol{u}+\int_{0}^{t} \int_{\partial \Omega} \boldsymbol{s}(\boldsymbol{u}) \cdot \boldsymbol{u}=\frac{1}{2}\left\|\boldsymbol{u}_{0}\right\|_{H}^{2}+\int_{0}^{t}\langle\boldsymbol{F}, \boldsymbol{u}\rangle .
$$

### 1.5. Dynamical systems

We recall some basic notions from the theory of dynamical systems. Let $\mathcal{X}$ be (a closed subset to) a normed space. Family of mappings $\left\{\Sigma_{t}\right\}_{t \geq 0}: \mathcal{X} \rightarrow \mathcal{X}$ is called a semigroup, provided that $\Sigma_{0}=I$ and $\Sigma_{t+s}=\Sigma_{t} \Sigma_{s}$ for all $s, t \geq 0$. Requiring also continuity of the map $(t, x) \mapsto \Sigma_{t} x$, the couple $\left(\Sigma_{t}, \mathcal{X}\right)$ is referred to as a dynamical system.

Set $\mathcal{A} \subset \mathcal{X}$ is called a global attractor to the dynamical system $\left(\Sigma_{t}, \mathcal{X}\right)$ if
(i) $\mathcal{A}$ is compact in $\mathcal{X}$,
(ii) $\Sigma_{t} \mathcal{A}=\mathcal{A}$ for all $t \geq 0$ and
(iii) for any bounded $\mathcal{B} \subset \mathcal{X}$ there holds

$$
\operatorname{dist}\left(\Sigma_{t} \mathcal{B}, \mathcal{A}\right) \rightarrow 0 \text { as } t \rightarrow \infty,
$$

where $\operatorname{dist}(\mathcal{B}, \mathcal{A})$ is the standard Hausdorff semi-distance of the set $\mathcal{B}$ from the set $\mathcal{A}$, defined as $\operatorname{dist}(\mathcal{B}, \mathcal{A})=\sup _{a \in \mathcal{A}} \inf _{b \in \mathcal{B}}\|b-a\| \mathcal{X}$.
Let us note that a dynamical system can have at most one global attractor. The condition (ii) says that the global attractor is (fully) invariant with respect to $\Sigma_{t}$.

Fractal dimension of a compact set $\mathcal{K} \subset \mathcal{X}$ is defined by:

$$
\operatorname{dim}_{\mathcal{X}}^{f} \mathcal{K}:=\limsup _{\varepsilon \rightarrow 0_{+}} \frac{\log N_{\varepsilon}^{\mathcal{X}}(\mathcal{K})}{-\log \varepsilon}
$$

where $N_{\varepsilon}^{\mathcal{X}}(\mathcal{K})$ denotes the minimal number of $\varepsilon$-balls needed to cover the set $\mathcal{K}$. See, e.g., [20] for further properties as well as related results.

## 2. Stokes system

Let us start with the basic properties of the Stokes operator, corresponding to the dynamic boundary conditions. Here we mostly follow the results of $[1,4]$ as well as $[2,10]$.
2.1. Eigenvalue problem-ON basis

Theorem 3. (Basis of $V$ ) There exists the sequence $\left\{\boldsymbol{\omega}_{k}\right\}_{k \in \mathbb{N}}$ which is a basis in both $V$ and $H$, it is orthogonal in $V$ and orthonormal in $H$. Further, there is a non-decreasing sequence $\left\{\mu_{k}\right\}_{k \in \mathbb{N}}$ with $\lim _{k \rightarrow+\infty} \mu_{k}=+\infty$. For every $k \in \mathbb{N}$, the function $\omega_{k}$ solves the problem

$$
\begin{align*}
-\operatorname{div} \boldsymbol{D} \boldsymbol{\omega}_{k}+\nabla \pi & =\mu_{k} \boldsymbol{\omega}_{k} \quad \text { in } \Omega,  \tag{17}\\
\operatorname{div} \boldsymbol{\omega}_{k} & =0 \quad \text { in } \Omega,  \tag{18}\\
\alpha \boldsymbol{\omega}_{k}+\left[\left(\boldsymbol{D} \boldsymbol{\omega}_{k}\right) \boldsymbol{n}\right]_{\tau} & =\mu_{k} \beta \boldsymbol{\omega}_{k} \quad \text { on } \partial \Omega,  \tag{19}\\
\boldsymbol{\omega}_{k} \cdot \boldsymbol{n} & =0 \quad \text { on } \partial \Omega \tag{20}
\end{align*}
$$

in the weak sense. Equivalently, the equations can be written as

$$
\begin{equation*}
\left(\boldsymbol{\omega}_{k}, \boldsymbol{\varphi}\right)_{V}=\mu_{k}\left(\boldsymbol{\omega}_{k}, \boldsymbol{\varphi}\right)_{H}, \forall \boldsymbol{\varphi} \in V \tag{21}
\end{equation*}
$$

Moreover, for $P^{N}$, a projection of $V$ to the linear hull of $\left\{\boldsymbol{\omega}_{k}\right\}_{k=1}^{N}$ defined by

$$
P^{N} \boldsymbol{u}:=\sum_{k=1}^{N}\left(\boldsymbol{u}, \boldsymbol{\omega}_{k}\right)_{H} \boldsymbol{\omega}_{k},
$$

it holds that for any $\boldsymbol{u} \in V$

$$
\begin{aligned}
\left\|P^{N} \boldsymbol{u}\right\|_{H} & \leq\|\boldsymbol{u}\|_{H}, \\
\left\|P^{N} \boldsymbol{u}\right\|_{V} & \leq\|\boldsymbol{u}\|_{V}, \\
P^{N} \boldsymbol{u} & \rightarrow \boldsymbol{u} \text { in } V \text { as } N \rightarrow+\infty .
\end{aligned}
$$

Proof. See [1] or [16].
2.2. Stokes problem—stationary

Let us consider the following system

$$
\begin{align*}
&-\operatorname{div} \boldsymbol{D} \boldsymbol{u}+\nabla \pi=\boldsymbol{f} \text { in } \Omega,  \tag{22}\\
& \operatorname{div} \boldsymbol{u}=0 \text { in } \Omega,  \tag{23}\\
& \alpha \boldsymbol{u}+[(\boldsymbol{D} \boldsymbol{u}) \boldsymbol{n}]_{\tau}=\boldsymbol{h}  \tag{24}\\
& \text { on } \partial \Omega,  \tag{25}\\
& \boldsymbol{u} \cdot \boldsymbol{n}=0
\end{align*} \quad \text { on } \partial \Omega .
$$

It was examined in $[2,10]$ in the three-dimensional case. Here we formulate the analogue two-dimensional results.
Theorem 4. (Existence in $W^{2,2}$-stationary Stokes) Let $\alpha>0, \Omega \in \mathcal{C}^{1,1}$ and

$$
\boldsymbol{f} \in L^{2}(\Omega), \boldsymbol{h} \in W^{\frac{1}{2}, 2}(\partial \Omega)
$$

Then, the problem (22)-(25) has a unique solution $(\boldsymbol{u}, \pi) \in W^{2,2}(\Omega) \times W^{1,2}(\Omega)$ satisfying

$$
\|\boldsymbol{u}\|_{2,2}+\|\pi\|_{1,2} \leq C(\Omega)\left(1+\frac{1}{\min \{2, \alpha\}}\right)\left(\|\boldsymbol{f}\|_{2}+\|\boldsymbol{h}\|_{\frac{1}{2}, 2}\right) .
$$

Proof. See Corollary 2.4.5 in [10].
Theorem 5. (Existence in $W^{1, p}$-stationary Stokes) Let $\alpha>0, p \in(1,+\infty), \Omega \in$ $\mathcal{C}^{1,1}$ and

$$
f \in L^{t(p)}(\Omega), \boldsymbol{h} \in W^{-\frac{1}{p}, p}(\partial \Omega) \text { with } t(p)=\frac{2 p}{p+2} .
$$

Then, the unique solution of (22)-(25) belongs to $(\boldsymbol{u}, \pi) \in W^{1, p}(\Omega) \times L^{p}(\Omega)$ and satisfies

$$
\|\boldsymbol{u}\|_{1, p}+\|\pi\|_{p} \leq C(\Omega, p, \alpha)\left(\|\boldsymbol{f}\|_{t(p)}+\|\boldsymbol{h}\|_{-\frac{1}{p}, p}\right) .
$$

Proof. See Corollary 2.5.6 in [10].
Theorem 6. (Existence in $W^{2, p}$-stationary Stokes) Let $\alpha>0, p \in(1,+\infty), \Omega \in$ $\mathcal{C}^{1,1}$ and

$$
\boldsymbol{f} \in L^{p}(\Omega), \boldsymbol{h} \in W^{1-\frac{1}{p}, p}(\partial \Omega) .
$$

Then, the unique solution of (22)-(25) belongs to $(\boldsymbol{u}, \pi) \in W^{2, p}(\Omega) \times W^{1, p}(\Omega)$ and satisfies

$$
\|\boldsymbol{u}\|_{2, p}+\|\pi\|_{1, p} \leq C(\Omega, p, \alpha)\left(\|\boldsymbol{f}\|_{p}+\|\boldsymbol{h}\|_{1-\frac{1}{p}, p}\right)
$$

Proof. See Theorem 2.5.9 in [10].
Remark 4. Due to [10, Remark 2.6.16] previous three theorems also hold with the leading elliptic term in the form

$$
-\operatorname{div}(\boldsymbol{A}(x) \nabla) \boldsymbol{u} .
$$

### 2.3. Stokes problem—evolutionary

The evolutionary version of the previous system looks like this

$$
\begin{align*}
\partial_{t} \boldsymbol{u}-\operatorname{div} \boldsymbol{D} \boldsymbol{u}+\nabla \pi & =\boldsymbol{f} \quad \text { in }(0, T) \times \Omega,  \tag{26}\\
\operatorname{div} \boldsymbol{u} & =0 \quad \text { in }(0, T) \times \Omega,  \tag{27}\\
\beta \partial_{t} \boldsymbol{u}+\alpha \boldsymbol{u}+[(\boldsymbol{D u}) \boldsymbol{n}]_{\tau} & =\beta \boldsymbol{h} \quad \text { on }(0, T) \times \partial \Omega,  \tag{28}\\
\boldsymbol{u} \cdot \boldsymbol{n} & =0 \quad \text { on }(0, T) \times \partial \Omega,  \tag{29}\\
\boldsymbol{u}(0) & =\boldsymbol{u}_{0} \quad \text { in } \bar{\Omega} . \tag{30}
\end{align*}
$$

Here, we will assume that $\alpha, \beta>0$. The first result is then the following.
Theorem 7. Let $\Omega \in \mathcal{C}^{0,1}$ and

$$
\begin{aligned}
\boldsymbol{F} & \in L^{2}\left(0, T ; V^{*}\right) \\
\boldsymbol{u}_{0} & \in H
\end{aligned}
$$

Then, the problem (26)-(30) has the unique weak solution $(\boldsymbol{u}, \pi)$ and the velocity $\boldsymbol{u}$ satisfies

$$
\boldsymbol{u} \in L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V) .
$$

(i) Suppose further that

$$
\partial_{t} \boldsymbol{F} \in L^{2}\left(0, T ; V^{*}\right) .
$$

Then, there also holds

$$
\partial_{t} \boldsymbol{u} \in L_{l o c}^{\infty}(0, T ; H) \cap L_{l o c}^{2}(0, T ; V),
$$

$$
\boldsymbol{u} \in L_{l o c}^{\infty}(0, T ; V)
$$

Moreover, if $\boldsymbol{f}(0) \in L^{2}(\Omega), \boldsymbol{h}(0) \in W^{\frac{1}{2}, 2}(\partial \Omega)$ and $\boldsymbol{u}_{0} \in V \cap W^{2,2}(\Omega)$, then the previous result holds globally in time.
(ii) Alternatively, let

$$
\boldsymbol{F} \in L^{2}(0, T ; H)
$$

Then, the solution satisfies

$$
\begin{aligned}
\boldsymbol{u} & \in L_{l o c}^{\infty}(0, T ; V) \cap L_{l o c}^{2}\left(0, T ; W^{1,4}(\Omega)\right), \\
\partial_{t} \boldsymbol{u} & \in L_{l o c}^{2}(0, T ; H)
\end{aligned}
$$

Proof. The starting point is the Galerkin approximation, i.e., for a given $n \in \mathbb{N}$ we look for the solution in the form

$$
\boldsymbol{u}^{n}=\sum_{k=1}^{n} c_{k}^{n}(t) \boldsymbol{\omega}_{k},
$$

where $c_{k}^{n}$ are some functions of time satisfying, for all $k=1, \ldots, n$, the system

$$
\begin{equation*}
\left(\partial_{t} \boldsymbol{u}^{n}, \boldsymbol{\omega}_{k}\right)_{H}+\int_{\Omega} \boldsymbol{D} \boldsymbol{u}^{n}: \boldsymbol{D} \boldsymbol{\omega}_{k}+\alpha \int_{\partial \Omega} \boldsymbol{u}^{n} \cdot \boldsymbol{\omega}_{k}=\left\langle\boldsymbol{F}, \boldsymbol{\omega}_{k}\right\rangle \tag{31}
\end{equation*}
$$

together with the initial condition

$$
\boldsymbol{u}^{n}(0)=\boldsymbol{u}_{0}^{n}
$$

where $\boldsymbol{u}_{0}^{n}$ is the orthogonal projection of $\boldsymbol{u}_{0}$ on the space spanned by $\left\{\boldsymbol{\omega}_{k}\right\}_{k=1}^{n}$. This can also be written as $c_{k}^{n}(0)=\left(\boldsymbol{u}_{0}, \boldsymbol{\omega}_{k}\right)_{H}$. The existence of these functions $c_{k}^{n}$ follows from the standard theory.

Existence of the solution is done in a standard way. We multiply (31) by $c_{k}^{n}(t)$ and sum the result over $k=1, \ldots, n$ to obtain

$$
\frac{1}{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|\boldsymbol{u}^{n}\right\|_{H}^{2}+\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}=\left\langle\boldsymbol{F}, \boldsymbol{u}^{n}\right\rangle
$$

By Young's inequality, we get the uniform estimate for $\boldsymbol{u}^{n}$ in the form

$$
\boldsymbol{u}^{n} \in L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)
$$

Next, using the duality argument we also obtain that the time derivative is bounded in

$$
\partial_{t} \boldsymbol{u}^{n} \in L^{2}\left(0, T ; V^{*}\right) .
$$

Passing to the limit is straightforward and uniqueness is standard.
Proof of (i). Because of the linearity of our system, it is clear that the function $\boldsymbol{v}:=\partial_{t} \boldsymbol{u}$ satisfies the same system as $\boldsymbol{u}$, just with $\partial_{t} \boldsymbol{f}, \partial_{t} \boldsymbol{h}$ instead of $\boldsymbol{f}, \boldsymbol{h}$. Rigorously,
we can take the time derivative of (31) and multiply the result by $\left(c_{k}^{n}\right)^{\prime}(t)$ and sum over all indices. We will obtain the uniform estimate

$$
\partial_{t} \boldsymbol{u}^{n} \in L_{\mathrm{loc}}^{\infty}(0, T ; H) \cap L_{\mathrm{loc}}^{2}(0, T ; V)
$$

Of course, the result will hold only locally in time, because we do not prescribe any condition on $\left(c_{k}^{n}\right)^{\prime}(0)$. It means that we need to verify that $\partial_{t} \boldsymbol{u}^{n}\left(t_{0}\right) \in H$ for some $t_{0} \in[0, T]$. This can be done if we multiply (31) by $\left(c_{k}^{n}\right)^{\prime}$. Let us remark that if $\boldsymbol{u}_{0}, \boldsymbol{f}(0), \boldsymbol{h}(0)$ would be better we would obtain the global result. See also Theorem III.3.5 in [21] in the Dirichlet setting.

Finally, the fact that both $\boldsymbol{u}$ and $\partial_{t} \boldsymbol{u}$ are in $L_{\mathrm{loc}}^{2}(0, T ; V)$ implies that $\boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}$ ( $0, T ; V$ ).

Proof of (ii). First, we multiply (31) by $\left(c_{k}^{n}\right)^{\prime}(t)$ and sum over $k$ 's to obtain

$$
\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2}+\frac{1}{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}=\left\langle\boldsymbol{F}, \partial_{t} \boldsymbol{u}^{n}\right\rangle
$$

Second, if we multiply (31) by $\mu_{k} c_{k}^{n}(t)$ and sum again, we get

$$
\frac{1}{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}+\left(\boldsymbol{u}^{n}, L^{n}\right)_{V}=\left\langle\boldsymbol{F}, L^{n}\right\rangle
$$

where

$$
L^{n}:=\sum_{k=1}^{n} \mu_{k} c_{k}^{n}(t) \boldsymbol{\omega}_{k} .
$$

Let us note that we used the following identity

$$
\begin{aligned}
\sum_{k=1}^{n}\left(\partial_{t} \boldsymbol{u}^{n}, \mu_{k} c_{k}^{n}(t) \boldsymbol{\omega}_{k}\right)_{H} & =\sum_{k=1}^{n} c_{k}^{n}(t)\left[\int_{\Omega} \partial_{t} \boldsymbol{u}^{n} \mu_{k} \boldsymbol{\omega}_{k}+\beta \int_{\partial \Omega} \partial_{t} \boldsymbol{u}^{n} \mu_{k} \boldsymbol{\omega}_{k}\right] \\
& =\sum_{k=1}^{n} c_{k}^{n}(t)\left(\partial_{t} \boldsymbol{u}^{n}, \boldsymbol{\omega}_{k}\right)_{V}=\left(\partial_{t} \boldsymbol{u}^{n}, \boldsymbol{u}^{n}\right)_{V} \\
& =\frac{1}{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}
\end{aligned}
$$

Next, we add both equations to obtain

$$
\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2}+\frac{\mathrm{d}}{\mathrm{~d} t}\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}+\left(\boldsymbol{u}^{n}, L^{n}\right)_{V}=\left\langle\boldsymbol{F}, \partial_{t} \boldsymbol{u}^{n}+L^{n}\right\rangle
$$

Observe that $L^{n} \in V$, and so, by (21), we obtain

$$
\left(L^{n}, L^{n}\right)_{H}=\left\|L^{n}\right\|_{H}^{2}=\left(\boldsymbol{u}^{n}, L^{n}\right)_{V},
$$

and therefore

$$
\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2}+\frac{\mathrm{d}}{\mathrm{~d} t}\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}+\left\|L^{n}\right\|_{H}^{2}=\left\langle\boldsymbol{F}, \partial_{t} \boldsymbol{u}^{n}+L^{n}\right\rangle .
$$

Now, let us choose some small $t_{0} \in(0, T)$ for which $\boldsymbol{u}^{n}\left(t_{0}\right) \in V$. We integrate the relation over ( $\left.t_{0}, T\right)$ and use Hölder's and Young's inequalities to obtain

$$
\int_{t_{0}}^{t}\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2}+2\left\|\boldsymbol{u}^{n}(t)\right\|_{V}^{2}+\int_{t_{0}}^{t}\left\|L^{n}\right\|_{H}^{2} \leq 2\left\|\boldsymbol{u}^{n}\left(t_{0}\right)\right\|_{V}^{2}+\int_{t_{0}}^{t}\|\boldsymbol{F}\|_{H}^{2}
$$

On the right-hand side, we can estimate all terms, and therefore, we get the following uniform estimates

$$
\begin{aligned}
\partial_{t} \boldsymbol{u}^{n} & \in L_{\mathrm{loc}}^{2}(0, T ; H), \\
\boldsymbol{u}^{n} & \in L_{\mathrm{loc}}^{\infty}(0, T ; V), \\
L^{n} & \in L_{\mathrm{loc}}^{2}(0, T ; H),
\end{aligned}
$$

It remains to show that the last property gives us the estimate of $\boldsymbol{u}^{n}$ in $L_{\text {loc }}^{2}(0, T$; $\left.W^{1,4}(\Omega)\right)$. Because any $\omega_{k}$ solves (17)-(20) we can apply Theorem 5 for $p=4$, $\alpha>0$ and $(\boldsymbol{f}, \boldsymbol{h})=\left(\sum_{k} \mu_{k} c_{k}^{n} \boldsymbol{\omega}_{k}, \sum_{k} \mu_{k} c_{k}^{n} \operatorname{tr} \boldsymbol{\omega}_{k}\right)$. We obtain that $\sum_{k} c_{k}^{n} \boldsymbol{\omega}_{k}$ belongs into $W^{1,4}(\Omega)$, more specifically, there holds

$$
\begin{aligned}
\left\|\sum_{k} c_{k}^{n} \boldsymbol{\omega}_{k}\right\|_{1,4} & \leq C(\Omega, \alpha)\left(\left\|\sum_{k} \mu_{k} c_{k}^{n} \boldsymbol{\omega}_{k}\right\|_{s(4)}+\left\|\sum_{k} \mu_{k} c_{k}^{n} \operatorname{tr} \boldsymbol{\omega}_{k}\right\|_{-\frac{1}{4}, 4}\right) \\
& \leq C\left\|\sum_{k} \mu_{k} c_{k}^{n} \boldsymbol{\omega}_{k}\right\|_{H}
\end{aligned}
$$

We used that $L^{2}(\Omega) \hookrightarrow L^{s(4)}(\Omega)$ and $L^{2}(\partial \Omega) \hookrightarrow W^{-\frac{1}{4}, 4}(\partial \Omega)$ in the two-dimensional setting. Thanks to the definition of $\boldsymbol{u}^{n}$ we have

$$
\left\|\boldsymbol{u}^{n}\right\|_{1,4}^{2} \leq C\left\|L^{n}\right\|_{H}^{2}
$$

This completes the last part of the proof. Let us note that, if $\boldsymbol{u}_{0} \in V$, then we would obtain the result globally in time.

Remark 5. In contrast to the Dirichlet boundary data situation, we are not able to show that the velocity field belongs to $\boldsymbol{u} \in L^{2}\left(0, T ; W^{2,2}(\Omega)\right)$ using just the Galerkin approximation.

Now, we will bootstrap the spatial regularity of solutions. We consider the time derivative as a part of the right-hand side and use the stationary theory mentioned in the previous section.

Lemma 2. Let $1<p \leq+\infty, 1<q<+\infty, \Omega \in \mathcal{C}^{1,1}, \boldsymbol{u}_{0} \in H$ and suppose that

$$
\begin{aligned}
& \boldsymbol{F}, \partial_{t} \boldsymbol{F} \in L^{2}\left(0, T ; V^{*}\right) \\
& \boldsymbol{f} \in L^{p}\left(0, T ; L^{t(\min \{q, 4\})}(\Omega)\right), \boldsymbol{h} \in L^{p}\left(0, T ; W^{-\frac{1}{\min \{q, 4\}}, \min \{q, 4\}}(\partial \Omega)\right) .
\end{aligned}
$$

Then, the unique weak solution of (26)-(29) satisfies

$$
\boldsymbol{u} \in L_{l o c}^{p}\left(0, T ; W^{1, \min \{q, 4\}}(\Omega)\right)
$$

In particular, for $p=+\infty, q>2$, we obtain

$$
\boldsymbol{u} \in L_{l o c}^{\infty}\left(0, T ; L^{\infty}(\Omega)\right)
$$

Moreover, if

$$
f \in L_{l o c}^{2}\left(0, T ; L^{2}(\Omega)\right), \boldsymbol{h} \in L_{l o c}^{2}\left(0, T ; W^{\frac{1}{2}, 2}(\partial \Omega)\right)
$$

then

$$
\boldsymbol{u} \in L_{l o c}^{2}\left(0, T ; W^{2,2}(\Omega)\right)
$$

Proof. We want to move time derivatives in both main equations to the right-hand sides and apply Theorem 5. To do so, we need to verify

$$
\begin{aligned}
\boldsymbol{f}-\partial_{t} \boldsymbol{u} & \in L_{\mathrm{loc}}^{p}\left(0, T ; L^{t(\min \{q, 4\})}(\Omega)\right), \\
\beta \boldsymbol{h}-\beta \partial_{t} \boldsymbol{u} & \in L_{\mathrm{loc}}^{p}\left(0, T ; W^{-\frac{1}{\min \{q, 4\}}, \min \{q, 4\}}(\partial \Omega)\right)
\end{aligned}
$$

For our data $\boldsymbol{f}, \boldsymbol{h}$ it holds due to assumptions. Concerning the time derivatives, we use Theorem 7 to get $\partial_{t} \boldsymbol{u} \in L_{\text {loc }}^{\infty}(0, T ; H)$. It implies two facts. First, $\partial_{t} \boldsymbol{u} \in$ $L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{2}(\Omega)\right) \hookrightarrow L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{t(\min \{q, 4\})}(\Omega)\right)$, which is due to $t(\min \{q, 4\}) \leq 2$. Second, for the boundary term, we obtain $\beta \partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{2}(\partial \Omega)\right) \hookrightarrow L_{\mathrm{loc}}^{\infty}(0, T$; $W^{-\frac{1}{\min \{q, 4\}}, \min \{q, 4\}}(\partial \Omega)$ ), because of Sobolev embedding. The case $p=\infty$ follows due to the embedding of $W^{1, q}, q>2$, into $L^{\infty}$ in the two-dimensional case. The last part uses the fact that $\partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{2}(0, T ; V)$ and Theorem 4.

Remark 6. If we would assume $\boldsymbol{F} \in L^{2}(0, T ; H)$ instead of both $\boldsymbol{F}$ and $\partial_{t} \boldsymbol{F}$ to be elements of $L^{2}\left(0, T ; V^{*}\right)$, we could use Theorem 7(ii) to obtain $\boldsymbol{u} \in L_{\mathrm{loc}}^{p}\left(0, T ; W^{1, q}(\Omega)\right)$, $q>2$, by interpolation.
Theorem 8. ( $L^{p}-L^{q}$ regularity of evolutionary Stokes) Let $2<p<+\infty, \Omega \in \mathcal{C}^{1,1}$ and suppose that

$$
\begin{aligned}
& \boldsymbol{F} \in L^{2}\left(0, T ; V^{*}\right) \\
& \boldsymbol{f} \in L^{p}\left(0, T ; L^{p}(\Omega)\right), \boldsymbol{h} \in L^{p}\left(0, T ; W^{1-\frac{1}{p}, p}(\partial \Omega)\right) .
\end{aligned}
$$

Moreover, let us assume that either
(i) $\partial_{t} \boldsymbol{F} \in L^{2}(0, T ; H)$, or
(ii) for some $2<\tilde{q}<4$ there hold

$$
\begin{aligned}
& \partial_{t} \boldsymbol{F}, \partial_{t t} \boldsymbol{F} \in L^{2}\left(0, T ; V^{*}\right), \\
& \partial_{t} \boldsymbol{f} \in L^{p}\left(0, T ; L^{t(\tilde{q})}(\Omega)\right), \partial_{t} \boldsymbol{h} \in L^{p}\left(0, T ; W^{-\frac{1}{\tilde{q}}, \tilde{q}}(\partial \Omega)\right) .
\end{aligned}
$$

Then, the unique weak solution of (26)-(29) satisfies, for a certain $q>2$,

$$
\begin{aligned}
& \boldsymbol{u} \in L_{l o c}^{\infty}\left(0, T ; W^{1, q}(\Omega)\right), \\
& \boldsymbol{u} \in L_{l o c}^{p}\left(0, T ; W^{2, q}(\Omega)\right), \\
& \pi \in L_{l o c}^{p}\left(0, T ; W^{1, q}(\Omega)\right) .
\end{aligned}
$$

Proof. All assumptions of the previous lemma are satisfied. Therefore, we can interpolate between $L_{\mathrm{loc}}^{2}\left(0, T ; W^{2,2}(\Omega)\right)$ and $L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$ to obtain that for a certain $q \in(2, p)$ there holds

$$
\boldsymbol{u} \in L_{\mathrm{loc}}^{p}\left(0, T ; W^{1, q}(\Omega)\right)
$$

Let us recall that Theorem 7 gives us

$$
\partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}(0, T ; H) \cap L_{\mathrm{loc}}^{2}\left(0, T ; W^{1,2}(\Omega)\right),
$$

and again, by a similar interpolation, we obtain

$$
\partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{p}\left(0, T ; L^{q}(\Omega)\right),
$$

which gives us

$$
\boldsymbol{f}-\partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{p}\left(0, T ; L^{q}(\Omega)\right)
$$

Notice that we do not have enough regularity of the time derivative on the boundary to apply Theorem 6. We have only $\partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{2}\left(0, T ; W^{\frac{1}{2}, 2}(\partial \Omega)\right) \cap L_{\mathrm{loc}}^{p}\left(0, T ; W^{-\frac{1}{q}, q}\right.$ $(\partial \Omega)$ ), which is enough just for Theorem 4 or Theorem 5.

To improve the time derivative, we recall (as was argued during the proof of Theorem 7) that the function $\boldsymbol{v}=\partial_{t} \boldsymbol{u}$ satisfies the same equation as $\boldsymbol{u}$, just with $\partial_{t} \boldsymbol{f}, \partial_{t} \boldsymbol{h}$ instead of $\boldsymbol{f}, \boldsymbol{h}$. If there holds (i), we apply Theorem 7(ii) to obtain

$$
\boldsymbol{v} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{1,2}(\Omega)\right) \cap L_{\mathrm{loc}}^{2}\left(0, T ; W^{1,4}(\Omega)\right),
$$

which interpolates into

$$
\partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{p}\left(0, T ; W^{1, q}(\Omega)\right) .
$$

If there holds (ii), we use Lemma 2 for $v$ and get

$$
\partial_{t} \boldsymbol{u}=\boldsymbol{v} \in L_{\mathrm{loc}}^{p}\left(0, T ; W^{1, \tilde{q}}(\Omega)\right)
$$

Both $\boldsymbol{u}$ and $\partial_{t} \boldsymbol{u}$ belong into $L_{\mathrm{loc}}^{p}\left(0, T ; W^{1, q}(\Omega)\right)$, for some $p, q>2$, therefore

$$
\boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{1, q}(\Omega)\right)
$$

In any case, we have $W^{1, q}(\Omega) \hookrightarrow W^{1-\frac{1}{q}, q}(\partial \Omega)$. This means that for some $q>2$ we have

$$
\beta \boldsymbol{h}-\beta \partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{p}\left(0, T ; W^{1-\frac{1}{q}, q}(\partial \Omega)\right) .
$$

This fact enables as us to invoke Theorem 6 and get the final result.

In the following theorem, we prove the maximal-in-time regularity. The case $p=2$ is special, hence we formulate it separately.

Theorem 9. (Maximal-in-time regularity of evolutionary Stokes)
(i) Let $\Omega \in \mathcal{C}^{1,1}$ and assume

$$
\begin{aligned}
& \boldsymbol{F}, \partial_{t} \boldsymbol{F} \in L^{2}\left(0, T ; V^{*}\right), \\
& \boldsymbol{f} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right), \boldsymbol{h} \in L^{\infty}\left(0, T ; W^{\frac{1}{2}, 2}(\partial \Omega)\right) .
\end{aligned}
$$

Moreover, let there hold either

$$
\partial_{t t} \boldsymbol{F} \in L^{2}\left(0, T ; V^{*}\right)
$$

or

$$
\partial_{t} \boldsymbol{F} \in L^{2}(0, T ; H) .
$$

Then, the unique weak solution of (26)-(29) satisfies

$$
\begin{aligned}
& \boldsymbol{u} \in L_{l o c}^{\infty}\left(0, T ; W^{2,2}(\Omega)\right), \\
& \pi \in L_{l o c}^{\infty}\left(0, T ; W^{1,2}(\Omega)\right) .
\end{aligned}
$$

(ii) Let us now assume that $\Omega \in \mathcal{C}^{1,1}$ and for some $2<q<4$ there hold

$$
\begin{aligned}
& \boldsymbol{F}, \partial_{t} \boldsymbol{F}, \partial_{t t} \boldsymbol{F} \in L^{2}\left(0, T ; V^{*}\right), \\
& \boldsymbol{f} \in L^{\infty}\left(0, T ; L^{q}(\Omega)\right), \partial_{t} \boldsymbol{f} \in L^{\infty}\left(0, T ; L^{t(q)}(\Omega)\right), \\
& \boldsymbol{h} \in L^{\infty}\left(0, T ; W^{1-\frac{1}{q}, q}(\partial \Omega)\right), \partial_{t} \boldsymbol{h} \in L^{\infty}\left(0, T ; W^{-\frac{1}{q}, q}(\Omega)\right) .
\end{aligned}
$$

Then, we get

$$
\begin{aligned}
\boldsymbol{u} & \in L_{l o c}^{\infty}\left(0, T ; W^{2, q}(\Omega)\right), \\
\pi & \in L_{l o c}^{\infty}\left(0, T ; W^{1, q}(\Omega)\right) .
\end{aligned}
$$

Proof. Because of Theorem 7, we have $\partial_{t} \boldsymbol{u} \in L_{\text {loc }}^{\infty}(0, T ; H)$, so

$$
\boldsymbol{f}-\partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{2}(\Omega)\right)
$$

Considering the boundary term we have only

$$
\partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{2}(\partial \Omega)\right) \cap L_{\mathrm{loc}}^{2}\left(0, T ; W^{\frac{1}{2}, 2}(\partial \Omega)\right),
$$

which is not enough for Theorem 4 to apply. To improve it, we apply either the first or the last part of Theorem 7 to the function $\boldsymbol{v}=\partial_{t} \boldsymbol{u}$. In any case, we obtain

$$
\boldsymbol{v} \in L_{\mathrm{loc}}^{\infty}(0, T ; V)
$$

and therefore

$$
\beta \partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{\frac{1}{2}, 2}(\partial \Omega)\right)
$$

Thanks to our assumption on $\boldsymbol{h}$, we can use Theorem 4 and get the first part of our statement.

It remains to show (ii). As before, we already have $\partial_{t} \boldsymbol{u} \in L_{\text {loc }}^{\infty}(0, T ; V)$. Because of $W^{1,2}(\Omega) \hookrightarrow L^{q}(\Omega)$, for any $q<+\infty$, we achieve

$$
\boldsymbol{f}-\partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{q}(\Omega)\right)
$$

To apply Theorem 6, we need to get $\partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{1, q}(\Omega)\right)$, since then

$$
\beta \boldsymbol{h}-\beta \partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{1-\frac{1}{q}, q}(\partial \Omega)\right)
$$

will be satisfied. Here, it is enough to apply Lemma 2 to $\boldsymbol{v}=\partial_{t} \boldsymbol{u}$, as in the previous theorem.

## 3. Regularity for non-linear systems

At this point, we are prepared to focus on the more complicated systems, see (1)-(5). First of all, we add the convective term to our equation in $\Omega$ and some nonlinearity in $\boldsymbol{u}$ into the equation on $\partial \Omega$. We will also cover the case of non-constant, yet bounded viscosity. The whole procedure somehow mimics the method in [14].

### 3.1. Existence of the solution

As in the previous chapter, the starting point is again the Galerkin approximation, i.e., we look for the solution in the form

$$
\begin{aligned}
\boldsymbol{u}^{n} & =\sum_{k=1}^{n} c_{k}^{n}(t) \boldsymbol{\omega}_{k}, \\
\boldsymbol{S}^{n} & =\boldsymbol{S}\left(\boldsymbol{D} \boldsymbol{u}^{n}\right), \\
\boldsymbol{s}^{n} & =\boldsymbol{s}\left(\boldsymbol{u}^{n}\right)
\end{aligned}
$$

that satisfies, for any $k=1, \ldots, n$, the system

$$
\begin{align*}
\left(\partial_{t} \boldsymbol{u}^{n}, \boldsymbol{\omega}_{k}\right)_{H}+\int_{\Omega} \boldsymbol{S}^{n}: \boldsymbol{D} \boldsymbol{\omega}_{k} & +\int_{\partial \Omega} \boldsymbol{s}^{n} \cdot \boldsymbol{\omega}_{k} \\
& =\left\langle\boldsymbol{F}, \boldsymbol{\omega}_{k}\right\rangle-\int_{\Omega}\left(\boldsymbol{u}^{n} \cdot \nabla\right) \boldsymbol{u}^{n} \cdot \boldsymbol{\omega}_{k} \tag{32}
\end{align*}
$$

together with the initial condition $c_{k}^{n}(0)=\left(\boldsymbol{u}_{0}, \boldsymbol{\omega}_{k}\right)_{H}$.

Theorem 10. (Existence of the weak solution for NS) The problem (1)-(10) with

$$
\boldsymbol{u}_{0} \in H, \Omega \in \mathcal{C}^{0,1}, \boldsymbol{F} \in L^{2}\left(0, T ; V^{*}\right)
$$

has a weak solution.
Proof. The proof is quite standard, see [1] or [16] for more details. We multiply (32) by $c_{k}^{n}$ and sum over $k=1, \ldots, n$ to obtain

$$
\frac{1}{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|\boldsymbol{u}^{n}\right\|_{H}^{2}+\int_{\Omega} \boldsymbol{S}^{n}: \boldsymbol{D} \boldsymbol{u}^{n}+\int_{\partial \Omega} \boldsymbol{s}^{n} \cdot \boldsymbol{u}^{n}=\left\langle\boldsymbol{F}, \boldsymbol{u}^{n}\right\rangle
$$

Let us note that the convective term vanishes thanks to (2) and (4). Next, we use (9) together with Korn's and Young's inequalities to get

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|\boldsymbol{u}^{n}\right\|_{H}^{2}+c\left\|\boldsymbol{u}^{n}\right\|_{V}^{2} \leq C\|\boldsymbol{F}\|_{V^{*}}^{2}
$$

Of course, we can also get the control of $\int_{\partial \Omega}|\boldsymbol{u}|^{s}$. This identity gives rise to uniform estimates in the form

$$
\begin{aligned}
\boldsymbol{u}^{n} & \in L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V), \\
\partial_{t} u^{n} & \in L^{2}\left(0, T ; V^{*}\right)
\end{aligned}
$$

where the second one follows from the usual duality argument. Finally, we multiply (32) by smooth function in time and proceed with the limit as $n \rightarrow+\infty$. Let us remark that in the nonlinear terms we apply a standard monotonicity argument.

Theorem 11. (Continuous dependence) Let $\boldsymbol{u}, \boldsymbol{v}$ be weak solutions of (1)-(10) with the same right-hand sides, then $\boldsymbol{w}:=\boldsymbol{v}-\boldsymbol{u}$ satisfies the inequality

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\|\boldsymbol{w}\|_{H}^{2}+c\|\boldsymbol{D} \boldsymbol{w}\|_{2}^{2}+c \int_{\partial \Omega}\left(1+|\boldsymbol{v}|^{s-2}+|\boldsymbol{u}|^{s-2}\right)|\boldsymbol{w}|^{2} \leq C\left(1+\|\boldsymbol{u}\|_{V}^{2}\right)\|\boldsymbol{w}\|_{H}^{2}
$$

Moreover, for any $t \in(0, T)$,

$$
\begin{gather*}
\|\boldsymbol{w}(t)\|_{H}^{2} \leq C\|\boldsymbol{w}(0)\|_{H}^{2}  \tag{33}\\
\int_{0}^{t}\|\nabla \boldsymbol{w}\|_{2}^{2} \leq C\|\boldsymbol{w}(0)\|_{H}^{2} \tag{34}
\end{gather*}
$$

In particular, there exists at most one weak solution.
Proof. We take the difference of our equations and test it by the difference of two solutions; we use (59) in our estimates and obtain the desired inequality.

Finally, we use Grönwall's inequality to show (33). By integration, and Korn's inequality, we can also control $\int_{0}^{t}\|\boldsymbol{w}\|_{V}^{2}$. This implies the estimate $\int_{0}^{t}\|\boldsymbol{w}\|_{V}^{2} \leq$ $C\|\boldsymbol{w}(0)\|_{H}^{2}$. Inequality (34) then instantly follows and uniqueness is trivial.

Remark 7. The previous two theorems, together with the existence of the attractor, hold true also for $S$ with more general growth and coercivity conditions. Additionally, no potential of $S$ is actually needed. Moreover, we are able to do that also in the situation, where $\boldsymbol{s}$ is connected with $\boldsymbol{u}$ via a so-called maximal monotone graph. For details, including the 3D setting, see [18].

We note, however, that in the case of constitutive graphs, we are not able to obtain additional (time) regularity as in Theorem 12. The problem of the attractor dimension is also largely open for this important class of problems.

### 3.2. Regularity for NS system

Let us now focus on the situation where $\boldsymbol{S}(\boldsymbol{D} \boldsymbol{u})=v \boldsymbol{D} \boldsymbol{u}$, where $v>0$ is a constant; without loss of generality we will temporarily set $v=1$. In other words, we want to learn how to deal with the nonlinearity given by the presence of the convective term in $\Omega$ and the function $s$ on its boundary.

Theorem 12. (Regularity via Galerkin of NS) Let us assume

$$
\begin{aligned}
& \Omega \in \mathcal{C}^{1,1}, \boldsymbol{u}_{0} \in V \cap W^{2,2}(\Omega) \\
& \boldsymbol{F}, \partial_{t} \boldsymbol{F} \in L^{2}\left(0, T ; V^{*}\right) \\
& \boldsymbol{f}(0) \in L^{2}(\Omega), \boldsymbol{h}(0) \in W^{\frac{1}{2}, 2}(\partial \Omega)
\end{aligned}
$$

Then, the unique weak solution of (1)-(11) has an additional regularity, namely

$$
\begin{aligned}
& \partial_{t} \boldsymbol{u} \in L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V), \\
& \boldsymbol{u} \in L^{\infty}(0, T ; V) .
\end{aligned}
$$

Finally, the function $\boldsymbol{v}:=\partial_{t} \boldsymbol{u}$ satisfies, for a.e. $t \in(0, T)$ and any $\varphi \in V$, the equation

$$
\left\langle\partial_{t} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle+(\boldsymbol{v}, \boldsymbol{\varphi})_{V}=\langle\tilde{\boldsymbol{F}}, \boldsymbol{\varphi}\rangle,
$$

where

$$
\begin{aligned}
\tilde{\boldsymbol{F}} & =(\tilde{\boldsymbol{f}}, \tilde{\boldsymbol{h}}), \\
\tilde{\boldsymbol{f}} & =\partial_{t} \boldsymbol{f}-(\boldsymbol{v} \cdot \nabla) \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{v}, \\
\tilde{\boldsymbol{h}} & =\partial_{t} \boldsymbol{h}+\frac{1}{\beta}\left(\alpha-\boldsymbol{s}^{\prime}(\boldsymbol{u})\right) \boldsymbol{v} .
\end{aligned}
$$

Proof. We proceed similarly as in Theorem 7(i), i.e., we want to differentiate (32) with respect to time. Let us note that it is basically the same procedure as in Theorem III.3.5 in [21].

Since $\boldsymbol{u}_{0} \in V \cap W^{2,2}(\Omega)$, we can choose $\boldsymbol{u}_{0}^{n}$ as the orthogonal projection in $V \cap$ $W^{2,2}(\Omega)$ of $\boldsymbol{u}_{0}$ onto the space spanned by $\left\{\boldsymbol{\omega}_{k}\right\}_{k=1}^{n}$. Therefore, $\boldsymbol{u}_{0}^{n} \rightarrow \boldsymbol{u}_{0}$ in $W^{2,2}(\Omega)$
and $\left\|\boldsymbol{u}_{0}^{n}\right\|_{2,2} \leq\left\|\boldsymbol{u}_{0}\right\|_{2,2}$. Next, we multiply (32) by $\left(c_{k}^{n}\right)^{\prime}(t)$, sum over $k=1, \ldots, n$ and set $t=0$ to obtain that $\partial_{t} \boldsymbol{u}^{n}(0)$ is bounded in $H$.

Now, we take the time derivative of (32) to get

$$
\begin{aligned}
\left(\partial_{t t} \boldsymbol{u}^{n}, \boldsymbol{\omega}_{k}\right)_{H}+ & \int_{\Omega} \partial_{t} \boldsymbol{D} \boldsymbol{u}^{n}: \boldsymbol{D} \boldsymbol{\omega}_{k}+\int_{\partial \Omega} \underbrace{\boldsymbol{s}^{\prime}\left(\boldsymbol{u}^{n}\right) \partial_{t} \boldsymbol{u}^{n}}_{\partial_{t}\left(\boldsymbol{s}\left(\boldsymbol{u}^{n}\right)\right)} \cdot \boldsymbol{\omega}_{k} \\
& =\left\langle\partial_{t} \boldsymbol{F}, \boldsymbol{\omega}_{k}\right\rangle-\int_{\Omega}\left[\left(\partial_{t} \boldsymbol{u}^{n} \cdot \nabla\right) \boldsymbol{u}^{n}+\left(\boldsymbol{u}^{n} \cdot \nabla\right)\left(\partial_{t} \boldsymbol{u}^{n}\right)\right] \cdot \boldsymbol{\omega}_{k}
\end{aligned}
$$

Further, let us multiply this equation by $\left(c_{k}^{n}\right)^{\prime}(t)$ and sum over $k$ 's to obtain

$$
\begin{aligned}
& \frac{1}{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2}+\int_{\Omega}\left|\partial_{t} \boldsymbol{D} \boldsymbol{u}^{n}\right|^{2}+\int_{\partial \Omega} \boldsymbol{s}^{\prime}\left(\boldsymbol{u}^{n}\right)\left|\partial_{t} \boldsymbol{u}^{n}\right|^{2} \\
& \quad=\left\langle\partial_{t} \boldsymbol{F}, \partial_{t} \boldsymbol{u}^{n}\right\rangle-\int_{\Omega}\left(\partial_{t} \boldsymbol{u}^{n} \cdot \nabla\right) \boldsymbol{u}^{n} \cdot \partial_{t} \boldsymbol{u}^{n}+\left(\boldsymbol{u}^{n} \cdot \nabla\right)\left(\partial_{t} \boldsymbol{u}^{n}\right) \cdot \partial_{t} \boldsymbol{u}^{n} .
\end{aligned}
$$

Thanks to

$$
\operatorname{div} \partial_{t} \boldsymbol{u}^{n}=0, \quad \partial_{t} \boldsymbol{u}^{n} \cdot \boldsymbol{n}=0
$$

we can simplify the equation to achieve

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2}+ & 2 \int_{\Omega}\left|\partial_{t} \boldsymbol{D} \boldsymbol{u}^{n}\right|^{2}+2 \int_{\partial \Omega} \boldsymbol{s}^{\prime}\left(\boldsymbol{u}^{n}\right)\left|\partial_{t} \boldsymbol{u}^{n}\right|^{2} \\
& =2\left\langle\partial_{t} \boldsymbol{F}, \partial_{t} \boldsymbol{u}^{n}\right\rangle-2 \int_{\Omega}\left(\partial_{t} \boldsymbol{u}^{n} \cdot \nabla\right) \boldsymbol{u}^{n} \cdot \partial_{t} \boldsymbol{u}^{n}
\end{aligned}
$$

Because of our assumptions, we can estimate the two last terms on the left-hand side in the following way

$$
2 \int_{\Omega}\left|\partial_{t} \boldsymbol{D} \boldsymbol{u}^{n}\right|^{2}+2 \int_{\partial \Omega} \boldsymbol{s}^{\prime}\left(\boldsymbol{u}^{n}\right)\left|\partial_{t} \boldsymbol{u}^{n}\right|^{2} \geq 2 c_{5}\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{V}^{2}
$$

Concerning the convective term, we proceed just as in the standard Dirichlet setting. More specifically, we use Hölder's inequality, interpolation (59) and Young's inequality to estimate

$$
\begin{aligned}
\left|\int_{\Omega}\left(\partial_{t} \boldsymbol{u}^{n} \cdot \nabla\right) \boldsymbol{u}^{n} \cdot \partial_{t} \boldsymbol{u}^{n}\right| & \leq\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{4}^{2}\left\|\nabla \boldsymbol{u}^{n}\right\|_{2} \leq c\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{2}\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{1,2}\left\|\boldsymbol{u}^{n}\right\|_{V} \\
& \leq \varepsilon\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{V}^{2}+C\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2}\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}
\end{aligned}
$$

Together, we get the following inequality

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2}+c\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{V}^{2} \leq C\left\|\partial_{t} \boldsymbol{F}\right\|_{V^{*}}^{2}+C\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2}
$$

Finally, we integrate over $(0, t)$ to obtain

$$
\begin{aligned}
\left\|\partial_{t} \boldsymbol{u}^{n}(t)\right\|_{H}^{2} & +c_{5} \int_{0}^{t}\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{V}^{2} \\
& \leq\left\|\partial_{t} \boldsymbol{u}^{n}(0)\right\|_{H}^{2}+c \int_{0}^{t}\left\|\partial_{t} \boldsymbol{F}\right\|_{V^{*}}^{2}+c \int_{0}^{t}\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2}
\end{aligned}
$$

and apply Grönwall's inequality to get

$$
\left\|\partial_{t} \boldsymbol{u}^{n}(t)\right\|_{H}^{2} \leq\left[\left\|\partial_{t} \boldsymbol{u}^{n}(0)\right\|_{H}^{2}+c \int_{0}^{t}\left\|\partial_{t} \boldsymbol{F}\right\|_{V^{*}}^{2}\right] \exp \left(c \int_{0}^{t}\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}\right)
$$

As we already pointed out, everything on the right-hand side is bounded, and so the control of $\partial_{t} \boldsymbol{u}$ in $L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)$ follows. Because both $\boldsymbol{u}$ and $\partial_{t} \boldsymbol{u}$ belong into $L^{2}(0, T ; V)$ we obtain that $\boldsymbol{u} \in L^{\infty}(0, T ; V)$, which completes the first part of the proof.

To show the rest of the theorem we consider an arbitrary $\psi \in \mathcal{C}_{0}^{\infty}(0, T)$, multiply the weak formulation (16) by its derivative, and integrate over the whole time interval to achieve

$$
\begin{aligned}
\int_{0}^{T}\left\langle\partial_{t} \boldsymbol{u}, \boldsymbol{\varphi}\right\rangle \partial_{t} \psi & +\int_{0}^{T}\left(\int_{\Omega} \boldsymbol{D} \boldsymbol{u}: \boldsymbol{D} \boldsymbol{\varphi}+\int_{\partial \Omega} \boldsymbol{s}(\boldsymbol{u}) \cdot \boldsymbol{\varphi}\right) \partial_{t} \psi \\
& =\int_{0}^{T}\langle\boldsymbol{F}, \boldsymbol{\varphi}\rangle \partial_{t} \psi-\int_{0}^{T} \int_{\Omega}(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \cdot \boldsymbol{\varphi} \partial_{t} \psi .
\end{aligned}
$$

Observe that $\partial_{t t} \boldsymbol{u} \in L^{2}\left(0, T ; V^{*}\right)$, as follows from multiplicating the differentiated equation by $\left(c_{k}^{n}\right)^{\prime \prime}$. It means that we can use integration per parts in the first integral, in the other ones it is for free. Because $\varphi$ does not depend on time and $\psi$ is compactly supported we get

$$
\begin{aligned}
& \int_{0}^{T}\left\langle\partial_{t} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle \psi+\int_{0}^{T}\left(\int_{\Omega} \boldsymbol{D} \boldsymbol{v}: \boldsymbol{D} \boldsymbol{\varphi}+\int_{\partial \Omega} \boldsymbol{s}^{\prime}(\boldsymbol{u}) \boldsymbol{v} \cdot \boldsymbol{\varphi}\right) \psi \\
&=\int_{0}^{T}\left\langle\partial_{t} \boldsymbol{F}, \boldsymbol{\varphi}\right\rangle \psi-\int_{0}^{T} \int_{\Omega}[(\boldsymbol{v} \cdot \nabla) \boldsymbol{u}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{v}] \cdot \boldsymbol{\varphi} \psi .
\end{aligned}
$$

This identity is satisfied for any smooth function, i.e., for a.e. $t \in(0, T)$ there holds

$$
\left\langle\partial_{t} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle+(\boldsymbol{v}, \boldsymbol{\varphi})_{V}=\left\langle\left(\partial_{t} \boldsymbol{f}-(\boldsymbol{v} \cdot \nabla) \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{v}, \partial_{t} \boldsymbol{h}+\frac{1}{\beta}\left(\alpha-\boldsymbol{s}^{\prime}(\boldsymbol{u})\right) \boldsymbol{v}\right), \boldsymbol{\varphi}\right\rangle .
$$

Remark 8. Let us remark that we also can assume just $\boldsymbol{u}_{0} \in H$. The proof then works in the same way and we would obtain the same regularity as before, but locally in time.

We will now state and prove the analogue to the last part of Theorem 7. Nevertheless, we will not need it. The reason is that we can get a slightly better regularity with weaker assumptions on $\boldsymbol{F}$ using the stationary Stokes results.

Lemma 3. Let all the assumptions of the previous theorem hold and suppose that

$$
\boldsymbol{F} \in L^{2}(0, T ; H)
$$

Then, the weak solution also satisfies

$$
\boldsymbol{u} \in L^{2}\left(0, T ; W^{1,4}(\Omega)\right)
$$

Proof. We multiply (32) by $\left(c_{k}^{n}\right)^{\prime}(t)$ and sum over $k=1, \ldots, n$ to achieve

$$
\begin{equation*}
\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2}+\frac{1}{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\Omega}\left|\boldsymbol{D} \boldsymbol{u}^{n}\right|^{2}+\int_{\partial \Omega} \boldsymbol{s}^{n} \cdot \partial_{t} \boldsymbol{u}^{n}=\left\langle\boldsymbol{F}, \partial_{t} \boldsymbol{u}^{n}\right\rangle-\int_{\Omega}\left(\boldsymbol{u}^{n} \cdot \nabla\right) \boldsymbol{u}^{n} \cdot \partial_{t} \boldsymbol{u}^{n} \tag{35}
\end{equation*}
$$

Simultaneously, we multiply (32) by $\mu_{k} c_{k}^{n}(t)$ and sum over $k$ 's again

$$
\begin{equation*}
\frac{1}{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}+\int_{\Omega} \boldsymbol{D} \boldsymbol{u}^{n}: \boldsymbol{D} L^{n}+\int_{\partial \Omega} \boldsymbol{s}^{n} \cdot L^{n}=\left\langle\boldsymbol{F}, L^{n}\right\rangle-\int_{\Omega}\left(\boldsymbol{u}^{n} \cdot \nabla\right) \boldsymbol{u}^{n} \cdot L^{n} \tag{36}
\end{equation*}
$$

where $L^{n}=\sum_{k=1}^{n} \mu_{k} c_{k}^{n}(t) \boldsymbol{\omega}_{k}$ as in Theorem 7. By adding (35) and (36), we obtain

$$
\begin{aligned}
& \left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2}+\frac{1}{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}+\int_{\Omega}\left|\boldsymbol{D} \boldsymbol{u}^{n}\right|^{2}\right)+\int_{\Omega} \boldsymbol{D} \boldsymbol{u}^{n}: \boldsymbol{D} L^{n} \\
& \quad=\left\langle\boldsymbol{F}, \partial_{t} \boldsymbol{u}^{n}+L^{n}\right\rangle-\int_{\Omega}\left(\boldsymbol{u}^{n} \cdot \nabla\right) \boldsymbol{u}^{n} \cdot\left(\partial_{t} \boldsymbol{u}^{n}+L^{n}\right)-\left(\int_{\partial \Omega} \boldsymbol{s}^{n} \cdot L^{n}+\int_{\partial \Omega} \boldsymbol{s}^{n} \cdot \partial_{t} \boldsymbol{u}^{n}\right) .
\end{aligned}
$$

As before, we know that

$$
\left(L^{n}, L^{n}\right)_{H}=\left\|L^{n}\right\|_{H}^{2}=\left(\boldsymbol{u}^{n}, L^{n}\right)_{V}=\int_{\Omega} \boldsymbol{D} \boldsymbol{u}^{n}: \boldsymbol{D} L^{n}+\alpha \int_{\partial \Omega} \boldsymbol{u}^{n} \cdot L^{n},
$$

and therefore

$$
\int_{\Omega} \boldsymbol{D} \boldsymbol{u}^{n}: \boldsymbol{D} L^{n}=\left\|L^{n}\right\|_{H}^{2}-\alpha \int_{\partial \Omega} \boldsymbol{u}^{n} \cdot L^{n}
$$

We rewrite the identity above in the following form

$$
\begin{aligned}
&\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2}+\frac{1}{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}+\int_{\Omega}\left|\boldsymbol{D} \boldsymbol{u}^{n}\right|^{2}\right)+\left\|L^{n}\right\|_{H}^{2} \\
&=\left\langle\boldsymbol{F}, \partial_{t} \boldsymbol{u}^{n}+L^{n}\right\rangle-\int_{\Omega}\left(\boldsymbol{u}^{n} \cdot \nabla\right) \boldsymbol{u}^{n} \cdot\left(\partial_{t} \boldsymbol{u}^{n}+L^{n}\right) \\
&-\left(\int_{\partial \Omega} \boldsymbol{s}^{n} \cdot L^{n}+\int_{\partial \Omega} \boldsymbol{s}^{n} \cdot \partial_{t} \boldsymbol{u}^{n}\right)+\alpha \int_{\partial \Omega} \boldsymbol{u}^{n} \cdot L^{n}
\end{aligned}
$$

Next, we integrate this equation over $(0, t)$, and thanks to Hölder's and Young's inequalities we get

$$
\begin{align*}
\int_{0}^{t}\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2}+ & \left(\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}+\int_{\Omega}\left|\boldsymbol{D} \boldsymbol{u}^{n}\right|^{2}\right)(t)+\int_{0}^{t}\left\|L^{n}\right\|_{H}^{2} \\
\leq & \left(\left\|\boldsymbol{u}^{n}\right\|_{V}^{2}+\int_{\Omega}\left|\boldsymbol{D} \boldsymbol{u}^{n}\right|^{2}\right)(0)+c \int_{0}^{t} \int_{\Omega}\left|\boldsymbol{u}^{n}\right|^{2}\left|\nabla \boldsymbol{u}^{n}\right|^{2} \\
& +c \int_{0}^{t}\left[\|\boldsymbol{F}\|_{H}^{2}+\int_{\partial \Omega}\left|\boldsymbol{u}^{n}\right|^{2}+\int_{\partial \Omega}\left|\boldsymbol{s}^{n}\right|^{2}\right] \tag{37}
\end{align*}
$$

As we already saw in the proof of Theorem 7, there holds

$$
\left\|\boldsymbol{u}^{n}\right\|_{1,4}^{2} \leq C\left\|L^{n}\right\|_{H}^{2}
$$

It gives us a way to deal with the convective term. Recall that because of Theorem 12 we have $\left\{\boldsymbol{u}^{n}\right\}_{n}$ uniformly in $L^{\infty}(0, T ; V)$ and we know that $W^{1,2}(\Omega) \hookrightarrow L^{q}(\Omega)$ for any $q>2$. Let us now consider any $\alpha \in(0,1)$ and choose $\frac{1}{q}=\frac{1-\alpha}{4}$. For $\frac{1}{q}+\frac{1}{p}=\frac{1}{2}$, we get $p \in(2,4)$, and therefore,

$$
\begin{aligned}
\int_{0}^{t} \int_{\Omega}\left|\boldsymbol{u}^{n}\right|^{2}\left|\nabla \boldsymbol{u}^{n}\right|^{2} & \leq \int_{0}^{t}\left\|\boldsymbol{u}^{n}\right\|_{q}^{2}\left\|\nabla \boldsymbol{u}^{n}\right\|_{p}^{2} \leq C \int_{0}^{t}\left\|\nabla \boldsymbol{u}^{n}\right\|_{p}^{2} \\
& \leq C \int_{0}^{t}\left\|\nabla \boldsymbol{u}^{n}\right\|_{2}^{2 \alpha}\left\|\nabla \boldsymbol{u}^{n}\right\|_{4}^{2(1-\alpha)} \leq C \int_{0}^{t}\left\|\nabla \boldsymbol{u}^{n}\right\|_{4}^{2(1-\alpha)} \\
& \leq C \int_{0}^{t} 1+\varepsilon \int_{0}^{t}\left\|\nabla \boldsymbol{u}^{n}\right\|_{4}^{2} \leq C T+\varepsilon \int_{0}^{t}\left\|L^{n}\right\|_{H}^{2}
\end{aligned}
$$

We used Hölder's inequality and the uniform estimate for $\boldsymbol{u}^{n}$, then the classical interpolation and the uniform estimate for $\nabla \boldsymbol{u}^{n}$, lastly, Young's inequality (because
$2(1-\alpha)<2)$ together with the estimate $\left\|\boldsymbol{u}^{n}\right\|_{1,4}^{2} \leq C\left\|L^{n}\right\|_{H}^{2}$. Thus, from (37), we finally obtain

$$
\begin{aligned}
\int_{0}^{t}\left\|\partial_{t} \boldsymbol{u}^{n}\right\|_{H}^{2} & +\left\|\boldsymbol{u}^{n}(t)\right\|_{V}^{2}+\int_{0}^{t}\left\|\boldsymbol{u}^{n}\right\|_{1,4}^{2} \\
& \leq\left\|\boldsymbol{u}^{n}(0)\right\|_{V}^{2}+c \int_{0}^{t}\left[1+\|\boldsymbol{F}\|_{H}^{2}+\int_{\partial \Omega}\left|\boldsymbol{u}^{n}\right|^{2}+\int_{\partial \Omega}\left|\boldsymbol{s}^{n}\right|^{2}\right] .
\end{aligned}
$$

Thanks to the boundedness of the right-hand side we have the desired uniform control of $\boldsymbol{u}^{n}$ in $L^{2}\left(0, T ; W^{1,4}(\Omega)\right)$, which completes the proof.

Remark 9. In contrast to the Stokes problem, we really need information about the time derivatives of our data (to control the convective term). Therefore, the previous lemma is not useful. As we will see, we are able to achieve $\boldsymbol{u} \in L^{2}\left(0, T ; W^{1,4}(\Omega)\right)$ by use of the previous stationary theory with even weaker assumptions.

Here, we will replicate Lemma 2 for our nonlinear setting.
Lemma 4. Let all the assumptions of Theorem 12 hold. Let us further assume that $\Omega \in \mathcal{C}^{1,1}$ and for some $1<p \leq+\infty$ and $q \in(1,4]$ there hold

$$
\boldsymbol{f} \in L^{p}\left(0, T ; L^{t(q)}(\Omega)\right), \boldsymbol{h} \in L^{p}\left(0, T ; W^{-\frac{1}{q}, q}(\partial \Omega)\right)
$$

Then the unique weak solution of (1)-(11) satisfies

$$
\boldsymbol{u} \in L^{p}\left(0, T ; W^{1, q}(\Omega)\right)
$$

If the previous holds with $p=2$ and, moreover,

$$
f \in L^{2}\left(0, T ; L^{2}(\Omega)\right), \boldsymbol{h} \in L^{2}\left(0, T ; W^{\frac{1}{2}, 2}(\partial \Omega)\right)
$$

then there also holds

$$
\boldsymbol{u} \in L^{2}\left(0, T ; W^{2,2}(\Omega)\right)
$$

Proof. We wish to apply Theorem 5, i.e., we need to check that

$$
\begin{gathered}
\boldsymbol{f}-\partial_{t} \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \in L^{p}\left(0, T ; L^{t(q)}(\Omega)\right), \\
\beta \boldsymbol{h}-\beta \partial_{t} \boldsymbol{u}+\alpha \boldsymbol{u}-\boldsymbol{s}(\boldsymbol{u}) \in L^{p}\left(0, T ; W^{-\frac{1}{q}, q}(\partial \Omega)\right) .
\end{gathered}
$$

For $\boldsymbol{f}$ and $\boldsymbol{h}$, it holds due to our assumptions and inclusions for $\partial_{t} \boldsymbol{u}$ can be verified in the same way as in Lemma 2. Just to recall, it follows from the fact that $\partial_{t} \boldsymbol{u} \in$ $L^{\infty}(0, T ; H)$, which is true because of Theorem 12. Next, because $s$ is Lipschitz and $\boldsymbol{u} \in L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$, we even have that $\alpha \boldsymbol{u}-\boldsymbol{s}(\boldsymbol{u}) \in L^{\infty}\left(0, T ; W^{\frac{1}{2}, 2}(\partial \Omega)\right)$. Finally, because $\boldsymbol{u} \in L^{\infty}\left(0, T ; L^{q}(\Omega)\right)$ for any $q<+\infty$ and $\nabla \boldsymbol{u} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ we also get $(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \in L^{\infty}\left(0, T ; L^{t(q)}(\Omega)\right)$, which finishes the first part of the proof.

To show the special case with $p=2$ we want to use Theorem 4 , which means to verify

$$
\begin{aligned}
\boldsymbol{f}-\partial_{t} \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} & \in L^{2}\left(0, T ; L^{2}(\Omega)\right), \\
\beta \boldsymbol{h}-\beta \partial_{t} \boldsymbol{u}+\alpha \boldsymbol{u}-\boldsymbol{s}(\boldsymbol{u}) & \in L^{2}\left(0, T ; W^{\frac{1}{2}, 2}(\partial \Omega)\right)
\end{aligned}
$$

Up to the convective term is all clear, because of $\boldsymbol{u}, \partial_{t} \boldsymbol{u} \in L^{2}\left(0, T ; W^{1,2}(\Omega)\right)$. To show that $(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$ we recall that at this point we have $\boldsymbol{u} \in$ $L^{p}\left(0, T ; W^{1, q}(\Omega)\right) \hookrightarrow L^{p}\left(0, T ; L^{\infty}(\Omega)\right)$ and $\nabla \boldsymbol{u} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$, from which the conclusion follows by Hölder's inequality.

In correspondence with the previous section, we now develop $L^{p}-L^{q}$ regularity for finite $p$ and then also maximal time regularity, i.e., for $p=+\infty$.

Theorem 13. ( $L^{p}-L^{q}$ regularity of NS) Let all the assumptions of Theorem 12 hold. Let us further assume that $\boldsymbol{s}^{\prime}$ is bounded and for some $2<\sigma<4$ there holds

$$
\boldsymbol{f} \in L^{\infty}\left(0, T ; L^{t(\sigma)}(\Omega)\right), \boldsymbol{h} \in L^{\infty}\left(0, T ; W^{-\frac{1}{\sigma}, \sigma}(\partial \Omega)\right)
$$

Let $2<p<+\infty$ and

$$
\begin{aligned}
& \partial_{t} \boldsymbol{F} \in L^{2}(0, T ; H) \\
& \boldsymbol{f} \in L^{p}\left(0, T ; L^{p}(\Omega)\right), \boldsymbol{h} \in L^{p}\left(0, T ; W^{1-\frac{1}{p}, p}(\partial \Omega)\right)
\end{aligned}
$$

Then, the unique weak solution of (1)-(11) satisfies, for some $q>2$, that

$$
\begin{aligned}
& \boldsymbol{u} \in L_{l o c}^{\infty}\left(0, T ; W^{1, q}(\Omega)\right), \\
& \boldsymbol{u} \in L_{l o c}^{p}\left(0, T ; W^{2, q}(\Omega)\right), \\
& \pi \in L_{l o c}^{p}\left(0, T ; W^{1, q}(\Omega) .\right.
\end{aligned}
$$

Proof. Due to Lemma 4, we immediately get

$$
\boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{1, \sigma}(\Omega)\right)
$$

and thus

$$
(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{\sigma}(\Omega)\right)
$$

From Theorem 12, we have $\partial_{t} \boldsymbol{u} \in L^{\infty}(0, T ; H) \cap L^{2}(0, T ; V)$, and it interpolates into

$$
\partial_{t} \boldsymbol{u} \in L^{p}\left(0, T ; L^{q}(\Omega)\right)
$$

where $q>2$. Therefore,

$$
\boldsymbol{f}-\partial_{t} \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \in L_{\mathrm{loc}}^{p}\left(0, T ; L^{q}(\Omega)\right),
$$

which means that this (interior) term has the desired regularity to apply Theorem 6. It remains to show

$$
\beta \boldsymbol{h}-\beta \partial_{t} \boldsymbol{u}+\alpha \boldsymbol{u}-\boldsymbol{s}(\boldsymbol{u}) \in L_{\mathrm{loc}}^{p}\left(0, T ; W^{1-\frac{1}{q}, q}(\partial \Omega)\right)
$$

The only problematic term is the time derivative, which needs to be improved.
To do so, we recall that thanks to Theorem 12 there holds

$$
\left\langle\partial_{t} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle+(\boldsymbol{v}, \boldsymbol{\varphi})_{V}=\langle(\tilde{\boldsymbol{f}}, \tilde{\boldsymbol{h}}), \boldsymbol{\varphi}\rangle
$$

where

$$
\begin{aligned}
& \tilde{\boldsymbol{f}}=\partial_{t} \boldsymbol{f}-(\boldsymbol{v} \cdot \nabla) \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{v}, \\
& \tilde{\boldsymbol{h}}=\partial_{t} \boldsymbol{h}+\frac{1}{\beta}\left(\alpha-\boldsymbol{s}^{\prime}(\boldsymbol{u})\right) \boldsymbol{v} .
\end{aligned}
$$

Let us verify that $(\tilde{f}, \tilde{\boldsymbol{h}}) \in L_{\text {loc }}^{2}(0, T ; H)$. In view of Lemma 1 , it is enough to show that $\tilde{\boldsymbol{f}} \in L_{\mathrm{loc}}^{2}\left(0, T ; L^{2}(\Omega)\right)$ and $\tilde{\boldsymbol{h}} \in L_{\mathrm{loc}}^{2}\left(0, T ; L^{2}(\partial \Omega)\right)$. For terms with time derivatives, it follows from the assumptions. Because of the fact that $\sigma>2$ we have $\boldsymbol{u} \in$ $L_{\text {loc }}^{\infty}\left(0, T ; L^{\infty}(\Omega)\right)$ and from Theorem 12 follows $\nabla \boldsymbol{v} \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$. This information implies $(\boldsymbol{u} \cdot \nabla) \boldsymbol{v} \in L_{\mathrm{loc}}^{2}\left(0, T ; L^{2}(\Omega)\right)$. Next, because $\nabla \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{\sigma}(\Omega)\right)$, $\sigma>2$, and $\boldsymbol{v} \in L^{\infty}\left(0, T ; L^{q}(\Omega)\right)$, for any $q<+\infty$, the Hölder's inequality gives $(\boldsymbol{v} \cdot \nabla) \boldsymbol{u} \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$. Therefore, $\tilde{\boldsymbol{f}} \in L_{\mathrm{loc}}^{2}\left(0, T ; L^{2}(\Omega)\right)$. The integrability of boundary terms is now clear. Let us note that we implicitly used $\boldsymbol{s}(\boldsymbol{u}) \cdot \boldsymbol{n}=0$.

Because the right-hand side $(\tilde{\boldsymbol{f}}, \tilde{\boldsymbol{h}})$ of the evolutionary Stokes system belongs to $L_{\text {loc }}^{2}(0, T ; H)$, we can invoke Theorem 7(ii) to achieve

$$
\partial_{t} \boldsymbol{u}=\boldsymbol{v} \in L_{\mathrm{loc}}^{\infty}(0, T ; V) \cap L_{\mathrm{loc}}^{2}\left(0, T ; W^{1,4}(\Omega)\right)
$$

which gives us for certain $q>2$ that

$$
\partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{p}\left(0, T ; W^{1, q}(\Omega)\right),
$$

by interpolation. This implies the desired regularity and Theorem 6 gives us the last two inclusions in the assertion of the theorem. The first inclusion is a simple corollary of the fact that both $\boldsymbol{u}$ and $\partial_{t} \boldsymbol{u}$ belong to $L_{\mathrm{loc}}^{p}\left(0, T ; W^{1, q}(\Omega)\right)$ and $p>2$. Let us remark that the use of Theorem 7 above gives us also information about the second-time derivative, more specifically

$$
\partial_{t t} \boldsymbol{u} \in L_{\mathrm{loc}}^{2}(0, T ; H) .
$$

Theorem 14. (Maximal regularity of NS) Let all the assumptions of Theorem 12 hold and let us further assume that $\Omega \in \mathcal{C}^{1,1}$ and $\boldsymbol{s}^{\prime}$ is bounded.
(i) Suppose that there hold

$$
\begin{aligned}
& \partial_{t} \boldsymbol{F} \in L^{2}(0, T ; H) \\
& \boldsymbol{f} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right), \boldsymbol{h} \in L^{\infty}\left(0, T ; W^{\frac{1}{2}, 2}(\partial \Omega)\right)
\end{aligned}
$$

Then the unique weak solution of (1)-(11) satisfies

$$
\begin{aligned}
& \boldsymbol{u} \in L_{l o c}^{\infty}\left(0, T ; W^{2,2}(\Omega)\right), \\
& \pi \in L_{l o c}^{\infty}\left(0, T ; W^{1,2}(\Omega)\right.
\end{aligned}
$$

(ii) Suppose that $\boldsymbol{s} \in \mathcal{C}^{2}\left(\mathbb{R}^{2}\right)$, $\boldsymbol{s}^{\prime \prime}$ is bounded and for some $2<p<+\infty$ there hold

$$
\begin{aligned}
& \partial_{t} \boldsymbol{F} \in L^{2}(0, T ; H), \partial_{t t} \boldsymbol{F} \in L^{2}\left(0, T ; V^{*}\right), \\
& \boldsymbol{f} \in L^{\infty}\left(0, T ; L^{p}(\Omega)\right), \boldsymbol{h} \in L^{\infty}\left(0, T ; W^{1-\frac{1}{p}, p}(\partial \Omega)\right), \\
& \partial_{t} \boldsymbol{f} \in L^{\infty}\left(0, T ; L^{t(p)}(\Omega)\right), \partial_{t} \boldsymbol{h} \in L^{\infty}\left(0, T ; W^{-\frac{1}{p}, p}(\partial \Omega)\right)
\end{aligned}
$$

Then we have for some $q>2$ that

$$
\begin{aligned}
& u \in L_{l o c}^{\infty}\left(0, T ; W^{2, q}(\Omega)\right), \\
& \pi \in L_{l o c}^{\infty}\left(0, T ; W^{1, q}(\Omega)\right)
\end{aligned}
$$

Proof. Concerning the first part of the theorem, we use Theorem 12 and then Lemma 4 to get

$$
\boldsymbol{f}-\partial_{t} \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{2}(\Omega)\right)
$$

However, on the boundary, we have just

$$
\partial_{t} \boldsymbol{u} \in L^{\infty}\left(0, T ; L^{2}(\partial \Omega)\right) \cap L^{2}\left(0, T ; W^{\frac{1}{2}, 2}(\partial \Omega)\right),
$$

which is not enough. In the same fashion as in the previous theorem, we obtain $\partial_{t} \boldsymbol{u} \in$ $L_{\mathrm{loc}}^{\infty}(0, T ; V)$, which gives us $-\beta \partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{\frac{1}{2}, 2}(\partial \Omega)\right)$. Therefore,

$$
\beta \boldsymbol{h}-\beta \partial_{t} \boldsymbol{u}+\alpha \boldsymbol{u}-\boldsymbol{s}(\boldsymbol{u}) \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{\frac{1}{2}, 2}(\partial \Omega)\right)
$$

and we can use Theorem 4 to finish the proof of (i).
To show (ii), we proceed as in Theorem 13 to obtain

$$
\begin{aligned}
& \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{1, q}(\Omega)\right), \\
& \boldsymbol{v} \in L_{\mathrm{loc}}^{\infty}(0, T ; V) \cap L_{\mathrm{loc}}^{2}\left(0, T ; W^{1,4}(\Omega)\right), \\
& \partial_{t} \boldsymbol{v} \in L_{\mathrm{loc}}^{2}(0, T ; H),
\end{aligned}
$$

for some $q>2$. Together with $L_{\mathrm{loc}}^{\infty}(0, T ; V) \hookrightarrow L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{q}(\Omega)\right)$ we see that

$$
\boldsymbol{f}-\partial_{t} \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{q}(\Omega)\right)
$$

holds. This is exactly the regularity, of the "interior" term, which is needed to apply Theorem 6. Hence, to use it, we need to achieve

$$
\partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{1, q}(\Omega)\right)
$$

Then,

$$
\beta \boldsymbol{h}-\beta \partial_{t} \boldsymbol{u}+\alpha \boldsymbol{u}-\boldsymbol{s}(\boldsymbol{u}) \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{1-\frac{1}{q}, q}(\partial \Omega)\right)
$$

will follow and Theorem 6 gives the result.
To improve the time derivative, we move $\partial_{t} \boldsymbol{v}$ in

$$
\left\langle\partial_{t} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle+(\boldsymbol{v}, \boldsymbol{\varphi})_{V}=\langle(\tilde{\boldsymbol{f}}, \tilde{\boldsymbol{h}}), \boldsymbol{\varphi}\rangle,
$$

where

$$
\begin{aligned}
& \tilde{\boldsymbol{f}}=\partial_{t} \boldsymbol{f}-(\boldsymbol{v} \cdot \nabla) \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{v}, \\
& \tilde{\boldsymbol{h}}=\partial_{t} \boldsymbol{h}+\frac{1}{\beta}\left(\alpha-\boldsymbol{s}^{\prime}(\boldsymbol{u})\right) \boldsymbol{v},
\end{aligned}
$$

to the right-hand side and use Theorem 5; it is actually nothing else than use of Lemma 4 for $\boldsymbol{v}$ instead of $\boldsymbol{u}$. Therefore, we need to check

$$
\begin{aligned}
\partial_{t} \boldsymbol{f}-\partial_{t} \boldsymbol{v}-(\boldsymbol{v} \cdot \nabla) \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{v} & \in L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{t(q)}(\Omega)\right), \\
\beta \partial_{t} \boldsymbol{h}-\beta \partial_{t} \boldsymbol{v}+\alpha \boldsymbol{v}-\boldsymbol{s}^{\prime}(\boldsymbol{u}) \boldsymbol{v} & \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{-\frac{1}{q}, q}(\partial \Omega)\right)
\end{aligned}
$$

For most terms it is straightforward. Our data $\left(\partial_{t} \boldsymbol{f}, \partial_{t} \boldsymbol{h}\right)$ are improved in the assumptions of the theorem, the boundary term $\alpha \boldsymbol{v}-\boldsymbol{s}^{\prime}(\boldsymbol{u}) \boldsymbol{v}$ is clear thanks to $\operatorname{tr} \boldsymbol{v} \in$ $L_{\text {loc }}^{\infty}\left(0, T ; W^{\frac{1}{2}, 2}(\partial \Omega)\right)$ and boundedness of $\boldsymbol{s}^{\prime}$. The nonlinear term $(\boldsymbol{v} \cdot \nabla) \boldsymbol{u}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{v}$ belongs to $L^{\infty}\left(0, T ; L^{t(q)}(\Omega)\right)$ because of the fact that both $\boldsymbol{u}$ and $\boldsymbol{v}$ belong to $L_{\text {loc }}^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$. The only problem can occur in the time derivative $\partial_{t} \boldsymbol{v}$; we need to improve it.

Let us again take a look at the equation

$$
\left\langle\partial_{t} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle+(\boldsymbol{v}, \boldsymbol{\varphi})_{V}=\langle(\tilde{\boldsymbol{f}}, \tilde{\boldsymbol{h}}), \boldsymbol{\varphi}\rangle
$$

and notice that, if we show $\left(\partial_{t} \tilde{\boldsymbol{f}}, \partial_{t} \tilde{\boldsymbol{h}}\right) \in L^{2}\left(0, T ; V^{*}\right)$, then Theorem 7(i) can be used and gives us

$$
\partial_{t} \boldsymbol{v} \in L_{\mathrm{loc}}^{\infty}(0, T ; H)
$$

Of course, as we already saw in Lemma 2, this regularity is enough to establish that both $\partial_{t} \boldsymbol{v} \in L_{\text {loc }}^{\infty}\left(0, T ; L^{t(q)}(\Omega)\right)$ and $\partial_{t} \boldsymbol{v} \in L_{\text {loc }}^{\infty}\left(0, T ; W^{-\frac{1}{q}, q}(\partial \Omega)\right)$ are satisfied.

To finish the proof, it remains to show $\left(\partial_{t} \tilde{\boldsymbol{f}}, \partial_{t} \tilde{\boldsymbol{h}}\right) \in L^{2}\left(0, T ; V^{*}\right)$. First, we verify that

$$
\partial_{t} \tilde{\boldsymbol{f}}=\partial_{t t} \boldsymbol{f}-2(\boldsymbol{v} \cdot \nabla) \boldsymbol{v}-(\boldsymbol{u} \cdot \nabla)\left(\partial_{t} \boldsymbol{v}\right)-\left(\partial_{t} \boldsymbol{v} \cdot \nabla\right) \boldsymbol{u} \in L^{2}\left(0, T ;\left(W_{\sigma, \boldsymbol{n}}^{1,2}(\Omega)\right)^{*}\right),
$$

$$
\partial_{t} \tilde{\boldsymbol{h}}=\partial_{t t} \boldsymbol{h}+\frac{1}{\beta}\left(\alpha-\boldsymbol{s}^{\prime}(\boldsymbol{u})\right) \partial_{t} \boldsymbol{v}-\frac{1}{\beta} \boldsymbol{s}^{\prime \prime}(\boldsymbol{u}) \boldsymbol{v} \cdot \boldsymbol{v} \in L^{2}\left(0, T ; L^{2}(\partial \Omega)\right)
$$

The worst terms are $(\boldsymbol{u} \cdot \nabla)\left(\partial_{t} \boldsymbol{v}\right)$ and $\left(\alpha-\boldsymbol{s}^{\prime}(\boldsymbol{u})\right) \partial_{t} \boldsymbol{v}$. Nevertheless, our regularity of $\boldsymbol{u}$ and $\boldsymbol{v}$ is just enough to establish the required inclusions (together with the prescribed assumptions on $\partial_{t t} \boldsymbol{f}, \partial_{t t} \boldsymbol{h}$ and boundedness of $\left.\boldsymbol{s}^{\prime}, \boldsymbol{s}^{\prime \prime}\right)$. Second, we need the compatibility of the right-hand sides. As we already explained above Lemma 1, $\left(W_{\sigma, \boldsymbol{n}}^{1,2}(\Omega)\right)^{*} \times L^{2}(\partial \Omega) \hookrightarrow V^{*}$, and therefore $\left(\partial_{t} \tilde{\boldsymbol{f}}, \partial_{t} \tilde{\boldsymbol{h}}\right) \in L^{2}\left(0, T ; V^{*}\right)$ indeed holds.

### 3.3. Regularity for systems with quadratic growth

Here, we show the final regularity result, i.e., Theorem 1. Of course, its simple case $\boldsymbol{S}=v \boldsymbol{D} \boldsymbol{u}$, with $v>0$ constant, was treated in detail in Theorem 14. Thus, from now on, we focus on the general case of the Cauchy stress $S$ with a potential $U, U(0)=0$, which is a $\mathcal{C}^{3}\left(\mathbb{R}^{+}\right)$function satisfying the estimates

$$
\begin{aligned}
(\boldsymbol{S}(\boldsymbol{D})-\boldsymbol{S}(\boldsymbol{E})):(\boldsymbol{D}-\boldsymbol{E}) & \geq c_{1}|\boldsymbol{D}-\boldsymbol{E}|^{2}, \\
\left|\partial_{\boldsymbol{D}} U\left(|\boldsymbol{D}|^{2}\right)\right|=|\boldsymbol{S}(\boldsymbol{D})| & \leq c_{2}|\boldsymbol{D}|, \\
\partial_{\boldsymbol{D}}^{2} U\left(|\boldsymbol{D}|^{2}\right) \boldsymbol{E}: \boldsymbol{E}=\partial_{\boldsymbol{D}} \boldsymbol{S}(\boldsymbol{D}) \boldsymbol{E}: \boldsymbol{E} & \geq c_{1}|\boldsymbol{E}|^{2}, \\
\left|\partial_{\boldsymbol{D}}^{2} U\left(|\boldsymbol{D}|^{2}\right)\right|+\left|\partial_{\boldsymbol{D}}^{3} U\left(|\boldsymbol{D}|^{2}\right)\right| & \leq C,
\end{aligned}
$$

for all symmetrical $2 \times 2$ matrices $\boldsymbol{D}, \boldsymbol{E}$.
Proof. (Proof of Theorem 1) We will not provide all the details; we only sketch how to modify previously developed methods, i.e., how to deal with the new non-linear term.

Step 1: Galerkin We start with repeating the proof Theorem 12. When differentiating the equation with respect to time we get the following expression coming from the elliptic term

$$
\begin{aligned}
\int_{\Omega} \partial_{t}\left(\boldsymbol{S}\left(\boldsymbol{D} \boldsymbol{u}^{n}\right)\right): \boldsymbol{D}\left(\partial_{t} \boldsymbol{u}^{n}\right) & =\int_{\Omega} \partial_{\boldsymbol{D}}\left(\boldsymbol{S}\left(\boldsymbol{D} \boldsymbol{u}^{n}\right)\right) \boldsymbol{D}\left(\partial_{t} \boldsymbol{u}^{n}\right): \boldsymbol{D}\left(\partial_{t} \boldsymbol{u}^{n}\right) \\
& =\int_{\Omega} \partial_{\boldsymbol{D}}^{2} U\left(\left|\boldsymbol{D} \boldsymbol{u}^{n}\right|^{2}\right) \boldsymbol{D}\left(\partial_{t} \boldsymbol{u}^{n}\right): \boldsymbol{D}\left(\partial_{t} \boldsymbol{u}^{n}\right) \\
& \geq c_{1} \int_{\Omega}\left|\boldsymbol{D}\left(\partial_{t} \boldsymbol{u}^{n}\right)\right|^{2}
\end{aligned}
$$

where we used our assumption $\partial_{\boldsymbol{D}}^{2} U\left(|\boldsymbol{D}|^{2}\right) \boldsymbol{E}: \boldsymbol{E} \geq c_{1}|\boldsymbol{E}|^{2}$. We are thus able to control $L^{2}$-norm of $\boldsymbol{D}\left(\partial_{t} \boldsymbol{u}^{n}\right)$ just as in the linear case. The rest of the proof is the same and we obtain

$$
\partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}(0, T ; H) \cap L_{\mathrm{loc}}^{2}(0, T ; V)
$$

$$
\boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}(0, T ; V)
$$

The corresponding problem for $\boldsymbol{v}=\partial_{t} \boldsymbol{u}$ will have the form

$$
\left\langle\partial_{t} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle+2 \int_{\Omega} U^{\prime}\left(|\boldsymbol{D} \boldsymbol{u}|^{2}\right) \boldsymbol{D} \boldsymbol{v}: \boldsymbol{D} \boldsymbol{\varphi}+\alpha \int_{\partial \Omega} \boldsymbol{v} \cdot \boldsymbol{\varphi}=\langle\tilde{\boldsymbol{F}}, \boldsymbol{\varphi}\rangle,
$$

where

$$
\begin{aligned}
\tilde{\boldsymbol{F}} & =(\tilde{\boldsymbol{f}}, \tilde{\boldsymbol{g}}), \\
\tilde{\boldsymbol{f}} & =\partial_{t} \boldsymbol{f}-4 U^{\prime \prime}\left(|\boldsymbol{D} \boldsymbol{u}|^{2}\right) \boldsymbol{D} \boldsymbol{u} \boldsymbol{D} \boldsymbol{u} \boldsymbol{D} \boldsymbol{v}-(\boldsymbol{v} \cdot \nabla) \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{v}, \\
\tilde{\boldsymbol{h}} & =\partial_{t} \boldsymbol{h}+\frac{1}{\beta}\left(\alpha-\boldsymbol{s}^{\prime}(\boldsymbol{u})\right) \boldsymbol{v} .
\end{aligned}
$$

Let us note that due to $\left|\partial_{\boldsymbol{D}}^{2} U\left(|\boldsymbol{D}|^{2}\right)\right| \leq C$ we have the estimate

$$
4\left|U^{\prime \prime}\left(|\boldsymbol{D} \boldsymbol{u}|^{2}\right) \boldsymbol{D} \boldsymbol{u} \boldsymbol{D} \boldsymbol{u} \boldsymbol{D} \boldsymbol{v}\right| \leq C|\boldsymbol{D} \boldsymbol{v}| .
$$

It means that all terms are sufficiently integrable.
Step 2: Auxiliary result $\boldsymbol{u} \in L_{\text {loc }}^{\infty}\left(0, T ; W^{1, q}(\Omega)\right)$. Here, we repeat the proof of Lemma 4. Recall that the leading elliptic term is given by $\boldsymbol{S}(\boldsymbol{D u})=2 U^{\prime}\left(|\boldsymbol{D u}|^{2}\right) \boldsymbol{D u}$. Therefore, there is no problem, because we can denote

$$
\boldsymbol{A}(t, x):=2 U^{\prime}\left(|\boldsymbol{D} \boldsymbol{u}|^{2}\right)
$$

and use Theorem 5, together with the final remark in Sect. 2.2, to obtain

$$
\boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{1, q}(\Omega)\right)
$$

for some $q>2$.
Step 3: First improvement of $\boldsymbol{v}$. Now, we replicate the method used in Theorem 13, i.e., we use Theorem 7(ii) for the system

$$
\left\langle\partial_{t} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle+\int_{\Omega} \boldsymbol{D} \boldsymbol{v}: \boldsymbol{D} \boldsymbol{\varphi}+\alpha \int_{\partial \Omega} \boldsymbol{v} \cdot \boldsymbol{\varphi}=\left\langle\left(\tilde{\boldsymbol{f}}-2 U^{\prime}\left(|\boldsymbol{D} \boldsymbol{u}|^{2}\right) \boldsymbol{D} \boldsymbol{u}+\boldsymbol{D} \boldsymbol{v}, \tilde{\boldsymbol{h}}\right), \boldsymbol{\varphi}\right\rangle
$$

The worst term in the first component is $\boldsymbol{D} \boldsymbol{v}$, but from the first step we already have $v \in L_{\text {loc }}^{2}(0, T ; V)$, therefore, we achieve

$$
(\tilde{\boldsymbol{f}}-\boldsymbol{A} \boldsymbol{D} \boldsymbol{v}+\boldsymbol{D} \boldsymbol{v}, \tilde{\boldsymbol{h}}) \in L_{\mathrm{loc}}^{2}(0, T ; H)
$$

Theorem 7 then gives us

$$
\begin{aligned}
& \boldsymbol{v} \in L_{\mathrm{loc}}^{\infty}(0, T ; V) \cap L_{\mathrm{loc}}^{2}\left(0, T ; W^{1,4}(\Omega)\right), \\
& \partial_{t} v \in L_{\mathrm{loc}}^{2}(0, T ; H)
\end{aligned}
$$

At this point, we have $L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{q}(\Omega)\right)$ regularity of the interior term

$$
\boldsymbol{f}-\partial_{t} \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}
$$

and we need to improve $\partial_{t} \boldsymbol{u}$ by one space derivative to control also the boundary term

$$
\beta \boldsymbol{h}-\beta \partial_{t} \boldsymbol{u}+\alpha \boldsymbol{u}-\boldsymbol{s}(\boldsymbol{u})
$$

in the space $L_{\text {loc }}^{\infty}\left(0, T ; W^{1-\frac{1}{q}, q}(\partial \Omega)\right)$.
Step 4: Improvement of $\partial_{t} \boldsymbol{v}$. Here, just like in the proof of Theorem 14, we show

$$
\left(\partial_{t} \tilde{\boldsymbol{f}}-\partial_{t}\left(2 U^{\prime}\left(|\boldsymbol{D} \boldsymbol{u}|^{2}\right) \boldsymbol{D} \boldsymbol{u}\right)+\boldsymbol{D}\left(\partial_{t} \boldsymbol{v}\right), \partial_{t} \tilde{\boldsymbol{h}}\right) \in L_{\mathrm{loc}}^{2}\left(0, T ; V^{*}\right) .
$$

We see that we have just enough information to guarantee it; let us just note that in $\partial_{t} \tilde{\boldsymbol{f}}$ is contained the third derivative of $U$. Therefore, we use the second part of Theorem 7 and obtain

$$
\partial_{t} v \in L_{\mathrm{loc}}^{\infty}(0, T ; H)
$$

Step 5: Second improvement of $\boldsymbol{v}$. At this point, we move the time derivative of $\boldsymbol{v}$, in the equation

$$
\left\langle\partial_{t} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle+\int_{\Omega} \boldsymbol{A} \boldsymbol{D} \boldsymbol{v}: \boldsymbol{D} \boldsymbol{\varphi}+\alpha \int_{\partial \Omega} \boldsymbol{v} \cdot \boldsymbol{\varphi}=\langle\tilde{\boldsymbol{F}}, \boldsymbol{\varphi}\rangle,
$$

to the right-hand side. Recall that $\boldsymbol{A}(t, x)=2 U^{\prime}\left(|\boldsymbol{D} \boldsymbol{u}|^{2}\right)$. As we already saw several times, $\partial_{t} \boldsymbol{v} \in L_{\text {loc }}^{\infty}\left(0, T ; L^{t(q)}(\Omega)\right)$ and $\partial_{t} \boldsymbol{v} \in L_{\text {loc }}^{\infty}\left(0, T ; W^{-\frac{1}{q}, q}(\partial \Omega)\right)$ now hold. As above,

$$
\left|4 U^{\prime \prime}\left(|\boldsymbol{D} \boldsymbol{u}|^{2}\right) \boldsymbol{D} \boldsymbol{u} \boldsymbol{D} \boldsymbol{u} \boldsymbol{D} \boldsymbol{v}\right| \leq C|\boldsymbol{D} \boldsymbol{v}| \in L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{t(q)}(\Omega)\right)
$$

Therefore, we can apply Theorem 5 to this problem and get

$$
\boldsymbol{v} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{1, q}(\Omega)\right)
$$

Step 6: Final conclusion. Because Theorem 6 holds also with the matrix $\boldsymbol{A}$ in the leading elliptic term, we can apply it to the system

$$
\int_{\Omega} \boldsymbol{A} \boldsymbol{D} \boldsymbol{u}: \boldsymbol{D} \varphi+\alpha \int_{\partial \Omega} \boldsymbol{u} \cdot \boldsymbol{\varphi}=\langle\boldsymbol{F}, \boldsymbol{\varphi}\rangle-\left\langle\partial_{t} \boldsymbol{u}, \boldsymbol{\varphi}\right\rangle .
$$

Thanks to $\partial_{t} \boldsymbol{u} \in L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{1, q}(\Omega)\right)$ we get the desired regularity and the proof is complete.

## 4. Dimension of the attractor

We will now derive explicit estimates of the (fractal) dimension of $\mathcal{A} \subset H$, the global attractor to the system

$$
\begin{array}{rlrl}
\partial_{t} \boldsymbol{u}-\operatorname{div} v \boldsymbol{D} \boldsymbol{u}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\nabla \pi & =\boldsymbol{f} & & \text { in }(0, T) \times \Omega, \\
\operatorname{div} \boldsymbol{u} & =0 & & \text { in }(0, T) \times \Omega, \\
\beta \partial_{t} \boldsymbol{u}+\alpha \boldsymbol{u}+[(\nu \boldsymbol{D} \boldsymbol{u}) \boldsymbol{n}]_{\tau} & =\beta \boldsymbol{h} & & \text { on }(0, T) \times \partial \Omega, \\
\boldsymbol{u} \cdot \boldsymbol{n} & =0 & & \text { on }(0, T) \times \partial \Omega, \\
\boldsymbol{u}(0) & =\boldsymbol{u}_{0} & \text { in } \bar{\Omega} \tag{42}
\end{array}
$$

in terms of the data of the problem, that is to say, the external forces $\boldsymbol{f}$ and $\boldsymbol{h}$, the constants $v, \alpha, \beta$ and the characteristic length $\ell=\operatorname{diam} \Omega$.

We will now focus on the autonomous problem, i.e., the right-hand side $\boldsymbol{F}=(\boldsymbol{f}, \boldsymbol{h})$ is independent of time. Because of its uniqueness, the solution semigroup $S(t): H \rightarrow$ $H$, for $t \geq 0$, is well defined and continuous, cf. Theorem 11. Existence of the global attractor is also straightforward, see e.g. [17, Theorem 1.2].

We will apply the method of Lyapunov exponents, see Proposition 5. There are two main ingredients here. First, we need to verify the differentiability of the solution operator. This crucially relies on the regularity $\boldsymbol{u} \in L^{\infty}\left(0, T ; W^{2, q}(\Omega)\right)$, for some $q>2$, which is provided by Theorem 1 . Note that as $\boldsymbol{F}$ does not depend on time, its assumptions reduce to $f \in L^{p}(\Omega), \boldsymbol{h} \in W^{1-1 / p, p}(\partial \Omega)$ for a certain $p>2$. Second, we want to estimate the trace of the linearized operator.

For the sake of simplicity, we only work with linear constitutive relations, but the whole procedure also works if $\boldsymbol{S}, \boldsymbol{s}$ are nonlinear functions with bounded derivatives.

### 4.1. Differentiability of the solution operator

Before we start, we need to make some notation and preparation. Two explicit a priori estimates are crucial here, namely

$$
\begin{aligned}
B_{0} & =\sup _{\boldsymbol{u}_{0} \in \mathcal{A}}\left\|\boldsymbol{u}_{0}\right\|_{H} \\
B_{1} & =\sup _{\boldsymbol{u}_{0} \in \mathcal{A}} \limsup _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t}\|\boldsymbol{D} \boldsymbol{u}\|_{L^{2}(\Omega)}^{2} \mathrm{~d} \tau
\end{aligned}
$$

The last integral is taken along solutions starting from $\boldsymbol{u}_{0}$. We work with $\boldsymbol{F} \in H$ (and even better). Testing the equation by $\boldsymbol{u}$ in (16) and using (7), (9), we obtain

$$
\frac{1}{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t}\|\boldsymbol{u}\|_{H}^{2}+c_{1} \int_{\Omega}|\boldsymbol{D} \boldsymbol{u}|^{2}+\alpha c_{3} \int_{\partial \Omega}\left(|\boldsymbol{u}|^{2}+|\boldsymbol{u}|^{s}\right)=(\boldsymbol{F}, \boldsymbol{u})_{H}
$$

The following simple estimates will be used repeatedly:

$$
\begin{equation*}
\|\boldsymbol{u}\|_{V}^{2} \geq m_{\alpha}\|\boldsymbol{u}\|_{W^{1,2}(\Omega)}^{2}, \quad m_{\alpha}:=\min \{1, \alpha\} \tag{43}
\end{equation*}
$$

$$
\begin{equation*}
\|\boldsymbol{u}\|_{H}^{2} \leq M_{\beta}\|\boldsymbol{u}\|_{L^{2}(\Omega \times \partial \Omega)}^{2}, \quad M_{\beta}:=\max \{1, \beta\} \tag{44}
\end{equation*}
$$

where $L^{2}(\Omega \times \partial \Omega)=L^{2}(\Omega) \times L^{2}(\partial \Omega)$ has the standard norm.
We can estimate

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\|\boldsymbol{u}\|_{H}^{2}+2 c_{1} \int_{\Omega}|\boldsymbol{D} \boldsymbol{u}|^{2}+2 \alpha c_{3} \int_{\partial \Omega}|\boldsymbol{u}|^{2} & \leq 2\|\boldsymbol{F}\|_{H}\|\boldsymbol{u}\|_{H} \\
\frac{\mathrm{~d}}{\mathrm{~d} t}\|\boldsymbol{u}\|_{H}^{2}+2 m\|\boldsymbol{u}\|_{V}^{2} & \leq 2\|\boldsymbol{F}\|_{H}\|\boldsymbol{u}\|_{H} \\
\frac{\mathrm{~d}}{\mathrm{~d} t}\|\boldsymbol{u}\|_{H}^{2} & \leq 2\|\boldsymbol{u}\|_{H}\left(\|\boldsymbol{F}\|_{H}-m \frac{m_{\alpha}}{M_{\beta}}\|\boldsymbol{u}\|_{H}\right),
\end{aligned}
$$

where

$$
\begin{equation*}
m:=\min \left\{c_{1}, c_{3}\right\} . \tag{45}
\end{equation*}
$$

It follows that

$$
\begin{aligned}
& B_{0} \leq \frac{1}{m} \cdot \frac{M_{\beta}}{m_{\alpha}}\|\boldsymbol{F}\|_{H}, \\
& B_{1} \leq \frac{B_{0}}{c_{1}}\|\boldsymbol{F}\|_{H} \leq \frac{1}{m c_{1}} \cdot \frac{M_{\beta}}{m_{\alpha}}\|\boldsymbol{F}\|_{H}^{2}
\end{aligned}
$$

Moreover,

$$
\mathcal{B}:=\overline{\bigcup_{t \geq \tau} S(t) B\left(0, B_{0}\right)}
$$

is uniformly absorbing, positively invariant, and closed set for any fixed $\tau>0$.
Now, we consider a formal linearization of our system (1)-(5), i.e.

$$
\begin{align*}
\partial_{t} \boldsymbol{U}-\operatorname{div}\left[\partial_{\boldsymbol{D}} \boldsymbol{S}(\boldsymbol{D} \boldsymbol{u}) \boldsymbol{D} \boldsymbol{U}\right]+(\boldsymbol{U} \cdot \nabla) \boldsymbol{u}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{U}+\nabla \sigma & =0,  \tag{46}\\
\operatorname{div} \boldsymbol{U} & =0 \tag{47}
\end{align*}
$$

in $(0, T) \times \Omega$ together with

$$
\begin{align*}
\beta \partial_{t} \boldsymbol{U}+\boldsymbol{s}^{\prime}(\boldsymbol{u}) \boldsymbol{U}+\left[\left(\partial_{\boldsymbol{D}} \boldsymbol{S}(\boldsymbol{D} \boldsymbol{u}) \boldsymbol{D} \boldsymbol{U}\right) \boldsymbol{n}\right]_{\tau} & =0 \quad \text { on }(0, T) \times \partial \Omega,  \tag{48}\\
\boldsymbol{U} \cdot \boldsymbol{n} & =0 \quad \text { on }(0, T) \times \partial \Omega,  \tag{49}\\
\boldsymbol{U}(\mathbf{0}) & =\boldsymbol{v}_{0}-\boldsymbol{u}_{0} \quad \text { in } \bar{\Omega} . \tag{50}
\end{align*}
$$

Due to (11), (12), it clearly has a unique weak solution. We can prove the following.
Theorem 15. The solution operator $\mathcal{L}_{t}$ of (46)-(50) is a uniform quasidifferential to $S_{t}$ on $\mathcal{B}$, i.e., for any fixed $t>0$ there holds

$$
\begin{equation*}
\|\boldsymbol{v}(t)-\boldsymbol{u}(t)-\boldsymbol{U}(t)\|_{H}=o\left(\left\|\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right\|_{H}\right), \quad\left\|\boldsymbol{v}_{0}-\boldsymbol{u}_{0}\right\|_{H} \rightarrow 0 \tag{51}
\end{equation*}
$$

where $\boldsymbol{v}, \boldsymbol{u}$ solve (1)-(12) with $\boldsymbol{v}_{0}, \boldsymbol{u}_{0} \in \mathcal{B}$ respectively and $\boldsymbol{U}$ solves (46)-(50).

Proof. We start with subtracting the equations for $\boldsymbol{w}:=\boldsymbol{v}-\boldsymbol{u}$ and $\boldsymbol{U}$ to obtain that

$$
\begin{aligned}
\partial_{t}(\boldsymbol{w}-\boldsymbol{U})-\operatorname{div}[ & \left.\boldsymbol{S}(\boldsymbol{D} \boldsymbol{v})-\boldsymbol{S}(\boldsymbol{D} \boldsymbol{u})-\partial_{\boldsymbol{D}} \boldsymbol{S}(\boldsymbol{D} \boldsymbol{u}) \boldsymbol{D} \boldsymbol{U}\right] \\
& +(\boldsymbol{v} \cdot \nabla) \boldsymbol{v}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}-(\boldsymbol{U} \cdot \nabla) \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{U} \\
& +\nabla \pi-\nabla \sigma=0 .
\end{aligned}
$$

Next, we test it by $\boldsymbol{w}-\boldsymbol{U}$, which leads to

$$
\begin{equation*}
\frac{1}{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t}\|\boldsymbol{w}-\boldsymbol{U}\|_{H}^{2}+I_{\Omega}+I_{\partial \Omega}=J \tag{52}
\end{equation*}
$$

where

$$
\begin{aligned}
I_{\Omega} & :=\int_{\Omega}\left[\boldsymbol{S}(\boldsymbol{D} \boldsymbol{v})-\boldsymbol{S}(\boldsymbol{D} \boldsymbol{u})-\partial_{\boldsymbol{D}} \boldsymbol{S}(\boldsymbol{D} \boldsymbol{u}) \boldsymbol{D} \boldsymbol{U}\right]: \boldsymbol{D}(\boldsymbol{w}-\boldsymbol{U}), \\
I_{\partial \Omega} & :=\int_{\partial \Omega}\left[\boldsymbol{s}(\boldsymbol{v})-\boldsymbol{s}(\boldsymbol{u})-\boldsymbol{s}^{\prime}(\boldsymbol{u}) \boldsymbol{U}\right]:(\boldsymbol{w}-\boldsymbol{U}), \\
J & :=-\int_{\Omega}[(\boldsymbol{v} \cdot \nabla) \boldsymbol{v}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}-(\boldsymbol{U} \cdot \nabla) \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{U}] \cdot(\boldsymbol{w}-\boldsymbol{U}) .
\end{aligned}
$$

Now, we need to estimate these three integrals. Thanks to the differentiability of both $\boldsymbol{S}$ and $\boldsymbol{s}$ we can use the mean value theorem to find $\theta^{1}, \theta^{2} \in[0,1]$ such that

$$
\begin{aligned}
I_{\Omega} & =\int_{\Omega}\left[\partial_{\boldsymbol{D}} \boldsymbol{S}\left(\boldsymbol{D} \boldsymbol{u}+\theta^{1} \boldsymbol{D} \boldsymbol{w}\right) \boldsymbol{D} \boldsymbol{w}-\partial_{\boldsymbol{D}} \boldsymbol{S}(\boldsymbol{D} \boldsymbol{u}) \boldsymbol{D} \boldsymbol{U}\right]: \boldsymbol{D}(\boldsymbol{w}-\boldsymbol{U}) \\
& =I_{\Omega}^{1}+I_{\Omega}^{2} \\
I_{\partial \Omega} & =\int_{\partial \Omega}\left[\boldsymbol{s}^{\prime}\left(\boldsymbol{u}+\theta^{2} \boldsymbol{w}\right) \boldsymbol{w}-\boldsymbol{s}^{\prime}(\boldsymbol{u}) \boldsymbol{U}\right]:(\boldsymbol{w}-\boldsymbol{U}) \\
& =I_{\partial \Omega}^{1}+I_{\partial \Omega}^{2}
\end{aligned}
$$

where

$$
\begin{aligned}
I_{\Omega}^{1} & =\int_{\Omega} \partial_{D} S(D u) D(w-U): D(w-U) \\
I_{\Omega}^{2} & =\int_{\Omega}\left[\partial_{D} S\left(D u+\theta^{1} D w\right) D w-\partial_{D} S(D u) D w\right]: D(w-U) \\
I_{\partial \Omega}^{1} & =\int_{\partial \Omega} s^{\prime}(\boldsymbol{u})(\boldsymbol{w}-\boldsymbol{U}):(\boldsymbol{w}-\boldsymbol{U}) \\
I_{\partial \Omega}^{2} & =\int_{\partial \Omega}\left[s^{\prime}\left(\boldsymbol{u}+\theta^{2} w\right) w-s^{\prime}(\boldsymbol{u}) w\right]:(\boldsymbol{w}-\boldsymbol{U})
\end{aligned}
$$

Because of (12) and (11), we can estimate both $I_{\Omega}^{1}$ and $I_{\partial \Omega}^{1}$ as follows

$$
I_{\Omega}^{1}+I_{\partial \Omega}^{1} \geq c \int_{\Omega}|\boldsymbol{D}(\boldsymbol{w}-\boldsymbol{U})|^{2}+c \int_{\partial \Omega}|\boldsymbol{w}-\boldsymbol{U}|^{2} \geq c\|\boldsymbol{w}-\boldsymbol{U}\|_{1,2}^{2}
$$

where we also used Korn's inequality. Recall that derivatives of $\boldsymbol{S}, \boldsymbol{s}$ are actually Lipschitz, we can thus estimate the remaining two integrals in the following way

$$
\begin{aligned}
& I_{\Omega}^{2} \leq \int_{\Omega}|\boldsymbol{D} \boldsymbol{w}|^{2}|\boldsymbol{D}(\boldsymbol{w}-\boldsymbol{U})| \leq c \int_{\Omega}|\boldsymbol{D} \boldsymbol{w}|^{4}+\varepsilon \int_{\Omega}|\boldsymbol{D}(\boldsymbol{w}-\boldsymbol{U})|^{2} \\
& I_{\partial \Omega}^{2} \leq \int_{\partial \Omega}|\boldsymbol{w}|^{2}|\boldsymbol{w}-\boldsymbol{U}| \leq c \int_{\partial \Omega}|\boldsymbol{w}|^{4}+\varepsilon \int_{\partial \Omega}|\boldsymbol{w}-\boldsymbol{U}|^{2}
\end{aligned}
$$

Let us now rewrite the integral coming from the convective terms

$$
\begin{aligned}
J & =\int_{\Omega}[(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}-(\boldsymbol{v} \cdot \nabla) \boldsymbol{v}+(\boldsymbol{U} \cdot \nabla) \boldsymbol{u}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{U}] \cdot(\boldsymbol{w}-\boldsymbol{U}) \\
& =\int_{\Omega}[-(\boldsymbol{u} \cdot \nabla) \boldsymbol{w}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{U}-(\boldsymbol{w} \cdot \nabla) \boldsymbol{v}+(\boldsymbol{U} \cdot \nabla) \boldsymbol{u}] \cdot(\boldsymbol{w}-\boldsymbol{U}) \\
& =\int_{\Omega}[-(\boldsymbol{u} \cdot \nabla)(\boldsymbol{w}-\boldsymbol{U})-(\boldsymbol{w} \cdot \nabla) \boldsymbol{v}+(\boldsymbol{U} \cdot \nabla) \boldsymbol{u}] \cdot(\boldsymbol{w}-\boldsymbol{U}) \\
& =\int_{\Omega}[-(\boldsymbol{w} \cdot \nabla) \boldsymbol{v}+(\boldsymbol{U} \cdot \nabla) \boldsymbol{u}] \cdot(\boldsymbol{w}-\boldsymbol{U}) \pm \int_{\Omega}(\boldsymbol{w} \cdot \nabla) \boldsymbol{u} \cdot(\boldsymbol{w}-\boldsymbol{U}) \\
& =\int_{\Omega}[-(\boldsymbol{w} \cdot \nabla) \boldsymbol{w}-(\boldsymbol{w} \cdot \nabla) \boldsymbol{u}+(\boldsymbol{U} \cdot \nabla) \boldsymbol{u}] \cdot(\boldsymbol{w}-\boldsymbol{U}) \\
& =-\int_{\Omega}(\boldsymbol{w} \cdot \nabla) \boldsymbol{w} \cdot(\boldsymbol{w}-\boldsymbol{U})-\int_{\Omega}[(\boldsymbol{w}-\boldsymbol{U}) \cdot \nabla] \boldsymbol{u} \cdot(\boldsymbol{w}-\boldsymbol{U}),
\end{aligned}
$$

where from the first to second line we added $\pm \int \boldsymbol{u} \nabla \boldsymbol{v} \cdot(\boldsymbol{w}-\boldsymbol{U})$, from the third to fourth line the first term vanishes due to $\operatorname{div}(\boldsymbol{w}-\boldsymbol{U})=0$. Now, in the first integral, we use per partes and then Young's inequality gives us that

$$
\begin{aligned}
J & \leq \int_{\Omega}|\boldsymbol{w}|^{2}|\nabla(\boldsymbol{w}-\boldsymbol{U})|+\int_{\Omega}|\boldsymbol{w}-\boldsymbol{U}|^{2}|\nabla \boldsymbol{u}| \\
& \leq \varepsilon \int_{\Omega}|\nabla(\boldsymbol{w}-\boldsymbol{U})|^{2}+c \int_{\Omega}|\boldsymbol{w}|^{4}+c \int_{\Omega}|\boldsymbol{w}-\boldsymbol{U}|^{2}
\end{aligned}
$$

Let us remark that here we have also used $\nabla \boldsymbol{u} \in L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$.
Now, (52), together with the previous estimates, gives us the inequality

$$
\frac{1}{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t}\|\boldsymbol{w}-\boldsymbol{U}\|_{H}^{2}+c\|\boldsymbol{w}-\boldsymbol{U}\|_{1,2}^{2}
$$

$$
\leq C\left(\|\boldsymbol{w}\|_{L^{4}(\Omega)}^{4}+\|\boldsymbol{D} \boldsymbol{w}\|_{L^{4}(\Omega)}^{4}+\|\boldsymbol{w}\|_{L^{4}(\partial \Omega)}^{4}\right)+C \int_{\Omega}|\boldsymbol{w}-\boldsymbol{U}|^{2}
$$

and due to Grönwall's inequality we obtain

$$
\|(\boldsymbol{w}-\boldsymbol{U})(t)\|_{H}^{2} \leq C e^{c t} \int_{0}^{t}\left(\|\boldsymbol{w}\|_{L^{4}(\Omega)}^{4}+\|\boldsymbol{D} \boldsymbol{w}\|_{L^{4}(\Omega)}^{4}+\|\boldsymbol{w}\|_{L^{4}(\partial \Omega)}^{4}\right) .
$$

In order to show (51), we need to get

$$
\int_{0}^{t}\|\boldsymbol{w}\|_{L^{4}(\Omega)}^{4}+\int_{0}^{t}\|\boldsymbol{D} \boldsymbol{w}\|_{L^{4}(\Omega)}^{4}+\int_{0}^{t}\|\boldsymbol{w}\|_{L^{4}(\partial \Omega)}^{4} \leq C\left\|\boldsymbol{w}_{0}\right\|_{H}^{2+\delta}
$$

for some $\delta>0$. Let us estimate integrals one by one. For the first one we have

$$
\int_{0}^{t}\|\boldsymbol{w}\|_{4}^{4} \leq \int_{0}^{t}\|\boldsymbol{w}\|_{2}^{2}\|\boldsymbol{w}\|_{1,2}^{2} \leq C\left\|\boldsymbol{w}_{0}\right\|_{2}^{2} \int_{0}^{t}\|\boldsymbol{w}\|_{1,2}^{2} \leq C\left\|\boldsymbol{w}_{0}\right\|_{2}^{4}
$$

where we used interpolation (59) and estimates (33), (34). The next one is estimated as follows:

$$
\begin{aligned}
\int_{0}^{t}\|\boldsymbol{D} \boldsymbol{w}\|_{L^{4}(\Omega)}^{4} & \leq \int_{0}^{t}\|\nabla \boldsymbol{w}\|_{4}^{4} \leq \int_{0}^{t}\|\nabla \boldsymbol{w}\|_{2}^{2+\alpha}\|\nabla \boldsymbol{w}\|_{1, q}^{2-\alpha} \\
& \leq \sup _{t \in(0, T)}\|\nabla \boldsymbol{w}\|_{1, q}^{2-\alpha} \cdot \sup _{t \in(0, T)}\|\nabla \boldsymbol{w}\|_{2}^{\alpha} \cdot \int_{0}^{t}\|\nabla \boldsymbol{w}\|_{2}^{2} \\
& \leq C\left\|\boldsymbol{w}_{0}\right\|_{H}^{2} \cdot \sup _{t \in(0, T)}\|\nabla \boldsymbol{w}\|_{2}^{\alpha} \leq C\left\|\boldsymbol{w}_{0}\right\|_{H}^{2+\alpha / 2}
\end{aligned}
$$

where we used (60), the fact $w \in L^{\infty}\left(0, T ; W^{2, q}(\Omega)\right)$, estimates (34) and the last inequality is due to the following estimate

$$
\begin{aligned}
\sup _{t \in(0, T)}\|\nabla \boldsymbol{w}\|_{2}^{\alpha} & \leq \sup _{t \in(0, T)}\left(c\|\boldsymbol{w}\|_{2}^{\alpha / 2} \cdot\|\boldsymbol{w}\|_{2,2}^{\alpha / 2}\right) \\
& \leq C \cdot \sup _{t \in(0, T)}\|\boldsymbol{w}\|_{2}^{\alpha / 2} \leq C\left\|\boldsymbol{w}_{0}\right\|_{H}^{\alpha / 2}
\end{aligned}
$$

where (61), $\boldsymbol{w} \in L^{\infty}\left(0, T ; W^{2,2}(\Omega)\right)$ and (33) were needed. Concerning the last term we have

$$
\int_{0}^{t}\|\boldsymbol{w}\|_{L^{4}(\partial \Omega)}^{4} \leq c \int_{0}^{t}\|\boldsymbol{w}\|_{1,4}^{4} \leq C \int_{0}^{t}\left(\|\boldsymbol{D} \boldsymbol{v}\|_{4}^{4}+\|\operatorname{tr} \boldsymbol{w}\|_{L^{2}(\partial \Omega)}^{4}\right)
$$

$$
\begin{aligned}
& \leq C\left\|\boldsymbol{w}_{0}\right\|_{H}^{2+\alpha / 2}+C \int_{0}^{t}\|\boldsymbol{w}\|_{H}^{4} \leq C\left\|\boldsymbol{w}_{0}\right\|_{H}^{2+\alpha / 2}+C\left\|\boldsymbol{w}_{0}\right\|_{H}^{4} \\
& \leq C\left\|\boldsymbol{w}_{0}\right\|_{H}^{2+\alpha / 2}
\end{aligned}
$$

where we used trace and Korn's inequalities, the previous estimate of the symmetrical gradient, and (33). By the choice $\delta=\alpha / 2$, we proved the desired estimate and the proof is complete.

### 4.2. Trace estimates

In view of suitable scaling (see Remark by the end of Appendix), we can assume that $v=\ell=1$. In this setting, we have $m$ from (45) equal to 1 , and therefore,

$$
\begin{align*}
& B_{0}=\sup _{\boldsymbol{u}_{0} \in \mathcal{A}}\left\|\boldsymbol{u}_{0}\right\|_{H} \leq \frac{M_{\beta}}{m_{\alpha}}\|\boldsymbol{F}\|_{H}  \tag{53}\\
& B_{1}=\sup _{\boldsymbol{u}_{0} \in \mathcal{A}} \limsup _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t}\|\boldsymbol{D} \boldsymbol{u}\|_{L^{2}(\Omega)}^{2} \mathrm{~d} \tau \leq \frac{M_{\beta}}{m_{\alpha}}\|\boldsymbol{F}\|_{H}^{2} . \tag{54}
\end{align*}
$$

We now need to estimate the $N$-trace of the linearized equation, uniformly along the solutions on the attractor. More formally, writing the linearized equations (46)-(50) as

$$
\begin{equation*}
\partial_{t} \boldsymbol{U}=L\left(t, \boldsymbol{u}_{0}\right) \boldsymbol{U} \tag{55}
\end{equation*}
$$

where $L\left(t, \boldsymbol{u}_{0}\right)$ depends on a solution $\boldsymbol{u}=\boldsymbol{u}(t)$ with $\boldsymbol{u}(0)=\boldsymbol{u}_{0} \in \mathcal{A}$, we need to estimate

$$
\begin{equation*}
q(N)=\limsup _{t \rightarrow+\infty} \sup _{\boldsymbol{u}_{0} \in \mathcal{A}} \sup _{\left\{\boldsymbol{\varphi}_{j}\right\}_{j=1}^{N}} \frac{1}{t} \int_{0}^{t} \sum_{j=1}^{N}\left(L\left(\tau, \boldsymbol{u}_{0}\right) \boldsymbol{\varphi}_{j}, \boldsymbol{\varphi}_{j}\right) \mathrm{d} \tau \tag{56}
\end{equation*}
$$

The last supremum is taken over all families of functions $\left\{\boldsymbol{\varphi}_{j}\right\}_{j=1}^{N} \subset V$, which are orthonormal in $H$. The quantity $q(N)$ provides an effective way to estimate the global Lyapunov exponents, and a fortiori, of the attractor dimension, see [22]. In particular, if $q(N)<0$, then $\operatorname{dim}_{H}^{f} \mathcal{A} \leq N$, cf. Proposition 5 in the Appendix.

It follows that
$-\left(L\left(\cdot, \boldsymbol{u}_{0}\right) \boldsymbol{\varphi}_{j}, \boldsymbol{\varphi}_{j}\right)=\left\|\boldsymbol{D} \boldsymbol{\varphi}_{j}\right\|_{L^{2}(\Omega)}^{2}+\alpha\left\|\boldsymbol{\varphi}_{j}\right\|_{L^{2}(\partial \Omega)}^{2}-\int_{\Omega}\left(\boldsymbol{\varphi}_{j} \cdot \nabla\right) \boldsymbol{u} \cdot \boldsymbol{\varphi}_{j}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{\varphi}_{j} \cdot \boldsymbol{\varphi}_{j}$
and thus

$$
\sum_{j=1}^{N}\left(L\left(\cdot, \boldsymbol{u}_{0}\right) \boldsymbol{\varphi}_{j}, \boldsymbol{\varphi}_{j}\right) \leq-m_{\alpha} \sum_{j=1}^{N}\left\|\boldsymbol{\varphi}_{j}\right\|_{W^{1,2}(\Omega)}^{2}+\|\boldsymbol{D} \boldsymbol{u}\|_{L^{2}(\Omega)}\|\boldsymbol{\rho}\|_{L^{2}(\Omega)} .
$$

where $\boldsymbol{\rho}(x)=\sum_{j=1}^{N}\left|\boldsymbol{\varphi}_{j}(x)\right|^{2}$. Invoking now Proposition 6 below - recall that $\Omega$ has unit diameter, and $\left\{\boldsymbol{\varphi}_{j}\right\}_{j=1}^{N}$ are orthonormal in $H$, hence suborthonormal in $L^{2}(\Omega)$ we can estimate the second term as

$$
\begin{aligned}
\|\boldsymbol{D} \boldsymbol{u}\|_{L^{2}(\Omega)}\|\boldsymbol{\rho}\|_{L^{2}(\Omega)} & \leq \frac{m_{\alpha}}{2 \kappa}\|\boldsymbol{\rho}\|_{L^{2}(\Omega)}^{2}+\frac{\kappa}{2 m_{\alpha}}\|\boldsymbol{D} \boldsymbol{u}\|_{L^{2}(\Omega)}^{2} \\
& \leq \frac{m_{\alpha}}{2} \sum_{j=1}^{N}\left\|\boldsymbol{\varphi}_{j}\right\|_{W^{1,2}(\Omega)}^{2}+\frac{\kappa}{2 m_{\alpha}}\|\boldsymbol{D} \boldsymbol{u}\|_{L^{2}(\Omega)}^{2} .
\end{aligned}
$$

This eventually yields

$$
\sum_{j=1}^{N}\left(L\left(\cdot, \boldsymbol{u}_{0}\right) \boldsymbol{\varphi}_{j}, \boldsymbol{\varphi}_{j}\right) \leq-m_{\alpha} \sum_{j=1}^{N}\left\|\boldsymbol{\varphi}_{j}\right\|_{W^{1,2}(\Omega)}^{2}+m_{\alpha}^{-1}\|\boldsymbol{D} \boldsymbol{u}\|_{L^{2}(\Omega)}^{2} .
$$

Also, by the min-max principle

$$
\sum_{j=1}^{N}\left\|\varphi_{j}\right\|_{W^{1,2}(\Omega)}^{2} \geq \sum_{j=1}^{N} \mu_{j} \geq M_{\beta}^{-1} N^{2}
$$

Here $\mu_{j}$ are eigenvalues of the corresponding Stokes operator, see Theorem 3. The last inequality follows by the asymptotic estimate $\mu_{j} \sim j$, see Proposition 7 below.

Combining all the above with (54), we see that

$$
q(N) \leq-\frac{m_{\alpha}}{M_{\beta}} N^{2}+m_{\alpha}^{-1} B_{1} \leq-\frac{m_{\alpha}}{M_{\beta}} N^{2}+\frac{M_{\beta}}{m_{\alpha}^{2}}\|\boldsymbol{F}\|_{H}^{2}
$$

and consequently, by Proposition 5, we obtain the desired estimate

$$
\begin{equation*}
\operatorname{dim}_{H}^{f} \mathcal{A} \leq c_{0} \frac{M_{\beta}}{m_{\alpha}^{3 / 2}}\|\boldsymbol{F}\|_{H} \tag{57}
\end{equation*}
$$

where $c_{0}$ is some scale-invariant constant that only depends on the shape of $\Omega$.

### 4.3. Final evaluation of attractor dimension

Recall that (57) was actually obtained in terms of the rescaled variables (64), i.e., it should be written as

$$
\operatorname{dim}_{\tilde{H}}^{f} \tilde{\mathcal{A}} \leq c_{0} \frac{M_{\tilde{\beta}}}{m_{\tilde{\alpha}}^{3 / 2}}\|\tilde{\boldsymbol{F}}\|_{\tilde{H}},
$$

But the rescaling does not affect attractor dimension. Observing also that $\|\tilde{\boldsymbol{F}}\|_{\tilde{H}}=$ $\ell^{2} v^{-2}\|\boldsymbol{F}\|_{H}$, we eventually come to

$$
\begin{equation*}
\operatorname{dim}_{H}^{f} \mathcal{A} \leq c_{0} \frac{M_{\beta}}{m_{\alpha}^{3 / 2}} \cdot \frac{\ell^{2}\|\boldsymbol{F}\|_{H}}{v^{2}} \tag{58}
\end{equation*}
$$

where (see (43), (44) above)

$$
m_{\alpha}=\min \{1, \alpha \ell / \nu\}, \quad M_{\beta}=\max \{1, \beta / \ell\}
$$

Note these quantities are non-dimensional, as is the last term, which corresponds to the so-called Grashof number $G=|\Omega| \nu^{-2}\|\boldsymbol{F}\|_{H}$. Hence, assuming that $\ell>$ $\max \{\beta, \nu / \alpha\}$, we recover the well-known estimate $\operatorname{dim}_{L^{2}}^{f} \mathcal{A} \leq c_{0} G$ for the Dirichlet boundary condition as a special (limiting) case.
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## 5. Appendix

Here, for the reader's convenience, we collect some more or less well-known results. We start with a standard Sobolev embedding, a certain version of Korn's inequality, and some interpolations.

Proposition 1. (Sobolev embedding) Let $M$ be either Lipschitz $\Omega \subset \mathbb{R}^{2}$ or its boundary $\partial \Omega$. The space $W^{k, p}(M)$ is then continuously embedded into $W^{m, q}(M)$, provided

$$
k \geq m, k-\frac{d}{p} \geq m-\frac{d}{q}
$$

where either $d=2$ if $M=\Omega$ or $d=1$ if $M=\partial \Omega$.
Proposition 2. (Sobolev traces) Let $\Omega$ be a bounded Lipschitz domain. Then, the range of the trace operator is characterized by the equality
$\operatorname{tr}\left(W^{1, p}(\Omega)\right)=W^{1-1 / p, p}(\partial \Omega)$, where $W^{1-1 / p, p}(\partial \Omega)$ is the Sobolev-Slobodecki space, defined via the norm

$$
\left(\|u\|_{L^{p}(\partial \Omega)}^{p}+\int_{\partial \Omega \times \partial \Omega} \frac{|u(x)-u(y)|^{p}}{|x-y|^{p+n-2}} \mathrm{~d} x \mathrm{~d} y\right)^{1 / p}
$$

Proposition 3. (Korn's inequality) Let $\Omega$ be a bounded Lipschitz domain and $r \in$ $(1, \infty)$. Then, there exists a constant $C>0$, depending only on $\Omega$ and $r$, such that for all $\boldsymbol{u} \in W^{1, r}(\Omega)$ that has $\operatorname{tr} \boldsymbol{u} \in L^{2}(\partial \Omega)$, the following inequalities hold

$$
\|\boldsymbol{u}\|_{1, r} \leq\left\{\begin{array}{l}
C\left(\|\boldsymbol{D} \boldsymbol{u}\|_{r}+\|\operatorname{tr} \boldsymbol{u}\|_{L^{2}(\partial \Omega)}\right) \\
C\left(\|\boldsymbol{D} \boldsymbol{u}\|_{r}+\|\boldsymbol{u}\|_{L^{2}(\Omega)}\right)
\end{array}\right.
$$

Proof. See Lemma 1.11 in [4].
Proposition 4. (Interpolations) Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^{2}$ and $q>$ 2. Then there hold the following inequalities

$$
\begin{align*}
\|\boldsymbol{u}\|_{4}^{4} & \leq c\|\boldsymbol{u}\|_{2}^{2}\|\boldsymbol{u}\|_{1,2}^{2},  \tag{59}\\
\|\boldsymbol{u}\|_{4}^{4} & \leq c\|\boldsymbol{u}\|_{2}^{2+\gamma}\|\boldsymbol{u}\|_{1, q}^{2-\gamma} \text { with } \gamma=\frac{4(1-s)}{q}, s \in\left(\frac{2}{q}, 1\right),  \tag{60}\\
\|\nabla \boldsymbol{u}\|_{2}^{2} & \leq c\|\boldsymbol{u}\|_{2}\|\boldsymbol{u}\|_{2,2} . \tag{61}
\end{align*}
$$

Proof. The first one is nothing else than the well-known Ladyzhenskaya's inequality, the other two can be found, e.g., in [15]. They are based on the interpolation between $L^{2}$ and $L^{\infty}$ and the estimates $\|\boldsymbol{u}\|_{\infty} \leq C\|\boldsymbol{u}\|_{s, q},\|\boldsymbol{u}\|_{s, q} \leq c\|\boldsymbol{u}\|_{q}^{1-s}\|\boldsymbol{u}\|_{1, q}^{s}$ for $s \in(0,1)$.

Next, to establish an estimate of the dimension of the attractor we use the following result.

Proposition 5. Let $\mathcal{A}$ be a compact set in a Hilbert space $H$, such that $\mathcal{A}=S(t) \mathcal{A}$ for some evolution operators $S(t)$. Let there exist uniform quasidifferentials $D S\left(t, u_{0}\right)$, which obey the equation of variations (55), and let the corresponding global Lyapunov exponents $q(N)$ be defined as in (56).

Suppose further that $q(N) \leq f(N)$, where $f(N)$ is a concave function, and $f(d)=$ 0 for some $d>0$. Then $\operatorname{dim}_{H}^{f} \mathcal{A} \leq d$.
Proof. See Theorem 2.1 and Corollary 2.2 in [5].
Further, we recall a generalized version of the celebrated Lieb-Thirring inequality, following [9]. A family of functions $\left\{\boldsymbol{\varphi}_{j}\right\}_{j=1}^{N}$ is called suborthonormal in $L^{2}(\Omega)$, if for all $\left\{\xi_{j}\right\}_{j=1}^{N} \subset \mathbb{R}$ one has

$$
\begin{equation*}
\sum_{i, j=1}^{N} \xi_{i} \xi_{j}\left(\boldsymbol{\varphi}_{i}, \boldsymbol{\varphi}_{j}\right)_{L^{2}(\Omega)} \leq \sum_{i=1}^{N} \xi_{i}^{2} \tag{62}
\end{equation*}
$$

A typical example are functions orthonormal in some larger space, for example $V$ or $H$. Indeed, assuming that

$$
\left(\boldsymbol{\varphi}_{i}, \boldsymbol{\varphi}_{j}\right)_{L^{2}(\Omega)}+\left(\boldsymbol{\varphi}_{i}, \boldsymbol{\varphi}_{j}\right)_{L^{2}(\partial \Omega)}=\delta_{i j}
$$

we readily obtain

$$
\begin{aligned}
\sum_{i, j=1}^{N} \xi_{i} \xi_{j}\left(\boldsymbol{\varphi}_{i}, \boldsymbol{\varphi}_{j}\right)_{L^{2}(\Omega)} & =\sum_{i, j=1}^{N} \xi_{i} \xi_{j}\left(\delta_{i j}-\left(\boldsymbol{\varphi}_{i}, \boldsymbol{\varphi}_{j}\right)_{L^{2}(\partial \Omega)}\right) \\
& =\sum_{i=1}^{N} \xi_{i}^{2}-\left\|\sum_{i=1}^{N} \xi_{i} \boldsymbol{\varphi}_{i}\right\|_{L^{2}(\partial \Omega)}^{2} \leq \sum_{i=1}^{N} \xi_{i}^{2} .
\end{aligned}
$$

The following version of the Lieb-Thirring inequality is used above.
Proposition 6. Let $\Omega \subset \mathbb{R}^{2}$ be a bounded domain. Let $\left\{\boldsymbol{\varphi}_{j}\right\}_{j=1}^{N} \subset W^{1,2}(\Omega)$ be suborthonormal in $L^{2}(\Omega)$ and set

$$
\begin{equation*}
\rho(\boldsymbol{x})=\sum_{j=1}^{N}\left|\boldsymbol{\varphi}_{j}(\boldsymbol{x})\right|^{2} . \tag{63}
\end{equation*}
$$

Then

$$
\int_{\Omega} \rho^{2} \leq \kappa \sum_{j=1}^{N}\left(\left\|\nabla \boldsymbol{\varphi}_{j}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{\operatorname{diam} \Omega}\left\|\boldsymbol{\varphi}_{j}\right\|_{L^{2}(\Omega)}^{2}\right),
$$

where the constant $\kappa$ is independent of $N$.
Proof. Follows directly from [9, Theorem 2.1], with $m=1$ and $n=k=p=2$.
Finally, we need to know something about the behavior of eigenvalues of our Stokes problem.

Proposition 7. Let $\mu_{k}$ be the sequence of eigenvalues of the Stokes problem (21) with $\operatorname{diam} \Omega=1$. Then $\mu_{k} \sim k$ as $k \rightarrow \infty$.

Proof. By the min-max principle, we can write

$$
\begin{aligned}
\mu_{j}= & \max \min \frac{\int_{\Omega}|\nabla \boldsymbol{u}|^{2}+|\boldsymbol{u}|^{2}}{\int_{\Omega}^{|\boldsymbol{u}|^{2}+\beta \int_{\partial \Omega}|\boldsymbol{u}|^{2}}} \\
& \geq M_{\beta}^{-1} \max \min \frac{\int_{\Omega}|\nabla \boldsymbol{u}|^{2}+|\boldsymbol{u}|^{2}}{\int_{\Omega}|\boldsymbol{u}|^{2}+\int_{\partial \Omega}|\boldsymbol{u}|^{2}}=M_{\beta}^{-1} \sigma_{j} .
\end{aligned}
$$

Here $\sigma_{j}$ are the eigenvalues corresponding to the Steklov problem, which behave as $\sigma_{j} \sim j$ (recall that we are in a bounded 2D domain, see [3]).

Remark 10. By a suitable scaling, one can always assume:

1. $v=1$ and $\operatorname{diam} \Omega=1$, if $\Omega$ is bounded.
2. $v=\alpha=1$, if $\Omega$ is unbounded.

Proof. Let (38-40) be given. Replacing $\boldsymbol{u}(\boldsymbol{x}, t)$ by $a \boldsymbol{u}(\boldsymbol{x} / \ell, t / \tau)$ and $\pi(\boldsymbol{x}, t)$ by $a^{2} \pi(\boldsymbol{x} / \ell, t / \tau)$, where $\ell=\operatorname{diam} \Omega$, one obtains

$$
\begin{aligned}
\frac{a}{\tau} \partial_{t} \boldsymbol{u}-\frac{v a}{\ell^{2}} \operatorname{div} \boldsymbol{D} \boldsymbol{u}+\frac{a^{2}}{\ell}(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\frac{a^{2}}{\ell} \nabla \pi & =\boldsymbol{f}, \operatorname{div} \boldsymbol{u}=0 \quad \text { in }(0, T) \times \Omega \\
\frac{a \beta}{\tau \ell} \partial_{t} \boldsymbol{u}+\frac{a \alpha}{\ell} \boldsymbol{u}+\frac{a v}{\ell^{2}}[(\boldsymbol{D} \boldsymbol{u}) \boldsymbol{n}]_{\tau} & =\frac{\beta}{\ell} \boldsymbol{h}, \boldsymbol{u} \cdot \boldsymbol{n}=0 \quad \text { on }(0, T) \times \partial \Omega .
\end{aligned}
$$

We now impose the relations

$$
\frac{a}{\tau}=\frac{a^{2}}{\ell}=\frac{a \nu}{\ell^{2}}
$$

This implies that $\tau=\ell^{2} / v, a=v / \ell$, in terms of given $\ell, v>0$. Dividing both equations by $a / \tau=\nu^{2} / \ell^{3}$, we come to

$$
\begin{aligned}
& \partial_{t} \boldsymbol{u}-\operatorname{div} \boldsymbol{D} \boldsymbol{u}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\nabla \pi=\tilde{\boldsymbol{f}}, \quad \operatorname{div} \boldsymbol{u}=0 \quad \text { in }(0, T) \times \Omega, \\
& \tilde{\beta} \partial_{t} \boldsymbol{u}+\tilde{\alpha} \boldsymbol{u}+[(\boldsymbol{D} \boldsymbol{u}) \boldsymbol{n}]_{\tau}=\tilde{\beta} \tilde{\boldsymbol{h}}, \quad \boldsymbol{u} \cdot \boldsymbol{n}=0 \quad \text { on }(0, T) \times \partial \Omega,
\end{aligned}
$$

where

$$
\begin{equation*}
\tilde{\alpha}=\frac{\alpha \ell}{v}, \quad \tilde{\beta}=\frac{\beta}{\ell}, \quad \tilde{\boldsymbol{f}}=\frac{\ell^{3}}{v^{2}} \boldsymbol{f}, \quad \tilde{\boldsymbol{h}}=\frac{\ell^{3}}{v^{2}} \boldsymbol{h} \tag{64}
\end{equation*}
$$

In the case of $\Omega$ unbounded, we are also free to choose $\ell=v / \alpha$ so that $\tilde{\alpha}=1$ and

$$
\tilde{\beta}=\frac{\alpha \beta}{v}, \quad \tilde{\boldsymbol{f}}=\frac{v}{\alpha^{3}} \boldsymbol{f}, \quad \tilde{\boldsymbol{h}}=\frac{v}{\alpha^{3}} \boldsymbol{h} .
$$
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