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Techniques in Equivariant Ehrhart Theory

Sophia Elia, Donghyun Kim and Mariel Supina

Abstract. Equivariant Ehrhart theory generalizes the study of lattice point
enumeration to also account for the symmetries of a polytope under a lin-
ear group action. We present a catalogue of techniques with applications
in this field, including zonotopal decompositions, symmetric triangula-
tions, combinatorial interpretation of the h∗-polynomial, and certificates
for the (non)existence of invariant nondegenerate hypersurfaces. We apply
these methods to several families of examples including hypersimplices,
orbit polytopes, and graphic zonotopes, expanding the library of poly-
topes for which their equivariant Ehrhart theory is known.

Keywords. Ehrhart theory, Polyhedra, Triangulations, Zonotopes.

1. Introduction

Ehrhart theory studies the enumeration of lattice points in polytopes via the
Ehrhart counting function L(P ; t) := |tP ∩ M ′| for positive integers t and a
lattice M ′. If P is a lattice polytope, then L(P ; t) agrees with a polynomial
in t which is known as the Ehrhart polynomial [1]. When a lattice polytope P
is invariant under the linear action of a group G on M ′ with representation
ρ : G → GL(M ′), then we may study its equivariant Ehrhart theory. This
concept was introduced by Stapledon [2] with motivation from toric geometry,
representation theory, and mirror symmetry. The equivariant analogue of the
Ehrhart polynomial is the character χtP , defined as the character of the com-
plex permutation representation on the lattice points in tP . The equivariant
Ehrhart series is then given as follows:

EE(P ; z) =
∑

t≥0

χtP zt =
H∗(P ; z)

det(I − z · ρ)

Evaluating this series at the identity element of the group returns the usual
Ehrhart series of P . The numerator H∗(P ; z) is a formal power series with
coefficients in R(G), the character ring of G. It is an open problem to determine
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for which polytopes and group actions H∗(P ; z) is a polynomial and effective.
Stapledon provided many conjectures around this topic, including:

Conjecture 1.1. [2, Conjecture 12.1] The following are equivalent:

(i) The toric variety of P admits a G-invariant nondegenerate hypersurface
with Newton polytope P .

(ii) The H∗-series is effective.
(iii) The H∗-series is a polynomial.

Stapledon further showed that (i) =⇒ (ii) =⇒ (iii); see Sects. 2.4 and
2.5 for details. In email correspondence that they shared with the authors in
2019, Stapledon and Francisco Santos gave a counterexample to (iii) =⇒
(i), which we include here with their permission. The proof will be given in
Sect. 3.4.3.

Theorem 1.2. (Santos–Stapledon, Counterexample to Conjecture 1.1) Let the
polytope P = [0, 1]3 ⊂ R

3 be the 3-cube and let G = (Z/2Z)2 = {id, σ, τ, στ =
τσ} act on P by 180 degree rotations as described in Fig. 12. Then, H∗(P ; z)
is polynomial and effective, but the toric variety of P does not admit a G-
invariant nondegenerate hypersurface.

In this article, we present a variety of techniques for computing and study-
ing the equivariant Ehrhart series. Our aim is to develop equivariant Ehrhart
theory as its own branch of discrete geometry, and to investigate Stapledon’s
conjectures for a number of families of polytopes. We demonstrate how to use
several tools to describe the equivariant Ehrhart series, including zonotopal de-
compositions, symmetric triangulations, combinatorial interpretations of the
h∗-polynomial, and computational methods using Sagemath. These techniques
serve as a guidebook for future progress toward resolving the many open ques-
tions and conjectures in this field.

We first provide more details about our setup in Sect. 2, as well as present-
ing the necessary background in equivariant Ehrhart theory and representation
theory. We then arrive to our catalog of techniques in Sect. 3.

Section 3.1 investigates the case when P is a graphic zonotope and G
is the automorphism group of the graph. This section generalizes past work
on the permutahedron [3,4], and serves as a blueprint for studying the equi-
variant Ehrhart theory of general zonotopes. The main results of this section
are Corollary 3.17 which describes the equivariant Ehrhart series of a graphic
zonotope, and Theorem 3.18 in which we characterize the conditions under
which the H∗-series of a graphic zonotope is a polynomial.

In Sect. 3.2, we use symmetric triangulations to calculate the equivariant
Ehrhart series. The symmetric triangulations in question are called G-invariant
half-open decompositions and are closely related to partitionability of posets.
In Theorem 3.30, we generalize a theorem of Stapledon for the equivariant
Ehrhart series of a simplex to lattice polytopes with G-invariant half-open
decompositions. In Theorem 3.32, we show that χtP is polynomial in t for
polytopes with G-invariant half-open decompositions that satisfy an additional
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property on the group action, and give a formula for the equivariant Ehrhart
series. This section appears in [5].

Section 3.3 deals with instances where we can break down the H∗-series
using a combinatorial interpretation of its coefficients. In particular, we study
hypersimplices under the action of the cyclic group, as well as permutahedra
in prime dimensions. Theorem 3.36 uses decorated ordered set partitions to
describe the H∗-series of the hypersimplex, building off of [6]. In Theorem 3.50,
we give an explicit formula for the H∗-series of a polytope under a cyclic group
action with trivial fixed subpolytopes. This is specified to the case of prime
permutahedra in Corollary 3.51, which also shows the H∗-series is polynomial
and effective.

In Sect. 3.4, we focus on criteria (i) from Conjecture 1.1, demonstrating
techniques for proving the existence or non-existence of G-invariant nondegen-
erate hypersurfaces. The main results of this section are Theorem 3.56 and
Corollary 3.59 which characterize a family of Sn-orbit polytopes for which
no such hypersurface can exist, and Theorem 3.60 regarding hypersimplices,
another subfamily of orbit polytopes which do exhibit these hypersurfaces.

Finally, in Sect. 4, we collect the many open questions that arose during
our work on this project, and in Appendix A, we demonstrate the calculation
of the equivariant Ehrhart series using our implemented code which is staged
for release with Sagemath version 9.6.

2. Background

We give relevant background on Ehrhart theory in Sect. 2.1. In Sect. 2.2, we
present the general setup for equivariant Ehrhart theory that is used through-
out. Section 2.3 presents background on representation theory, and Sect. 2.4
presents background on the equivariant Ehrhart series, in particular providing
rational generating functions. In Sect. 2.5, we discuss G-invariant nondegen-
erate hypersurfaces and a useful corollary for their detection. In Sect. 2.6, we
provide a framework for computing equivariant Ehrhart theory with restricted
representations.

2.1. Ehrhart Theory

The main reference we follow for Ehrhart theory is [7]. Fix a lattice M ⊂ R
n.

The Ehrhart counting function of a polytope P ⊂ R
n, written L(P ; t), gives

the number of lattice points in the t-th dilate of P for t ∈ Z≥1:

L(P ; t) = |tP ∩ M |.
Ehrhart’s theorem [1] says that if P is a lattice polytope (i.e., the vertices of
P are contained in M), then for positive integers, L(P ; t) agrees with a poly-
nomial in t of degree equal to the dimension of P . Furthermore, the constant
term of this polynomial is equal to 1 and the coefficient of the leading term is
equal to the Euclidean volume of P within its affine span. The interpretation of
other coefficients of the Ehrhart polynomial is an active direction of research,
see for example [8].
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Figure 1. a The first three dilates of P and b the cone over P

Generating functions play a central role in Ehrhart theory. The Ehrhart
series Ehr(P ; z) of a polytope P is the formal power series given by

Ehr(P ; z) = 1 +
∑

t≥1

L(P ; t)zt.

Let Cone(P ):={x ∈ R
n+1 : x = λ(y, 1), where y ∈ P, λ ≥ 0} as in Fig. 1. We

may view the coefficient of zt in the Ehrhart series as counting the number of
lattice points in Cone(P ) at height t. This viewpoint allows us to show that if
P is a d-dimensional lattice polytope, then the Ehrhart series has the rational
generating function

Ehr(P ; z) = 1 +
∑

t≥1

L(P ; t)zt =
h∗(P ; z)

(1 − z)d+1
,

where h∗(P ; z) =
∑d

i=0 h∗
i z

i is a polynomial in z of degree at most d, called
the h∗-polynomial. Furthermore, each h∗

i is a nonnegative integer [9]. The coef-
ficients of the h∗-polynomial form the h∗-vector : (h∗

0, h
∗
1, . . . , h

∗
d). The Ehrhart

polynomial may be recovered from the h∗-vector through the transformation

LP (t) =
d∑

i=0

h∗
i

(
t + d − i

d

)
. (1)

Let P ⊆ R
d be a rational d-polytope with denominator k, i.e., k is the

smallest positive integer such that kP is a lattice polytope. Then, L(P ; t) is a
quasipolynomial with period dividing k, i.e., of the form L(P ; t) = cd(t)td +
· · · + c1(t)t + c0(t) where c0(t), c1(t), . . . , cd(t) are periodic functions. In this
case, the Ehrhart series has the rational generating function

Ehr(P ; z) =
∑

t∈Z≥0

L(P ; t) zt =
h∗(P ; z)

(1 − zk)d+1
, (2)

where h∗(P ; z) ∈ Z[z] has degree < k(d + 1). The choice of denominator is no
longer canonical.



Techniques in Equivariant Ehrhart Theory

2.2. The Equivariant Setup

For a lattice and Z-module M , we write MR for M ⊗Z R.

Setup 2.1. Let G be a finite group acting linearly on a lattice M ′ ∼= M × Z

of rank d + 1 such that the Z-coordinate of each lattice point in M ′ is fixed
under the action of G. Let P ⊂ M ′

R
be a d-dimensional G-invariant polytope

with vertices in M × {1}, where G-invariant means that as a set, g(P ) = P ,
for all g ∈ G.

We assume M = Z
d when convenient. The exponent of a finite group G

is the smallest positive integer N such that gN = idG for all g ∈ G. For an
element g ∈ G, the subset of P fixed by g, denoted P g and called the fixed
subpolytope, is the convex hull of the barycenters of orbits of vertices of P
under the action of g [2, Lemma 5.4]. This implies that any fixed subpolytope
P g for g ∈ G is a rational polytope with denominator dividing N .

2.3. Representation Theory

For a nice introduction to representation theory of finite groups, see [10] or [11].
Let V be an n-dimensional vector space over a field K of characteristic 0. A
representation ρ of a group G on V is a group homomorphism ρ : G → GL(V )
from G to the group of invertible K-linear transformations of V . Equivalently
ρ may be seen as a group homomorphism from G to the group GLn(V ) of n×n
invertible matrices with entries in K. A subspace W ⊆ V is called G-invariant
if W = g(W ) as a set, for all g ∈ G. A representation is irreducible if there are
no nontrivial, proper invariant subspaces of V under the action of G.

Let ρ : G → GLn(V ) be a representation of G. The character of ρ, writ-
ten χρ, is the function G → C such that χρ(g) := trace(ρ(g)); the trace of a
matrix is the sum of its diagonal entries. The characters of irreducible repre-
sentations are referred to as irreducible characters. A group G always has a
trivial representation on a vector space V which sends each group element to
the identity map on V . The character of the trivial representation is denoted
by χtriv throughout. Characters are class functions, functions from the group
to the complex numbers that take the same value on every conjugacy class.
In fact, a class function is a character of a representation if and only if it
can be written as a nonnegative integral linear combination of the irreducible
characters of G. We write R+(G) for the set of the class functions that are
characters and refer to them as effective characters. The linear span of R+(G)
is denoted R(G) and called the character ring ; the multiplication of two char-
acters in R+(G) is given by a trace of a tensor product of the corresponding
representations, therefore, R(G) has a ring structure. Elements of R(G) are
referred to as virtual characters. The character ring R(G) is a subring of the
C-vector space FC(G) of class functions on G with values in C, called the ring
of class functions. There is an inner product on FC(G) such that for two class
functions φ, χ of G, 〈φ, χ〉 = 1

|G|
∑

g∈G φ(g)χ(g), where · denotes the complex
conjugate.

Let a group G act on a finite (ordered) set S. The permutation represen-
tation of G on S is the group homomorphism that sends every element of G to
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the corresponding permutation matrix for the action of G on S. The character
of the permutation representation is called the permutation character.

2.4. Equivariant Ehrhart Theory

Let χtP be the complex permutation character induced by the action of G on
the lattice points in tP ∩ M ′.

Definition 2.2. The equivariant Ehrhart series, EE(P ; z), is the formal power
series in R(G)[[z]], such that the coefficient of zt for t ∈ Z≥0 is the character
χtP :

EE(P ; z) =
∑

t≥0

χtP zt.

Evaluating the series at g ∈ G, EE(P ; z)(g), gives the Ehrhart series of
the fixed subpolytope P g [2, Lemma 5.2]. Using the rationality of these fixed
subpolytopes, Stapledon showed that the characters χtP are quasipolynomials
when considered as functions of t. Here, we provide another proof that includes
an explicit quasipolynomial expression for χtP .

Theorem 2.3. [2, Theorem 5.7] Let P be a lattice d-polytope invariant under
the action of a group G as in the Setup 2.1 and exponent N ≥ 1. As a function
of t, χtP is quasipolynomial, that is,

χtP = f0(t)t0 + f1(t)t1 + · · · + fd(t)td,

where f0(t), f1(t), . . . , fd(t) ∈ FC(G) are periodic functions in t with period
dividing N .

Proof. For all g ∈ G, the Ehrhart counting function L(P g; z) can be expressed
as a quasipolynomial of period N and degree equal to dim(P g) ≤ d. Therefore,

EE(P ; z)(g) =
∑

t≥0

χtP (g)zt =
∑

a≥0

N−1∑

j=0

χ(aN+j)P (g)zaN+j

=
∑

a≥0

N−1∑

j=0

L(P g; aN + j)zaN+j

=
∑

a≥0

N−1∑

j=0

(
d∑

i=0

cg
j,i(aN + j)i

)
zaN+j ,

where cg
j,i ∈ Q is the coefficient of the degree i term in the j-th constituent

of the Ehrhart quasipolynomial of P g. Let {g1, . . . , gk} be conjugacy class
representatives of G. Define class functions fj,i[g�]:=cg�

j,i for all j ∈ [N ], � ∈
[k], and i ∈ {0, 1, . . . , d}. Then, for j ∈ [N ], and t ≡ j mod N , χtP =
fj,0t

0 + · · · + fj,dt
d. �

Corollary 2.4. Fix j ∈ [N ]. For all t ≡ j mod N , χtP may be expressed as a
linear combination of the irreducible characters of G with coefficients in Q[t].



Techniques in Equivariant Ehrhart Theory

Corollary 2.5. Let P be a rational polytope with denominator S ∈ Z>0 such
that P is invariant under the linear action of a group G. Then, χtP is quasipoly-
nomial in t with period dividing SN .

Theorem 2.6. Let P be a G-invariant lattice polytope of dimension d as in the
Setup 2.1, where G has exponent N and irreducible characters {χ1, . . . , χk}.
The equivariant Ehrhart series has the following rational expression:

EE(P ; z) =
∑

t≥0

χtP zt =
H̃(P ; z)

(1 − zN )d+1
,

where H̃(P ; z) is a polynomial with coefficients in R(G)⊗Z Q of degree at most
N(d + 1) − 1.

We, therefore, have two different rational expressions for the equivariant
Ehrhart series:

EE(P ; z) =
∑

t≥0

χtP zt =
H̃(P ; z)

(1 − zN )d+1
=

H∗(P ; z)
det(I − z · ρ)

,

where H∗(P ; z) ∈ R(G)[[z]]. The H∗-series is effective if the coefficient of zi is
an effective character for all i.

Remark 2.7. In [2], the H∗-series is denoted by φ, and ρ is the representation
of G acting on MR. Accordingly, the denominator in [2] is (1− z) det(I − z ·ρ).

Understanding the H∗-series is the main goal of Stapledon’s Conjec-
ture 1.1, and he stated that (ii) implies (iii). We provide a short proof:

Lemma 2.8. If H∗(P ; z) is effective, then H∗(P ; z) is a polynomial.

Proof. The H∗-series is a priori an infinite formal sum: H∗(P ; z) =
∑

i≥0 H∗
i zi.

On the level of series, we have:
H∗(P ; z)(idG)

det(I − z · ρ(idG))
= EE(P ; z)(idG) = Ehr(P ; z) =

h∗(P ; z)
(1 − z)d+1

.

As det(I −z ·ρ(idG)) = (1−z)d+1, H∗(P ; z)(idG) = h∗(P ; z). Let {χ1, . . . , χk}
be the irreducible characters of G. Since H∗(P ; z) is effective, H∗

i =
∑k

j=1 ci,jχj ,
with ci,j ∈ Z≥0 for all i, j. As χj(idG) > 0 for all j, no cancellation can occur
and H∗(P ; z) must be polynomial. �

2.5. Nondegenerate Hypersurfaces

One motivation for considering the H∗-series is its connection to toric geom-
etry, see [2, Sects. 7 and 8]. A lattice polytope P ⊂ R

d defines a projec-
tive toric variety XP . A hypersurface in XP is given by the vanishing set of
f =
∑

v∈P∩Zd cvxv, where cv ∈ C and xv denotes the monomial xv1
1 xv2

2 · · · xvn
n .

The Newton polytope of f is the convex hull of the lattice points correspond-
ing to monomials of f that have nonzero coefficients cv. A hypersurface has
Newton polytope P if cv �= 0 for all vertices v of P . Suppose that a lattice
polytope P is invariant under the linear action of a group G. Then, a hyper-
surface in XP is said to be G-invariant if cv = cw for all lattice points v,w
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in the same G-orbit of P ∩ Z
d. The hypersurface is smooth if the gradient

vector ( ∂f
∂x1

, . . . , ∂f
∂xn

) is never zero when x1, . . . , xn ∈ C
∗ and nondegenerate

if f |Q =
∑

v∈Q∩Zd cvxv is smooth for all faces Q of P .

Theorem 2.9. [2, Theorem 7.7] If there exists a G-invariant nondegenerate
hypersurface with Newton polytope P , then H∗(P ; z) is effective. In particular,
this assumption holds if the linear system Γ(XP , L)G of G-invariant global
sections on the corresponding line bundle L is base point free.

Recall that a subspace W ⊆ Γ(X,L) is basepoint free if for every p ∈ X,
there exists s ∈ W with s(p) �= 0 [12, Sect. 6.0]. For a face Q ⊂ P let GQ denote
the stabilizer of Q. By [2, Remark 7.8], the linear system of G-invariant global
sections Γ(XP , L)G on XP is basepoint free if and only if for each face Q ⊂ P ,
the linear system

⎧
⎨

⎩
∑

u∈Q∩M

cuxu

∣∣∣∣ cu = cu′ if u,u′ lie in the same GQ-orbit

⎫
⎬

⎭ (3)

on the torus T is basepoint free. In addition, this condition is automatically
satisfied for faces of dimension ≤ 1.

Suppose that every face Q of P with dim(Q) > 1 contains a lattice point
uQ that is GQ-fixed. To show that the linear system (3) is basepoint free on
T , we need to show that for every x ∈ T , there exists a polynomial in the
system that does not vanish at x. In fact, we have something stronger, since
the polynomial xuQ is an element of the linear system and does not vanish at
any x ∈ T . Thus, we recover the following criterion certifying the existence of
a G-invariant nondegenerate hypersurface with Newton polytope P .

Corollary 2.10. ([2, Corollary 7.10], reworded) If every face Q of P with
dim(Q) > 1 contains a lattice point that is GQ-fixed, where GQ denotes the
stabilizer of Q, then the toric variety of P admits a G-invariant nondegenerate
hypersurface with Newton polytope P .

2.6. Restricted Representations

Let P be a polytope invariant under the action of G as in the Setup 2.1. In the
case that the H∗-series for the action of G on P does not exhibit polynomiality
and/or effectiveness, we may wish to find the largest subgroup of G that does
exhibit nice behavior.

For example, consider the standard permutahedron Πn, which we define to
be the convex hull of all permutations of the set {1, 2, . . . , n} viewed as points
in R

n. Although it seems natural to take the symmetric group Sn acting on
Πn, it was shown in [4] that the H∗-series is neither polynomial nor effective
when n ≥ 4. This is why in Example 2.14 and Sect. 3.3.2, we consider the
action of the cyclic group Z/nZ instead.

Let H be a subgroup of G. The action of G on P induces an action of H on
P by restriction. Let H∗

G(P ; z) and H∗
H(P ; z) be their respective equivariant

H∗-series (Table 1).
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Theorem 2.11. If the toric variety of P admits a G-invariant nondegenerate
hypersurface with Newton polytope P , then the same hypersurface is a nonde-
generate H-invariant hypersurface.

Proof. Let
∑

v∈P∩Zd cvxv = 0 be a G-invariant nondegenerate hypersurface.
Every H-orbit of lattice points in P is contained in a G-orbit of lattice points.
Thus, cv = cw for all v,w in an orbit of H, and the hypersurface is H-invariant.
The non-degeneracy condition is independent of the group. �

Theorem 2.12. If H∗
G(P ; z) is effective, then H∗

H(P ; z) is effective.

Proof. The coefficient of each zi in H∗
G(P ; z) is an effective character. Thus,

for each coefficient there is a corresponding representation of G on a vector
space which is a direct sum of irreducible representations of G. Restricting
to the action of H decomposes each summand further into a finite number of
irreducible representations of H. �

Theorem 2.13. If H∗
G(P ; z) is polynomial, then H∗

H(P ; z) is polynomial.

Proof. Let {χ1, . . . , χm} be the irreducible representations of G, and let
{μ1, . . . , μk} be the irreducible representations of H. Suppose H∗

G(P ; z) is
polynomial so that

H∗
G(P ; z) =

d∑

i=0

⎛

⎝
m∑

j=1

ci,jχj

⎞

⎠ zi =
m∑

j=1

(
d∑

i=0

ci,jz
i

)
χj ,

where ci,j ∈ Z for all i ∈ {0, . . . , d} and j ∈ [m]. Then, the coefficient of μk in
H∗

H(P ; z) is
m∑

j=0

(c0,jz
0 + · · · + cd,jz

d)〈χi|H, μk〉H,

where 〈Φ,Ψ〉H ∈ C denotes the inner product between characters Φ,Ψ of H,
and χi|H is the representation restricted to H. �

Example 2.14. The cyclic group Z/nZ ⊆ Sn acting on the permutahedron
Πn gives an interesting example of the failure of the other direction. Namely,
H∗

Sn
(Πn; z) is non-polynomial for n ≥ 4 [4], but H∗

Z/nZ(Πn; z) is polynomial
for all n (see Lemma 3.47). Here we show how the rational function collapses
to a polynomial for the case H = Z/4Z ⊆ S4. We use our implementation
of the H∗-series in Sagemath (see Appendix A) to calculate H∗(Π4, ; z) below,
with characters given in Table 1.

H∗
S4(Π4; z) =

(χ2 + χ3 + χ4)z4

z + 1
+

(χ0 + 5χ1 + 6χ2 + 9χ3 + 6χ4)z3

z + 1

+
(χ0 + 7χ1 + 8χ2 + 14χ3 + 9χ4)z2

z + 1

+
(χ0 + 3χ1 + 3χ2 + 5χ3 + 4χ4)z

z + 1
+

χ4

z + 1
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We compute 〈χi|H, μj〉H for all pairs i, j in order to restrict H∗
S4(Π4; z) to

H∗
H(Π4; z). A factor of 1 + z appears in the numerator:

H∗H(Π4; z) =
(2μ0 + 2μ1 + μ2 + μ3)z4 + (17μ0 + 16μ1 + 14μ2 + 14μ3)z3

1 + z

+
(24μ0 + 23μ1 + 21μ2 + 21μ3)z2 + (10μ0 + 9μ1 + 8μ2 + 8μ3)z + μ0

1 + z

= (2μ0 + 2μ1 + μ2 + μ3)z
3 + (15μ0 + 14μ1 + 13μ2 + 13μ3)z

2

+ (9μ0 + 9μ1 + 8μ2 + 8μ3)z + μ0.

3. Techniques

In this section, we introduce our main results, exploring four approaches to-
ward equivariant Ehrhart theory and applying these methods to a variety of
examples.

3.1. Zonotopal Decompositions

Zonotopes are a family of polytopes which decompose into convenient building
blocks called parallelotopes, from which their Ehrhart polynomials are easily
computed. This approach also lends itself nicely to equivariant Ehrhart the-
ory, and has previously been used to study the equivariant Ehrhart theory of
the permutahedron under the action of the symmetric group [3,4]. Here, we
adapt this technique to all zonotopes of the Type A root system, also known
as graphic zonotopes. We expect this to generalize further to other root sys-
tems (see [13] for progress in this direction), as well as to general families of
zonotopes. We begin with a brief overview of zonotopes; for a more in-depth
introduction to the subject, see [7, Chapter 9].

Let S be a finite set of vectors. The zonotope of S is denoted Z(S) and
is the Minkowski sum of the line segments connecting 0 to s for each s ∈ S, or
any translation of this polytope. It was shown by Shephard that any zonotope
Z(S) can be partitioned into half-open parallelotopes, or zonotopes that are
also combinatorial cubes, that are in bijection with the linearly independent
subsets of S [14, Theorem 54]. For a linearly independent subset T ⊆ S, the
corresponding half-open parallelotope T is, up to translation, the zonotope
Z(T ) where each line segment in the Minkowski sum is open at the endpoint 0.
When S consists of lattice vectors, the resulting half-open lattice parallelotopes
have two nice properties: their volumes can be easily computed from matrix
minors, and the number of lattice points they contain is exactly equal to their
volume. Stanley used this to give a formula for the Ehrhart polynomial of a
lattice zonotope.

Theorem 3.1. [15, Theorem 2.2] The Ehrhart polynomial of the lattice zonotope
Z(S) is

L
(
Z(S); t

)
=
∑

T⊆S
lin. indep.

vol T · t|T |.
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Figure 2. The graphic zonotope ZPath4 is a parallelopiped

Let Γ = (V,E) be a simple graph, where V is a finite set of vertices, and
E is the set of undirected edges. We write E ⊆

(
V
2

)
where

(
V
2

)
is the collection

of all 2-element subsets of V , and we denote by RV a real vector space with a
basis {ev : v ∈ V } indexed by the elements of V . The graphic zonotope ZΓ is
given by taking the Minkowski sum of line segments in RV

ZΓ :=
∑

{u,v}∈E

[eu, ev].

The dimension of ZΓ is |V | minus the number of connected components of Γ.

Example 3.2. (Path graph) When V = [n] and E = {{1, 2}, {2, 3}, . . . , {n −
1, n}}, we call the graph (V,E) the path graph or Pathn. The graphic zonotope
ZPathn

is the (n − 1)-dimensional parallelotope
∑n−1

i=1 [ei, ei+1]; Fig. 2 shows
ZPath4 . We include an in-depth analysis of the equivariant H∗-series of ZPathn

later in Sect. 3.1.1.

Example 3.3. (Complete graph) The graph with V = [n] and E =
(
[n]
2

)
is called

the complete graph. The corresponding graphic zonotope is
∑

1≤i<j≤n[ei, ej ],
which is the permutahedron. The equivariant H∗-series of the permutahedron
is analyzed in [4].

The following characterizations of the graphic zonotope are well-known;
see [16, Section 2] and [17, Section 13] for details.

Proposition 3.4. The graphic zonotope ZΓ has....

• ...the half-space description

ZΓ =

{
x ∈ RV :

∑

v∈V

xv = |E|, ∀S ⊂ V
∑

v∈S

xv ≤ incΓ(S)

}
,

where for any subset S ⊆ V , we define incΓ(S) to be the number of edges
of Γ that have an endpoint in S (are “incident to S”).
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Figure 3. The orbits of the vertices of Path4 under the au-
tomorphism (14)(23) (a), and the (14)(23)-connectivity graph
of Path4 (b)

• ...the vertex description

conv

{
vo :=

∑

v∈V

indego(v)ev : o is an acyclic orientation of Γ

}
,

where indego(v) is the number of edges pointing into the vertex v in the
acyclic orientation o of Γ. Furthermore, vo is a vertex of ZΓ for all acyclic
orientations o of Γ.

The symmetric group Sym(V ) acts on the set of vertices V , also inducing
an action on

(
V
2

)
. The automorphism group Aut(Γ) of Γ is the subgroup of

Sym(V ) under which the edge set E is invariant. Just as Aut(Γ) acts on V and
holds Γ invariant, likewise Aut(Γ) acts linearly on RV and holds ZΓ invariant.
Hence, RV is a representation of Aut(Γ), and we can consider the equivariant
Ehrhart theory of ZΓ under the action of Aut(Γ) (or any subgroup thereof).

For the setup, we will view Aut(Γ) as a subgroup of Sym(V ), so every
element σ ∈ Aut(Γ) can be written as a product of m ≤ |V | disjoint cycles
σ1, . . . , σm partitioning V . We denote the cycle lengths by �1, . . . , �m, respec-
tively. For each σ ∈ Aut(Γ), we define the σ-connectivity graph CΓ(σ) to be the
simple graph with vertex set {σ1, . . . , σm} and an edge between two distinct
cycles σi and σj whenever some element of the cycle σi is connected by an
edge in Γ to some element of σj .

Example 3.5. Let Γ = Path4 and let σ = (14)(23) ∈ S4. Then, Aut(Γ) =
{id, σ} and CΓ(σ) has vertex set {14, 23} and an edge connecting 14 and 23,
as seen in Fig. 3.

Example 3.6. Let Γ be the complete graph on n vertices. Then, Aut(Γ) = Sn

and for any σ ∈ Sn, the graph CΓ(σ) is the complete graph whose vertex set
is the set of cycles {σ1, . . . , σm} of σ.

Example 3.7. Let Γ be the graph from Fig. 4a and let σ ∈ Aut(Γ) be (0)(135)
(246)(789). Then, the σ-connectivity graph of Γ is given in Fig. 4b.

Let σ ∈ Aut(Γ). Along with the σ-connectivity graph, we also need to
keep track of the number of edges of Γ that connect a given vertex v with
vertices of Γ appearing in a given cycle σj of σ. Denote by deg(v, σj) the
number of edges of Γ for which one endpoint is v and the other is a vertex in
σj . If σi is the cycle of σ containing v, then for any u ∈ σi, we necessarily have
deg(u, σj) = deg(v, σj), as shown in the following lemma:
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Figure 4. A graph Γ with the orbits of its vertices under
the automorphism σ = (0)(135)(246)(789) colored (a), and
the corresponding graph CΓ(σ) (b)

Figure 5. To determine deg(σi, σj), choose a representative
vertex of the cycle σi and count how many neighbors it has
in the cycle σj in the graph Γ

Lemma 3.8. Let σ ∈ Aut(Γ) and let σi, σj be (not necessarily distinct) cycles
of σ. Then, for vertices u, v ∈ σi, we have deg(u, σj) = deg(v, σj).

Proof. Suppose that u, v ∈ σi have different numbers of edges connecting
them with elements of σj . Since u and v are in the same cycle of σ, there
exists r such that σr(u) = v. But σr is then not an automorphism of Γ, a
contradiction. �

We denote the number described in Lemma 3.8 by deg(σi, σj). (Warning:
It is not true in general that deg(σi, σj) = deg(σj , σi); see Example 3.9.) We
will repeatedly make use of the following identity for distinct cycles σi and σj :

Eij := �i deg(σi, σj) = �j deg(σj , σi) = # edges connecting σi and σj in Γ.(4)

We also write the number of edges within a given cycle σi as Eii and note
that Eii = 1

2�i deg(σi, σi). Observe that unlike deg(σi, σj), the notation Eij is
symmetric in i and j.

Example 3.9. Let Γ be the complete graph on {1, 2, 3} and let σ = (12)(3) ∈
Aut(Γ) as in Fig. 5. Then, deg((12), (3)) = 1 since the vertices 1 and 2 are each
connected to 3 by one edge, but deg((3), (12)) = 2 since the vertex 3 has two
edges connecting it to vertices in the cycle (12). Moreover, deg((12), (12)) = 1
and deg((3), (3)) = 0.
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Table 2. Values of deg(σi, σj) for Γ and σ from Fig. 4

deg(σi, σj) σj

(0) (135) (246) (789)

σi (0) 0 3 3 0
(135) 1 0 2 1
(246) 1 2 0 0
(789) 0 1 0 2

Example 3.10. Let Γ and σ be as in Fig. 4. Then, for cycles σi, σj of σ, the
values deg(σi, σj) are given in Table 2.

We use eσi
to denote the vector

∑
v∈σi

ev ∈ RV . Theorem 3.11 and its
proof closely follow the description of the fixed polytopes of the permutahe-
dron from Theorem 2.12 of [3]. Our result generalizes theirs: where they used
permutations, we use acyclic orientations of Γ; we also make use of identity
(4).

Theorem 3.11. (Description of graphic zonotope fixed polytopes) Let σ ∈
Aut(Γ) have cycles σ1, σ2, . . . , σm. Then, the following descriptions of the fixed
polytope Zσ

Γ are equivalent:

(i) It is the subset of ZΓ that is fixed by the action of σ.
(ii) It is the convex hull of the points wo, where o ranges over acyclic orien-

tations of CΓ(σ), and

wo :=
m∑

i=1

⎛

⎜⎝
1
2

deg(σi, σi) +
∑

j:σj→σi

in o

deg(σi, σj)

⎞

⎟⎠ eσi
.

Furthermore, this gives a bijection between acyclic orientations of CΓ(σ)
and vertices of Zσ

Γ .
(iii) It is the Minkowski sum

∑

{σi,σj} is an
edge of CΓ(σ)

i<j

[deg(σj , σi)eσj
, deg(σi, σj)eσi

] +
m∑

j=1

1
2

deg(σj , σj)eσj
. (5)

Proof. (ii) ⊆ (i): Let ô be any orientation of Γ “extending” o, meaning that if
σi → σj in o, and v ∈ σi and v′ ∈ σj are joined by an edge of Γ, then v → v′

in ô. Then, wo is the average of the σ-orbit of the vertex of ZΓ corresponding
to ô, so wo ∈ ZΓ. By definition, the coordinates of wo are constant over the
cycles of σ, so wo ∈ Zσ

Γ for all acyclic orientations o.

(iii) ⊆ (ii): Let w be a vertex of (5) and let y = (y1, . . . , yn) ∈ (Rn)∗ be
such that w is the y-maximal face of (5). For 1 ≤ i ≤ m, define yσi

to be the
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average of yk for k ∈ σi; so yσi
= 1

�i

∑
k∈σi

yk. Now, since y is maximal at a
vertex, we know that for each edge {σi, σj} of CΓ(σ), we must have

y
(
deg(σj , σi)eσj

)
�= y (deg(σi, σj)eσi

) .

Therefore, it holds that

deg(σj , σi)
∑

k∈σj

yk �= deg(σi, σj)
∑

k∈σi

yk

�j deg(σj , σi)yσj
�= �i deg(σi, σj)yσi

Using identity (4), we find that yσj
�= yσi

. For each edge {σi, σj} in CΓ(σ), if
yσi

< yσj
, assign the direction pointing from σi to σj . This gives an acyclic

orientation o of CΓ(σ), and w = wo.
(i) ⊆ (iii): According to [2, Lemma 5.4], the fixed polytope Zσ

Γ is the
convex hull of the averages over the σ-orbits of the vertices of ZΓ. Therefore,
we need only show that for any vertex vo of ZΓ corresponding to the acyclic
orientation o of Γ, the average vo of the σ-orbit of vo is in the Minkowski
sum (5). To do this, we will fix an orientation o′ of Γ, show that vo′ is in the
Minkowski sum, and then show that we can find a path from vo′ to vo within
the sum.

We construct o′ as follows: choose any ordering of the n vertices of Γ such
that all the vertices in the cycle σi are less than all the vertices in σi+1 for
1 ≤ i < m, and let o′ be the acyclic orientation of Γ induced by this ordering
of the vertices. Then, the vertex vo′ of ZΓ is defined as in Proposition 3.4, and
the average of the σ-orbit of vo′ is

vo′ =
∑

{σi,σj} is an
edge of CΓ(σ)

i<j

deg(σj , σi)eσj
+

m∑

j=1

1
2

deg(σj , σj)eσj
,

which is clearly seen to be in the sum (5).
Now consider any acyclic orientation o of Γ. Let o0 := o′, o1, . . . , o� := o

be a sequence of acyclic orientations of Γ where ok is obtained from ok−1 by
reversing the orientation of one edge for 1 ≤ k ≤ �. For each k, if the edge of
ok−1 that is reversed to obtain ok points from a vertex in σi to a vertex in σj ,
then we have that

vok
− vok−1 =

1
�i
eσi

− 1
�j
eσj

=
1

Eij

(
deg(σi, σj)eσi

− deg(σj , σi)eσj

)
.

Note that if the edge that is reversed connects two vertices of Γ that are in the
same cycle of σ, then there is no change in the σ-average. Now for each pair
of distinct cycles σi and σj , let Dij be the number of edges between σi and σj

that have different orientations in o′ and o. Then, we get

vo − vo′ =
(
vo�

− vo�−1

)
+ · · · + (vo2 − vo1) + (vo1 − vo0)

=
∑

1≤i<j≤m

Dij

Eij

(
deg(σi, σj)eσi

− deg(σj , σi)eσj

)
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If there are no edges between σi and σj in Γ, then Dij must be 0, so deg(σi, σj)
eσi

−deg(σj , σi)eσj
may only contribute to this sum if there is an edge between

σi and σj in CΓ(σ). Furthermore, the maximum possible number of edges
between σi and σj is Eij , so 0 ≤ Dij

Eij
≤ 1. Hence, adding our earlier expression

for vo′ produces a point in the zonotope (5).
Finally, it remains to prove that the acyclic orientations of CΓ(σ) are in

bijection with the vertices of Zσ
Γ . By definition, each acyclic orientation o re-

sults in a distinct point wo. We already showed that every vertex of Zσ
Γ has the

form wo for some acyclic orientation o. For any wo, let y =
∑m

i=1 yi(
∑

k∈σi
e∗

k)
be some linear functional in (Rn)∗ such that yi < yj whenever σi → σj in o.
Then, y(deg(σj , σi)eσj

) = Eijyj , so we can see that exactly one endpoint of
each of the line segments comprising (5) is maximized by y, and the resulting
sum gives exactly wo. Therefore, wo is the unique point in Zσ

Γ maximizing y,
and is hence a vertex. �

In general, a zonotope generated by line segments with direction vectors
s1, . . . , sk can be tiled by half-open parallelotopes that are in bijection with
linearly independent subsets of {s1, . . . , sk}. In the case of Zσ

Γ , the generating
vectors are
{
deg(σi, σj)eσi

− deg(σj , σi)eσj
: {σi, σj} is an edge of CΓ(σ), i < j

}
. (6)

We define a subforest of CΓ(σ) to be any graph on the same vertex set
{σ1, . . . , σm} as CΓ(σ) whose edge set is a subset of the edges of CΓ(σ), and
that does not contain any cycles.

Proposition 3.12. The linearly independent subsets of the vectors in (6) are in
bijection with subforests of the σ-connectivity graph CΓ(σ).

Proof. The bijection is as follows: Given a subgraph of CΓ(σ), for each edge
{i, j} where i < j, take the vector deg(σi, σj)eσi

− deg(σj , σi)eσj
to be in the

subset; similarly, given a subset of the generating set, take the corresponding
edges of CΓ(σ). It remains to show that linearly independent subsets of the
generators correspond exactly to subforests of CΓ(σ). By identity (4), the
generating vector corresponding to the edge {i, j} is simply a positive multiple
of the vector eσi

�i
− eσj

�j
. From here we can follow exactly the proof of [3, Lemma

3.2], noting that our generators are a subset of theirs and, therefore, inherit
the same linear independence properties. �

For a given subforest F of CΓ(σ), we denote by F the corresponding
half-open parallelotope in the tiling of Zσ

Γ .

Proposition 3.13. The volume of F is given by the formula

vol F :=

⎛

⎜⎜⎝
∏

edge {σi,σj}
of F

Eij

⎞

⎟⎟⎠ ·
(

m∏

i=1

1
�i

)
·

⎛

⎜⎝
∏

conn. comp.
T of F

gcd(�i : σi ∈ T )

⎞

⎟⎠ .

(7)
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Proof. This follows directly from [3, Lemma 3.3]. �
The 2-valuation of a positive integer k, denoted val2(k), is the highest

power of 2 dividing k. For example, val2(24) = 3.

Definition 3.14. A subforest F of CΓ(σ) is (σ,Γ)-compatible if for all connected
components T of F , we have

min
i∈T

val2(�i) ≤ val2

⎛

⎝
∑

j∈T

Ejj

⎞

⎠ . (8)

Proposition 3.15. Let σ ∈ Aut(Γ) have cycle type (�1, . . . , �m), and let F be a
subforest of CΓ(σ). Then, aff( F ) contains lattice points if and only if F is
(σ,Γ)-compatible.

Proof. The affine span of F is the span of the vectors deg(σi, σj)eσi
−

deg(σj , σi)eσj
corresponding to the edges {σi, σj} of F , translated by the vec-

tor
m∑

j=1

1
2

deg(σj , σj)eσj
+

∑

edge {σi,σj}
of F, i<j

deg(σj , σi)eσj
.

Let y =
∑m

i=1 yieσi
be a point in aff( F ). Then, the coordinates yi satisfy,

for all connected components T of F ,
∑

σj∈T

�jyj =
∑

σj∈T

Ejj +
∑

edge {σi,σj}
of T

Eij . (9)

We want to determine when (9) has integer solutions y. It is a fact from ele-
mentary number theory that this occurs exactly when gcd(�j : σj ∈ T ) divides
the right side of (9). Clearly each Eij is divisible by gcd(�j : σj ∈ T ), so we
may focus our attention on the term

∑
σj∈T Ejj . If we multiply this term by 2,

then we get
∑

σj∈T �j deg(σj , σj) which is clearly divisible by gcd(�j : σj ∈ T ).
Hence, we need only consider 2-valuations to determine whether divisibility
holds. Finally, noticing that val2(gcd(�j : σj ∈ T )) = minσj∈T val2(�j) allows
us to conclude that the condition of (σ,Γ)-compatibility introduced in Defini-
tion 3.14 is exactly what we need to guarantee integer solutions. �

Let c(F ) be the number of connected components of a graph F , and let m
be the number of cycles of σ ∈ Aut(Γ). Note that for a subforest F of CΓ(σ),
the number of edges of F is m − c(F ). We omit proofs for the following two
corollaries as they mirror the proofs of Theorem 1.1 and Proposition 5.1 in [4].

Corollary 3.16. The Ehrhart quasipolynomial of the fixed polytope Zσ
Γ is

L(Zσ
Γ ; t) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∑

subforest
F of CΓ(σ)

vol F · tm−c(F ), t even

∑

(σ,Γ)-compatible
subforest

F of CΓ(σ)

vol F · tm−c(F ), t odd.
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Eulerian polynomials commonly arise when computing the Ehrhart series
of polytopes. The Eulerian polynomial An(z) is defined by the identity

∑

t≥0

tnzt =
An(z)

(1 − z)n+1
.

Notice that An(z) has no constant term; the coefficients of 1
z An(z) are called

the Eulerian numbers. We can describe them using ascents of permutations,
where the position i ∈ {1, 2, . . . , n−1} is an ascent of σ ∈ Sn if σ(i+1) > σ(i).
The coefficient of zk in 1

z An(z) is the number of permutations in Sn with
exactly k ascents, denoted An,k.

Corollary 3.17. The Ehrhart series of the fixed polytope Zσ
Γ has the following

form:

Ehr(Zσ
Γ ; z) =

∑

(σ,Γ)-compatible
subforests

F of CΓ(σ)

vol F · Am−c(F )(z)
(1 − z)m−c(F )+1

+
∑

(σ,Γ)-incompatible
subforests

F of CΓ(σ)

2m−c(F ) · vol F · Am−c(F )(z2)
(1 − z2)m−c(F )+1

To assess whether H∗(ZΓ; z) is a polynomial, we need to examine for
which σ ∈ Aut(Γ) the poles of the Ehrhart series Ehr(Zσ

Γ ; z) cancel with the
zeros of det(I − ρ(σ)z) =

∏m
i=1(1 − z�i), where m is the number of cycles of σ

and �1, . . . , �m are the cycle lengths. The series Ehr(Zσ
Γ ; z) always has a pole

at z = 1, may have a pole at z = −1, and never has a pole at any other value
of z. We can see from Corollary 3.17 that the pole at z = 1 has order at most
m, and since

∏m
i=1(1 − z�i) has a zero of order m at z = 1, the pole at z = 1

will always cancel. Hence, we may focus on the pole at z = −1. The following
theorem tells us when this pole cancels.

Theorem 3.18. Let σ ∈ Aut(Γ) have cycle type �1, . . . , �m. The series H∗(ZΓ; z)
(σ) is a polynomial if and only if one of the following conditions holds:
(a) All �i are odd.
(b) All even �i have deg(σi, σi) even.
(c) There exists an even �i with deg(σi, σi) odd, and

# even �i > max{# of edges in a (σ,Γ)-incompatible subforest of CΓ(σ)}.

Proof. In case (a), all subforests of CΓ(σ) are (σ,Γ)-compatible since val2(�i) =
0 for all i. Therefore, the Ehrhart series of Zσ

Γ does not have a pole at z =
−1. Likewise in case (b); here we can also see that the condition of (σ,Γ)-
compatibility from Definition 3.14 is always satisfied.

Now assume (a) and (b) both fail. Then, we must have some cycle σi

with even length �i where deg(σi, σi) is odd. In this case, we are guaranteed
to have at least one (σ,Γ)-incompatible subforest F of CΓ(σ), since every
forest where σi is alone in a connected component will be (σ,Γ)-incompatible.
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Figure 6. The connectivity graphs CPathn(σ) where σ is the
generator of Z/2Z in the case where n is even (a) and odd (b)

From Corollary 3.17 we see that the pole of Ehr(Zσ
Γ ; z) at z = −1 has order

max(σ,Γ)-incomp. F {m−c(F )+1}, which is one more than the maximum number
of edges in a (σ,Γ)-incompatible subforest of CΓ(σ). Since

∏m
i=1(1− z�i) has a

zero at z = −1 of order equal to the number of even �i, condition (c) is exactly
what is needed for cancellation to occur. �

Corollary 3.19. H∗(ZΓ; z) is a polynomial if and only if every σ ∈ Aut(Γ)
satisfies one of the conditions of Theorem 3.18.

3.1.1. Path Graphs. We conclude this section by focusing in on a particularly
simple family of graphs. Consider the path graph Pathn as introduced in Ex-
ample 3.2. Then, Aut(Pathn) = Z/2Z for all n, but the cycle type of the group
generator depends on whether n is even or odd. When n is even, the generator
of Aut(Pathn) written in cycle notation is σ = (1 n)(2 n−1) . . . (n

2
n
2 +1), and

when n is odd, the generator is σ = (1 n)(2 n − 1) . . . (n−1
2

n+3
2 )(n+1

2 ). The
corresponding connectivity graphs CPathn

(σ) are shown in Fig. 6.
We first consider the case when n is even. Let F be any subforest of

CPathn
(σ). Using formula (7), we get

vol F =
(
2n/2−c(F )

)( 1
2n/2

)(
2c(F )
)

= 1.

We next assess (σ,Pathn)-compatibility of F . Since �i = 2 for all cycles σi,
the left side of inequality (8) will always be 1. However, whenever T is the
connected component of F containing the cycle (n

2
n
2 + 1), the right side of

inequality (8) will be 0 since this particular cycle contains one edge of Pathn

and all other cycles have no edges within them. This means that no subforest
F of CPathn(σ) is (σ,Pathn)-compatible. Hence, when n is even, the Ehrhart
quasipolynomial of Zσ

Pathn
is 0 for odd dilations and (t + 1)n/2−1 (the Ehrhart

polynomial of an integral parallelotope) for even dilations t:

LZσ
Pathn

(t) =

{
(t + 1)n/2−1, t even
0, t odd

.

From a geometric viewpoint, this 0 in the odd component of LZσ
Pathn

(t)
occurs because Zσ

Pathn
is a rational polytope that is not full dimensional. When

it is dilated by an odd factor, it misses the lattice completely.
Next, using Corollary 3.17 we get

EhrZσ
Pathn

(z) =
∞∑

t=0

(2t + 1)n/2−1 · z2t
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=
∑

subforest F
of CPathn (σ)

2n/2−c(F ) · An/2−c(F )(z2)
(1 − z2)n/2−c(F )+1

=

n
2 −1∑

k=0

(n
2 − 1

k

)
· 2k · (1 − z2)n/2−k−1 · Ak(z2)

(1 − z2)n/2
,

and we can see directly from this Ehrhart series that H∗(ZPathn
; z) is a poly-

nomial when n is even.
Now suppose n is odd. As in the even case, we can use (7) to find that

vol F is again 1 for all subforests F of CPathn(σ). However, unlike the even
case, we have deg(σj , σj) = 0 for all cycles σj of σ. This means that the half-
integral shift of equation (5) disappears in this case, and we are left with an
integral polytope Zσ

Pathn
. Since all the fixed polytopes are integral in this case,

the H∗-series is guaranteed to be a polynomial.
Let us go further and show that the H∗-polynomial is effective when n

is odd. The fixed polytopes Z id
Pathn

and Zσ
Pathn

are both lattice parallelotopes
with relative volume 1 and dimensions n− 1 and n−1

2 , respectively. Therefore,
we get

EE(ZPathn
; z)(id) =

1
z An−1(z)
(1 − z)n

EE(ZPathn
; z)(σ) =

1
z A(n−1)/2(z)
(1 − z)(n+1)/2

=
(1 + z)(n−1)/2 1

z A(n−1)/2(z)
(1 − z2)(n−1)/2(1 − z)

,

where we have arranged both series to have the denominator det(I − ρ · z).
Notice that the numerators of both rational functions are polynomials of degree
n−2 with positive integer coefficients, and they are H∗(ZPathn

; z) evaluated at
the elements of Z/2Z. Write H∗(ZPathn ; z) =

∑n−2
k=0 H∗

kzk for virtual characters
H∗

k ∈ R(Z/2Z). For each k, there exist integer coefficients ak, bk such that
H∗

k = akχtriv+bkχalt. For a polynomial f(z), let [zk]f(z) denote the coefficient
of zk in f(z). Plugging in id and σ to H∗(ZPathn

; z) gives

ak + bk = [zk]
(

1
z
An−1(z)

)

ak − bk = [zk]
(

(1 + z)(n−1)/2 1
z
An−1

2
(z)
)

.

Summing these two equations, it is clear to see that ak > 0, which supports [2,
Conjecture 12.4]. Subtracting the second equation from the first, we see that
bk ≥ 0 if and only if the right side of the first equation is greater than or equal
to the right side of the second equation. This is indeed true, and we prove it
combinatorially.

Lemma 3.20. For 0 ≤ k ≤ n − 2, the coefficient of zk in 1
z An−1(z) is greater

than or equal to the coefficient of zk in (1 + z)(n−1)/2 1
z A(n−1)/2(z).
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Proof. The coefficient of zk in 1
z An−1(z) is the Eulerian number An−1,k, the

number of permutations of the set {1, 2, . . . , n− 1} with exactly k ascents. On
the other hand, we have

[zk]
(
(1 + z)(n−1)/2 1

z
An−1

2
(z)
)

= [zk]

⎛

⎝
( (n−1)/2∑

i=0

(
n−1
2

i

)
zi
)( (n−3)/2∑

j=0

An−1
2 ,jz

j
)
⎞

⎠

=

k∑

i=0

(
n−1
2

k − i

)
An−1

2 ,i

=
k∑

i=0

An−1
2 ,i

(
n−1
2

− 1

k − i − 1

)
+

k∑

i=0

An−1
2 ,i

(
n−1
2

− 1

k − i

)

≤ An−1,k. (10)

To see that (10) ≤ An−1,k, we observe that (10) counts some, but not
all, of the permutations in Sn−1 with exactly k ascents. The first summand
of (10) deals with the case where the elements 1, 2, . . . , n−1

2 come before the
remaining elements in the permutation. The Eulerian number A(n−1)/2,i counts
the number of permutations of {1, 2, . . . , n−1

2 } with exactly i ascents; we are
then guaranteed an ascent at position n−1

2 , and then the binomial coefficient(
(n−1)/2−1

k−i−1

)
gives the number of choices for the positions of the remaining

k − i − 1 ascents from {(n + 1)/2, (n + 3)/2, . . . , n − 2} (which is less than or
equal to the number of ways to complete the permutation with ascents in those
positions). Likewise, the second summand of (10) deals with the case where
the elements n+1

2 , n+3
2 , . . . , n − 1 come before the remaining elements in the

permutation; in this case we are guaranteed to have no ascent at position n−1
2 .

Using this reasoning, it is clear that (10) is less than or equal to the number of
permutations in Sn−1 with exactly k ascents where the elements {1, 2, . . . , n−1

2 }
occur either in the first n−1

2 positions or in the last n−1
2 positions. This in turn

is clearly less than or equal to An−1,k. �

Since ak, bk ≥ 0 for all k, the H∗-polynomial of ZPathn is effective with
respect to the action of Z/2Z when n is odd.

3.2. Invariant Half-Open Decompositions

In this section, we use G-invariant triangulations to calculate the equivariant
Ehrhart series. More precisely, the triangulations are half-open decompositions.
For background definitions in discrete geometry, see [18].

Definition 3.21. A half-open decomposition of a lattice polytope P with lattice
triangulation T is a partition of the face poset of T into intervals such that
the empty set is not in its own class. We use T [ ) to refer to the half-open
decomposition, i.e., the triangulation together with the partition of the face
poset. We identify a simplex S in T with its set of vertices when convenient.

Definition 3.21 is closely related to partitionability; the face poset of a
pure simplicial complex is partitionable if it can be partitioned into disjoint
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Figure 7. A half-open decomposition of the permutahedron
Π3 determined by a triangulation (top image) and a partition
of the face poset of the triangulation into intervals shown via
its poset diagram (bottom image)

intervals such that each maximal element is a facet of the complex, see [19,
Chapter 2]. In this case, it is easy to read off the h-vector of the simplicial
complex by recording the heights of the minimal simplices in the intervals.
Definition 3.21 generalizes the typical method for creating a half-open decom-
position of (the cone over) a triangulated polytope by choosing a generic vector
in the interior of one simplex and then taking “sunny-side” of each face; one
asks if it is possible to remain in a facet of the triangulation when walking in
the direction of the vector, see [20, Sect. 5.3] or [21, Sect. 3.4] for details. Using
a generic vector in the typical method creates a shelling (and more weakly a
partition) of the simplicial complex. However, this typical method can fail to
create symmetric half-open decompositions with respect to the group action,
and does not easily allow for simplices of varying dimension in the triangula-
tion, highlighting the usefulness of the more general half-open decompositions
from Definition 3.21.

Example 3.22. The two-dimensional permutahedron Π3 ⊂ R
3 obtained as the

convex hull of the permutations of the coordinates (1, 2, 3) admits a half-open
decomposition. Figure 7 shows a triangulation of Π3 and a partition of the
face poset of the triangulation. The broken edges in the triangulation indicate
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Figure 8. A half-open decomposition of the 0/1 square de-
termined by a triangulation (left image) and a partition of
the face poset of the triangulation into intervals shown via its
poset diagram (right image)

which faces are open and which are closed in the cone over Π3 according to
the partition.

Example 3.23. The 0/1 square admits a half-open decomposition. Triangu-
late the square into two triangles: Δ(abc) = conv({(0, 1), (0, 0), (1, 1)}) and
Δ(bcd) = conv({(0, 0), (1, 1), (1, 0)}), as shown on the left in Fig. 8. Partition
the face poset into three intervals: [a, abc], [∅, bc], [d, bcd] to create the half-open
decomposition, as shown on the right in Fig. 8. The broken edges in the trian-
gulation shown in Fig. 8 indicate which faces in the cone over the triangulated
square are open according to the partition of the face poset. The maximal
simplex bc in the interval [∅, bc] is not full-dimensional, which emphasizes the
additional flexibility offered by these half-open decompositions.

Definition 3.24. Let P ⊂ R
d be a lattice polytope, and let I = [S, S] be an

interval in a half-open decomposition T [ ) of P . The half-open cone over the
interval I, denoted Cone(I), is the set of points x ∈ R

d+1 such that:

x =
∑

vi∈S

λi(vi, 1) +
∑

vj∈S\S

μj(vj , 1), where λi ∈ R>0 and μj ∈ R≥0.

Propositions 3.25 and 3.27 below are similar in spirit to [21, Propositions 3.22,
3.27].

Proposition 3.25. The cone over a lattice polytope P with half-open decompo-
sition T [ ) is equal to the disjoint union of half-open cones over the intervals
of T [ ):

Cone(P ) =
⊔

I∈T [ )

Cone(I).
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Proof. The inclusion Cone(P ) ⊇
⊔

I∈T [ ) Cone(I) is clear. The origin is con-
tained in the half-open cone, Cone(I), for the unique interval I = [∅, S] that
contains the empty set. Let z ∈ Cone(P ), z �= 0. There exists a minimal
simplex S ∈ T [ ) (with respect to inclusion) such that z ∈ Cone(S) and
z =
∑

vi∈S λi(vi, 1), λi ∈ R>0. The simplex S is contained in a unique inter-
val I = [S, S] of T [ ). Thus,

z =
∑

vi∈S

λi(vi, 1) =
∑

vi∈S

λi(vi, 1) +
∑

vi∈S\S

λi(vi, 1) +
∑

vj∈S\S

0(vj , 1).

This implies that all vertices of S have a coefficient in R>0, and all vertices
of v ∈ S\S have a coefficient in R≥0. Thus, z ∈ Cone(I). It remains to show
that the union

⊔
I∈T [ ) Cone(I) is disjoint. Suppose z �= 0, z ∈ Cone(I), and

z ∈ Cone(I ′) for two intervals I = [S, S], I ′ = [S′, S
′
] of T [ ). Then,

z =
∑

vi∈T

λi(vi, 1), λi ∈ R>0, (11)

for a unique face T of the simplicial complex. As z is in Cone(I),

z =
∑

vi∈S

λi(vi, 1) +
∑

vj∈S\S

μj(vj , 1),

where λi ∈ R>0 and μj ∈ R≥0. Restricting to summands with strictly positive
coefficients expresses z as a conical combination of vertices of T , since it is an
expression of the form (11). This also shows that S ⊂ T . Likewise, S′ ⊆ T ⊆ S

′
.

Thus, T is contained in two intervals in the half-open decomposition, and they
must be the same. �

Definition 3.26. Let P ⊆ R
d be a lattice polytope, and let I = [S, S] be an

interval in a half-open decomposition T [ ) of P . The half-open fundamental
parallelepiped of the interval I, denoted (I), is the set of points x ∈ R

d+1

such that:

x =
∑

vi∈S

λi(vi, 1) +
∑

vj∈S\S

μj(vj , 1), where λi ∈ (0, 1] and μj ∈ [0, 1).

For an interval I of a half-open decomposition, Box(I) is defined to be
the set of lattice points in the half-open fundamental parallelepiped (I):

Box(I) = (I) ∩ Z
d+1.

Throughout, we use Box(I)k to denote the set of lattice points in the half-open
fundamental parallelepiped of I at height k, i.e., with last coordinate equal to
k.

Proposition 3.27. Let P be a lattice polytope with half-open decomposition T [ ).
Every lattice point x ∈ Cone(P ) can be expressed uniquely as x = w + y for
some lattice point w =

∑
vi∈S λi(vi, 1) with λi ∈ Z≥0 and y ∈ Box(I) for

some interval I = [S, S] ∈ T [ ).
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Proof. Let x ∈ Cone(P ). Then, by Proposition 3.25, x ∈ Cone(I) for a unique
interval I = [S, S] of T [ ), and

x =
∑

vi∈S

λi(vi, 1) +
∑

vj∈S\S

μj(vj , 1), where λi ∈ R>0 and μj ∈ R≥0,

=
∑

vi∈S

(
�λi� − 1 + λi − (�λi� − 1)

)
(vi, 1) +

∑

vj∈S\S

(�μj� + (μj − �μj�)) (vj , 1)

=

⎛

⎝
∑

vi∈S

(�λi� − 1) (vi, 1) +
∑

vj∈S\S

�μj�(vj , 1)

⎞

⎠

+

⎛

⎝
∑

vi∈S

(1 − �λi� + λi) (vi, 1) +
∑

vj∈S\S

(μj − �μj�) (vj , 1)

⎞

⎠ .

�

Definition 3.28. Let P be a lattice polytope invariant under the action of a
group G. A half-open decomposition T [ ) of P is called G-invariant if

1. Simplices are sent to simplices (the triangulation is G-invariant), and
2. The action of G induces an automorphism of the face poset of T [ ) such

that intervals of T [ ) are sent to intervals.

We present a lemma on the representation theory of the symmetric al-
gebra, which is useful in Theorem 3.30, to follow. Through it, we can see one
motivation for considering the denominator det(I − z · ρ) to express the equi-
variant Ehrhart series. Let {e1, . . . , en} be a basis for a vector space V . The set{
ei1

� · · · � eit | i� ≤ i�+1

}
is a basis for Symt(V ), the t-th symmetric power.

A basis for the t-th exterior power, Λt(V ), is the set {ei1
∧· · ·∧eit | i� < i�+1}.

If ρ is a representation of G on V , then G also acts (diagonally) on
⊗t

V by

g(v1 ⊗ · · · ⊗ vt) = gv1 ⊗ · · · ⊗ gvt.

The group G acts diagonally on Symt(V ) and Λt(V ) in the same manner. It is
useful to look at the characters of these actions, which we denote by χSymt(V )

and χΛt(V ) respectively. For g ∈ G, let {e1, . . . , en} be an orthonormal eigen-
basis of the action of g on V , with eigenvalues {λ1, . . . , λn}. This is possible
as ρ(g) can be written as a unitary matrix, see for example [11, Chapter 1].
Then,

g(ei1 � ei2 � · · · � eit
) = λi1λi2 · · · λit

ei1 � ei2 � · · · � eit
,

where i1 ≤ i2 ≤ · · · ≤ it. This shows that an eigenvector of Symt(V ) has an
eigenvalue that is a monomial in the eigenvalues of ρ(g) of degree t. Therefore,
the sum of the eigenvalues of g acting on Symt(V ) is the sum of all monomials
in the eigenvalues of degree t. With respect to the eigenbasis of the action of
g on V ,
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det(I − z · ρ(g)) = det

⎛

⎜⎝

⎡

⎢⎣
1 − zλ1

. . .
1 − zλn

⎤

⎥⎦

⎞

⎟⎠ = Πn
i=1(1 − zλi).

In fact, det(I −z ·ρ(g)) is independent of the choice of basis to express ρ. Thus,
the generating function of characters of the symmetric powers has the rational
form:

∑

t≥0

χSymt(V )z
t =

1
det(I − z · ρ)

. (12)

In Λt(V ), we get g(ei1 ∧ ei2 ∧ · · · ∧ eit
) = λi1λi2 . . . λit

ei1 ∧ ei2 ∧ · · · ∧ eit
,

where i1 < i2 < · · · < it. The character of the t-th exterior product evaluated
at g is the sum of all square-free homogeneous monomials in λi of degree t. As
such, we can rewrite

det(I − z · ρ) =
n∑

i=0

(−1)iχΛi(V )z
i. (13)

We have now recovered Lemma 3.1 in [2], which states:

Lemma 3.29. [2, Lemma 3.1] Let G be a finite group and let V be an n-
dimensional representation. Then,

∑

t≥0

Symt V zt =
1

1 − V z + Λ2V z2 − · · · + (−1)nΛnV zn
. (14)

Moreover, if an element g ∈ G acts on V via a matrix A, and if I denotes
the identity n × n matrix, then both sides equal 1

det(I−z·A) when the associated
characters are evaluated at g.

For a G-invariant simplex S with vertices {v0,v1, . . . ,vd} ∈ M × {1} as
in the Setup 2.1, the infinite-dimensional C-vector space C [Z≥0 vert(S)] with
basis: {

x =
d∑

i=0

civi

∣∣ci ∈ Z≥0 for all i ∈ {0, . . . , d}
}

is isomorphic as a graded G-module to the vector space
∑

t≥0 Symt(M ′⊗
Z

C),
and their characters coincide. If S is a unimodular simplex, then (12) expresses
the equivariant Ehrhart series of S. This idea is generalized to all simplices in
[2, Proposition 6.1], and we now generalize it further to polytopes admitting
G-invariant half-open decompositions.

As in Setup 2.1, let P be a lattice polytope with vertices in M × {1},
invariant under the linear action of a finite group G. For a half-open decompo-
sition T [ ) of P , let Box(T [ ))i denote the union of the sets Box(I)i for intervals
I of T [ ). The group G permutes the lattice points in Box(T [ ))i, and the cor-
responding permutation character is written χBox(T [ ))i

.

Theorem 3.30. Let T [ ) be a G-invariant half-open decomposition of a
d-dimensional polytope P as in the Setup 2.1 such that dim(S) = d for all
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intervals [S, S] of T [ ) and such that all orbits of intervals of T [ ) have order
|G| except for a unique G-invariant interval. Then, the H∗-polynomial is the
permutation representation on the union of box points in T [ ), graded by height:

H∗(P ; z) =
d∑

i=0

χBox(T [ ))
i

zi.

Proof. Let q be the number of orbits of intervals of T [ ). There necessarily
exists a G-invariant simplex S0 contained in an interval [S0, S0] of T [ ) that
contains the G-fixed barycenter of the vertices of P . Label its vertices by
{v0,0, . . . ,v0,d} and label the orbit of the interval [S0, S0] by O0. Order the
other orbits O1, . . . ,Oq−1 of intervals of T [ ). For each i ∈ [q − 1], label repre-
sentative simplices Si and Si contained in an interval [Si, Si] of Oi and label
the vertices of Si as vi,0, . . . ,vi,d. Identify the G-module C[Z≥0 vert(S0)] with
the polynomial ring and graded G-module, C[X0, . . . , Xd] where g(Xi):=Xj

if g(v0,i) = v0,j . Viewing g ∈ G as a permutation on {0, 1, . . . , d}, we write,
g(Xc0

0 · · · Xcd

d ) = Xc0
g(0) · · · Xd

g(d). We define a map f from

C [X0, . . . , Xd]
⊗

C

⎛

⎜⎜⎝C
[
Box
([

S0, S0

])] ⊕

i:|Oi|=|G|
g∈G

C
[
Box
([

gSi, gSi

])]

⎞

⎟⎟⎠ (15)

to C[Cone(P ) ∩ M ′] by defining f on a basis and extending linearly. The
map f makes use of the expression for lattice points in Cone(P ) given in
Proposition 3.27. To shorten notation, for a lattice point y0 in Box([S0, S0])
or gyi in Box([gSi, gSi]), we denote the corresponding basis vector of

⎛

⎜⎜⎝C
[
Box
([

S0, S0

])] ⊕

i:|Oi|=|G|
g∈G

C
[
Box
([

gSi, gSi

])]

⎞

⎟⎟⎠ (16)

as y0 or gyi respectively. The direct sum (16) is also a graded G-module. A
basis for the tensor product (15) is the set

{
(Xc0

0 · · ·Xcd
d ) ⊗ y0 : {c0, . . . , cd} ∈ Z≥0,y0 ∈ Box(

[
S0, S0

]
),

g(Xc0
0 · · ·Xcd

d ) ⊗ gyi : {c0, . . . , cd} ∈ Z≥0,yi ∈ Box(
[
Si, Si

]
), g ∈ G, |Oi| = |G|

}
.

Define

f(g(Xc0
0 · · · Xcd

d ) ⊗ gyi) = f((Xc0
g(0) · · · Xcd

g(d)) ⊗ gyi) :=
d∑

j=0

cjg(vi,j) + gyi.

Suppose gy0 = w0 for box points y0 and w0 in Box([S0, S0]) and, therefore,

Xc0
g(0) · · · Xcd

g(d) ⊗ gy0 = X
cg−1(0)
0 · · · Xcg−1(d)

d ⊗ w0.
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To check f is well-defined, we compute:

f
(
Xc0

g(0) · · · Xcd

g(d) ⊗ gy0

)
=

d∑

j=0

cjg(vi,j) + g(y0)

=
d∑

j=0

cjvi,g(j) + w0

=
d∑

γ=0

cg−1(γ)vi,γ + w0

= f(X
cg−1(0)
0 · · · Xcg−1(d)

d ⊗ w0).

The map f is an isomorphism of vector spaces (Proposition 3.27) and a G-
module isomorphism, as we verify on the basis. For h ∈ G,

f (h (g(Xc0
0 · · · Xcd

d ) ⊗ gyi)) = f
(
(Xc0

hg(0) · · · Xcd

hg(d)) ⊗ hgyi

)

=
∑

j

cjhg(vi,j) + hgyi

= h

⎛

⎝
∑

j

cjg(vi,j) + gyi

⎞

⎠

= h(f(g(Xc0
0 · · · Xcd

d ) ⊗ gyi)).

The G-module isomorphism also respects the grading and yields an equal-
ity among characters. Identify C[X0, . . . , Xd] and

∑
t≥0 Symt(M ′⊗

Z
C) as

graded G modules as in the discussion around Lemma 3.29. This yields

∑

t≥0

χtP zt =
1

det(I − z · ρ)

d∑

i=0

χBox(T [ ))i
zi.

�

Example 3.31. [Example 3.22 continued] The two-dimensional permutahedron
Π3 ⊆ R

3 under the action of the group Z/3Z cyclically permuting the standard
basis vectors admits a G-invariant half-open decomposition as dictated by
Theorem 3.30. This half-open decomposition is described in Fig. 7 through a
triangulation T of Π3 and a partition of the face poset of T into intervals. In
this partition, each maximal simplex in an interval is a triangle and every orbit
of triangles has order 1 or 3. With this half-open decomposition, the lattice
points in the union of the fundamental parallelepipeds are

{(0, 0, 0)} at height 0,

{(1, 2, 3), (2, 3, 1), (3, 1, 2), (2, 2, 2)} at height 1,

{(4, 4, 4)} at height 2.

At height 0 and 2, there is a unique Z/3Z-invariant box point, each giving
a copy of the trivial representation. At height 1, the character of the per-
mutation representation on the 4 lattice points evaluates to 4 at the identity
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element, and 1 at the other two group elements. Taking the inner product to
express this representation in the basis of irreducible representations for Z/3Z:
χtriv, χg, χg2 , yields the H∗-polynomial

H∗(Π3; z) = χtriv + (2χtriv + χg + χg2)z + χtrivz2.

The next theorem introduces a second way to compute the equivariant
Ehrhart series using G-invariant half-open decompositions. The conditions re-
quired by the theorem ensure that the quasipolynomial χtP is actually poly-
nomial in t. For a G-invariant half-open decomposition T [ ) of a polytope,
let O denote an orbit of intervals of T [ ), dim(O):= dim(S) for any interval
I = [S, S] ∈ O, and Box(O)i:=

⋃
I∈O Box(I)i. Let χBox(O)i

denote the permu-
tation character on the lattice points in Box(O)i.

Theorem 3.32. Let P be a G-invariant d-polytope as in the Setup 2.1 with a
G-invariant half-open decomposition T [ ) such that no interval consists of a
single d-face of the triangulation. Furthermore, suppose that for each interval
I = [S, S] of T [ ) and each g ∈ G, if a box point y ∈ Box(I) is fixed by g, then
the simplex S is fixed pointwise by g. Then, the equivariant Ehrhart series has
the following rational generating function:

∑

t≥0

χtP zt =
∑

O∈T [ )(1 − z)d−dim(O)
∑dim(O)

i=0 χBox(O)i
zi

(1 − z)d+1
.

In this case, χtP is a polynomial in t with coefficients in R(G).

Proof. We break Cone(P ) into orbits and describe the permutation represen-
tation on each piece. Let O be an orbit of intervals of T [ ), and let g ∈ G.
Furthermore, let Cone(O):=

⋃
I∈O Cone(I).

Claim 3.33.

∑

u∈ Cone(O)g∩Zd+1

zu =
∑

I=[S,S]∈O

∑
m∈Box(I)g zm

Πs∈S(1 − zs)
(17)

Proof of Claim. We first show that the left hand side of Eq. (17) is a subset of
the right in terms of the lattice points appearing in the exponents of the series
expansions. Suppose u ∈ Cone(O)g ∩ Z

d+1. By Proposition 3.25, there exists
a unique interval I = [S, S] ∈ O such that u ∈ Cone(I). Let {v1, . . . ,vn+1}
be the vertices of S. Then, we may write u uniquely as u =

∑n+1
i=1 (civi) + y,

with ci ∈ Z≥0 for all i ∈ [n + 1], and y ∈ Box(I) by Proposition 3.27. As
the expression of u is unique, u = g(u) =

∑n+1
i=1 (cig(vi)) + g(y) implies that

y = g(y). This implies that the coefficient of zu in the series expansion of the
right side of Eq. (17) is 1.

We now show the right hand side of Eq. (17) is a subset of the left. By
Proposition 3.27, every lattice point u in the series expansion of the right side
of Eq. (17) as zu has coefficient one. Furthermore, there exists a unique interval
I = [S, S] ∈ O with vert(S) = {v1, . . .vn+1} such that u =

∑n+1
i=1 (civi) + y,

with ci ∈ Z≥0 for all i ∈ [n + 1] and y ∈ Box(I)g. Then,
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g

(
n+1∑

i=1

civi + y

)
=

n+1∑

i=1

(cig(vi)) + g(y)

=
n+1∑

i=1

(cig(vi)) + y

=
n+1∑

i=1

(civi) + y (by assumption).

Thus, u ∈ Cone(O)g and Equation (17) holds. �

Homogenize, sending z → (1, zd+1). Let n = dim(O). Then, Eq. (17)
becomes

∑

t≥0

∣∣Cone(O)g ∩ (Zd × t)
∣∣ zt =

∑n
k=0 |Box(O)g

k| zk

(1 − z)n+1
.

For all t ∈ Z≥0, |Cone(O)g ∩ (Zd × t)| is equal to the permutation character
on the lattice points at height t in Cone(O) evaluated at g, which we denote
by χtO(g). Likewise, |Box(O)g

k| is equal to χBox(O)k
(g) for all k such that

0 ≤ k ≤ n. Therefore, in general,
∑

t≥0

χtOzt =
∑n

k=0 χBox(O)k
zk

(1 − z)n+1
.

Summing over all the orbits yields

∑

t≥0

χtP zt =
∑

O∈T [ )

∑dim(O)
k=0 χBox(O)k

zk

(1 − z)dim(O)+1

=
∑

O∈T [ )(1 − z)d−dim(O)χBox(O)k
zk

(1 − z)d+1
.

�

Example 3.34. (Example 3.31 continued) Again consider the two-dimensional
permutahedron Π3 ⊆ R

3 under the action of Z/3Z cyclically permuting the
standard basis vectors. It is necessary to use a different half-open decomposi-
tion from that in Example 3.31 to compute the equivariant Ehrhart series.

As shown in Fig. 9, we triangulate Π3 using a barycentric subdivision.
The intervals we use for a G-invariant half-open decomposition are

[∅, g], [a, abg], [b, beg], [c, acg], [d, cdg], [e, efg], [f, dfg].

The only lattice points that can be box points must have a coordinate sum
that is a multiple of 6. The box points for each of the respective intervals are

{(0, 0, 0)}, {(1, 2, 3)}, {(2, 1, 3)}, {(1, 3, 2)}, {(2, 3, 1)}, {(3, 1, 2)}, {(3, 2, 1)}
There are 3 orbits of box points. The character table of Z/3Z is as follows,
with ζ a cube root of unity.
We calculate the following rational generating function for the equivariant
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Z/3Z id g g2

χtriv 1 1 1
χg 1 ζ ζ2

χg2 1 ζ2 ζ

Figure 9. A triangulation of the permutahedron Π3 into six
triangles

Ehrhart series using the formula from Theorem 3.32:
∑

t≥0

χtΠ3z
t =

χtriv + 2(χg + χg2)z + χtrivz2

(1 − z)3

Evaluating at the group elements yields the Ehrhart series of the fixed sub-
polytopes. Transforming to χtP using the usual transformation gives

χtΠ3 = χtriv

(
t + 2

2

)
+ 2(χg + χg2)

(
t + 1

2

)
+ χtriv

(
t

2

)

= (χtriv + χg + χg2)t2 + (χtriv + χg + χg2)t + χtriv.

Evaluating at the identity and g yields the Ehrhart polynomials of the fixed
subpolytopes, 3t2 + 3t + 1 and 1 respectively. Theorem 3.32 would need to be
modified to allow for rational triangulations in order to be applied to Π3 under
the action of S3 permuting the standard basis vectors.

3.3. Breaking Down the H∗-Series
In this section, we consider the hypersimplex and the (prime) permutahedra
under the cyclic group action and provide an explicit formulas for the equi-
variant Ehrhart series.

3.3.1. Cyclic Group Action on the Hypersimplex. We give a combinatorial
interpretation (Theorem 3.36) for the H∗-series of the hypersimplex Δk,n under
the group Z/nZ where the action is given by cyclically shifting coordinates.
We build upon [22] to compute the H∗-series and then follow the arguments
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in [6] to give an equivariant generalization. Before stating the main theorem,
we give several definitions.

For two integers, 0 < k < n, the (k, n)-th hypersimplex is defined to be

Δk,n = {(x1, . . . , xn) ∈ R
n | 0 ≤ xi ≤ 1, x1 + · · · + xn = k}.

It is an (n−1)-dimensional polytope inside R
n whose vertices are (0,1)-vectors

with exactly k 1’s. In particular, it has
(
n
k

)
many vertices.

A decorated ordered set partition ((L1)l1 , . . . , (Lm)lm) of type (k, n) con-
sists of an ordered partition (L1, . . . , Lm) of {1, 2, ..., n} and an m-tuple
(l1, . . . , lm) ∈ Z

m such that l1 + · · · + lm = k and li ≥ 1. We call each Li

a block and we place them on a circle in a clockwise fashion and then think
of li as the clockwise distance between adjacent blocks Li and Li+1 where
indices are considered modulo m (see Fig. 10). Therefore, the circumference
of the circle is l1 + · · · + lm = k. We regard decorated ordered set partitions
up to cyclic rotation of blocks (together with corresponding li). For example,
the decorated ordered set partition ({1, 2, 7}2, {3, 5}3, {4, 6}1) is the same as
({3, 5}3, {4, 6}1, {1, 2, 7}2). A decorated ordered set partition is called hyper-
simplicial if it satisfies 1 ≤ li ≤ |Li| − 1 for all i.

Given a decorated ordered set partition, we define the winding vector and
the winding number. To define the winding vector, let wi be the distance of
the path starting from the block containing i to the block containing (i + 1)
moving clockwise (where i and (i + 1) are considered modulo n). If i and
(i + 1) are in the same block, then wi = 0. In Fig. 10, the winding vector is
w = (0, 2, 3, 3, 3, 1, 0). The total length of the path is (w1 + · · · + wn), which
should be a multiple of k as we started from 1 and came back to 1 moving
clockwise. If (w1 + · · · + wn) = kd, then we define the winding number to be
d. In Fig. 10, the winding number is 2.

We define a cyclic group Z/nZ action on the set of decorated ordered
set partitions of type (k, n) by cyclically shifting elements in their parts. It
is straightforward to check that the Z/nZ action cyclically shifts the winding
vectors so the action preserves the winding number.

For some σ ∈ Z/nZ, a decorated ordered set partition is called σ-fixed
if it is invariant under the action of σ. Note that a decorated ordered set
partition is σ-fixed if and only if it has σ-fixed winding vector. For example,
consider σ ∈ Z/4Z defined by σ(i) = i + 1. Then, σ sends ({1, 3}1, {2, 4}1) to
({2, 4}1, {1, 3}1) which is identified with ({1, 3}1, {2, 4}1). Therefore,
({1, 3}1, {2, 4}1) is σ-fixed. However, ({1, 3}2, {2, 4}1) is not σ-fixed as it goes
to ({1, 3}1, {2, 4}2). Note that ({1, 3}2, {2, 4}1) is σ2-fixed.

Example 3.35. Consider ({1, 2, 7}2, {3, 5}3, {4, 6}1), a decorated ordered set
partition of type (6,7), and σ ∈ Z/7Z defined by σ(i) = i + 1. Then, σ sends
({1, 2, 7}2, {3, 5}3, {4, 6}1) to ({1, 2, 3}2, {4, 6}3, {5, 7}1). Both are not hyper-
simplicial as 3 > |{3, 5}| − 1.

The winding vector of ({1, 2, 7}2, {3, 5}3, {4, 6}1) is (0, 2, 3, 3, 3, 1, 0) and
the winding vector of ({1, 2, 3}2, {4, 6}3, {5, 7}1) is (0, 0, 2, 3, 3, 3, 1) which is
obtained by applying σ to (0, 2, 3, 3, 3, 1, 0).

Now we state our main theorem in this section.
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Figure 10. The figure on the left is the picture associated to
the decorated ordered set partition ({1, 2, 7}2, {3, 5}3, {4, 6}1)
and the figure on the right is the picture after acting by σ

Theorem 3.36. The character H∗
d(Δk,n; z) is the permutation character on the

set of decorated ordered set partitions of type (k, n) with winding number d.

The proof of Theorem 3.36 will be given as follows. For a fixed element
σ in Z/nZ, we will first give an explicit formula for H∗(Δk,n; z)(σ) (see (22)).
Then, we enumerate σ-fixed hypersimplicial decorated ordered set partitions
with a certain winding number.

From now on, we fix σ ∈ Z/nZ. We denote the order of σ with b and
letting a = n

b , any σ-fixed vector in R
n is of the form

(x1, . . . , xa, x1, . . . , xa, . . . , x1, . . . , xa).

Note that

dΔk,n = {(x1, . . . , xn) ∈ R
n | 0 ≤ xi ≤ d, x1 + · · · + xn = dk} ,

so the number of σ-fixed lattice points of dΔk,n equals the number of integer
solutions of

0 ≤ xi ≤ d, b

(
a∑

i=1

xi

)
= dk. (18)

We denote

h = gcd(b, k)

b = hb1, k = hk1. (19)

Then, (18) has an integer solution if and only if d is a multiple of b1. Suppose
so, and let d = d′b1, then (18) becomes

0 ≤ xi ≤ d′b1,

a∑

i=1

xi = d′k1.
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By [22, Theorem 2.8], the equivariant Ehrhart series of Δk,n evaluated at σ is

∑
i≥0

(−1)i
(
a
i

)
(
∑
j≥0

(
i
j

)
(zb1 − 1)j

( ∑
�≥0

(
a−j

�(k1−b1i)

)
k1−b1i

(zb1)�
))

(1 − zb1)a
(20)

where the notation
(
n
k

)
p

means the coefficient of xk in (1+x+ · · ·+xp−1)n. In
[6, Sect. 2.1], the second author showed that (20) can be simplified as follows:

EE(Δk,n; z)(σ) =

∑
i≥0

(−1)i
(
a
i

)
(
∑
�≥0

(
a

�(k1−b1i)−i)

)
k1−b1i

(zb1)�

)

(1 − zb1)a
.

Since det(I − z · ρ(σ)) = (1 − zb)a, we conclude

H∗(Δk,n; z)(σ) = det(I − z · ρ(σ)) EE(Δk,n; z)(σ)

=

(
1 − zhb1

1 − zb1

)a∑

i≥0

(−1)i
(a

i

)
⎛

⎝
∑

�≥0

( a

�(k1 − b1i) − i)

)

k1−b1i

(zb1)�

⎞

⎠

=

⎛

⎝
∑

�≥0

(a
�

)

h
(zb1)�

⎞

⎠
∑

i≥0

(−1)i
(a

i

)
⎛

⎝
∑

�≥0

( a

�(k1 − b1i) − i)

)

k1−b1i

(zb1)�

⎞

⎠

(21)

Remark 3.37. The sums in (20) and (21) are finite sums since
(
n
k

)
p

is zero if k

is greater than n(p − 1).

To simplify (21), we need the following lemma.

Lemma 3.38. For positive integers a, h, i and p, we have
⎛

⎝
∑

�≥0

(
a

�

)

h

z�

⎞

⎠

⎛

⎝
∑

�≥0

(
a

�p − i

)

p

z�

⎞

⎠ =
∑

�≥0

(
a

�p − i

)

hp

z�.

Proof. The number
(

a
�p−i

)
hp

counts the number of integer solutions to equa-
tions

0 ≤ xj ≤ hp − 1, x1 + · · · + xa = �p − i.

Given a solution x1, . . . , xa, we write each xj as

xj = pyj + zj , 0 ≤ zj ≤ p − 1.

Note that 0 ≤ yj ≤ h − 1. If y1 + · · · + ya = �′, then we have

z1 + · · · + za = (� − �′)p − i.

For a fixed �′, the number of such integer solutions for (y1, . . . , ya, z1, . . . , za)
equals

(
a
�′
)
h

(
a

(�−�′)p−i

)
p
. This gives

∑

�′≥0

(
a

�′

)

h

(
a

(� − �′)p − i

)

p

=
(

a

�p − i

)

hp
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which completes the proof. �
Applying Lemma 3.38 to (21), we conclude

H∗(Δk,n; z)(σ) =
∑

i≥0

(−1)i

(
a

i

)⎛

⎝
∑

�≥0

(
a

�(k1 − b1i) − i)

)

k−bi

(zb1)�

⎞

⎠ . (22)

Now we will count σ-fixed hypersimplicial decorated ordered set parti-
tions of type (k, n) with winding number d. The argument follows the structure
of the argument in [6, Section 3], but now we must consider σ-fixed decorated
ordered set partitions. Here, we briefly summarize the argument. As before,
we fix an element σ ∈ Z/nZ and denote the order of σ with b and set a = n

b .

Definition 3.39. For L = ((L1)l1 , (L2)l2 , ..., (Lm)lm) a decorated ordered set
partition, a block Li is bad if li ≥ |Li|. Let I(L) = {Li | Li is bad}.

Since all blocks of hypersimplicial decorated ordered set partitions must
satisfy 1 ≤ li ≤ |Li| − 1, a decorated ordered set partition is hypersimplicial if
and only if I(L) is empty.

Definition 3.40. For a subset T ⊆ [n] that is σ-fixed, define UP(T ) to be a set of
all (unordered) partitions of T that are σ-fixed. For each S ∈ UP(T ), we define
S(σ) to be the number of orbits of blocks in S under the action of σ. For exam-
ple, consider n = 6 and σ ∈ Z/6Z defined by σ(i) = i+3. Then, T = {1, 2, 4, 5}
is σ-fixed and UP(T ) has 7 elements which are {{1, 2, 4, 5}}, {{1, 2}, {4, 5}},
{{1, 4}, {2, 5}}, {{1, 5}, {2, 4}}, {{1, 4}, {2}, {5}}, {{1}, {4}, {2, 5}}, and
{{1}, {2}, {4}, {5}}. Note that

{{1}, {2}, {4}, {5}}(σ) = 2,

{{1, 2}, {4, 5}}(σ) = 1.

Definition 3.41. For σ-fixed T ⊆ [n] and S ∈ UP(T ), define Kd
k,n(S) to be the

set of all σ-fixed decorated ordered set partitions of type (k, n) with winding
number d such that S ⊆ I(L).

Definition 3.42. For σ-fixed T ⊆ [n], let Hd
k,n(T ) =

∑
S∈UP(T )

(−1)S(σ)|Kd
k,n(S)|.

Proposition 3.43. The number of σ-fixed hypersimplicial decorated ordered set
partitions of type (k, n) with winding number d is

∑

T⊆{1,2,...,n}
T :σ−fixed

Hd
k,n(T ). (23)

Proof. We have

∑

T⊆{1,2,...,n}
T :σ−fixed

Hd
k,n(T ) =

∑

T⊆{1,2,...,n}
T :σ−fixed

⎛

⎝
∑

S∈UP(T )

(−1)S(σ)
∣∣Kd

k,n(S)
∣∣

⎞

⎠ .

A decorated ordered set partition L belongs to Kd
k,n(S) if and only if S is a

subset of I(L). If I(L) is empty, then L will be counted once when S = ∅.
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Now, assume I(L) is non empty. Note that I(L) is σ-fixed; we denote the
number of σ-orbits in I(L) with i. The number of σ-fixed S ⊆ I(L) such that
|S| = j equals

(
i
j

)
, therefore, L will be counted

(
i
j

)
times with the sign (−1)j

as S ranges over all σ-fixed subsets of I(L) with S(σ) = j. We conclude that
the contribution of L to (23) is

∑m
j=0(−1)j

(
i
j

)
= 0. Therefore, (23) equals

the number of σ-fixed hypersimplicial decorated ordered set partitions of type
(k, n) with winding number d. �

Proposition 3.44. Given a σ-fixed subset T ⊆ [n] such that |T | = bi, the value
(−1)iHd

k,n(T ) equals the number of σ-fixed (integer) vectors (v1, v2, . . . , vn)
satisfying

0 ≤ vj ≤ k − bi − 1 if j /∈ T, (24)

1 ≤ vj ≤ k − bi if j ∈ T, (25)

v1 + · · · + vn = (k − bi)d. (26)

Proof. This can be proved by the same method in the proof of [6, Proposi-
tion 2.22]. �

Corollary 3.45. Given a σ-fixed T ⊆ {1, 2, . . . , n} such that |T | = bi, we have

Hd
k,n(T ) =

{
(−1)i

(
a

d
b1

(k1−b1i)−i

)
k−bi

if d is a multiple of b1

0 otherwise.

Recall that b1 = b
gcd(b,k) as in (19).

Proof. For a σ-fixed vector v = (v1, . . . , vn) satisfying (24), (25) and (26), let
the vector v′ = (v′

1, . . . , v
′
n) be such that v′

j = vj if j /∈ T , and v′
j = vj − 1 if

j ∈ T . Then, v′ is also σ-fixed so we write

v′ = (v′
1, . . . , v

′
a, v′

1, . . . , v
′
a, . . . , v′

1, . . . , v
′
a).

Property (24) and (25) becomes 0 ≤ v′
j ≤ (k−bi−1) for all j and the property

(26) becomes

b

⎛

⎝
a∑

j=1

v′
j

⎞

⎠ = (k − bi)d − bi →
a∑

j=1

v′
j =

k1d

b1
− i(d + 1).

Thus, the solution exists only if d is a multiple of b1 and in that case the
number of such v′ is

(
a

d
b1

(k1−b1i)−i

)
k−bi

. �

Proof of Theorem 3.36. By Proposition 3.43 and Corollary 3.45, the number
of σ-fixed hypersimplicial decorated ordered set partitions (of type (k, n) with
winding number d) is

∑

T⊆{1,2,...,n}
T :σ−fixed

Hd
k,n(T ) =

∑

i≥0

⎛

⎜⎜⎝
∑

|T |=bi
T :σ−fixed

Hd
k,n(T )

⎞

⎟⎟⎠
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=

⎧
⎨

⎩

∑
i≥0(−1)i

(
a
i

)(
a

d
b1

(k1−b1i)−i

)
k−bi

if d is a multiple of b1,

0 otherwise.

Comparing with (22) completes the proof. �
Example 3.46. Consider hypersimplicial decorated ordered set partitions of
type (2, 4):

winding number 0 : {{1, 2, 3, 4}2}
winding number 1 : {{1, 2}1, {3, 4}1}, {{1, 4}1, {2, 3}1}
winding number 2 : {{1, 3}1, {2, 4}1}.

For σ ∈ Z/4Z defined by σ(i) = i + 2, the fixed subpolytope Δσ
2,4 is the line

segment with vertices (1, 0, 1, 0) and (0, 1, 0, 1). The number of lattice points
in tΔσ

2,4 equals (t + 1), thus we conclude

Ehr(Δσ
2,4; z) =

∑

t≥0

(t + 1)zt =
1

(1 − z)2
=

1 + 2z + z2

(1 − z2)2

→ H∗(Δ2,4; z)(σ) = 1 + 2z + z2.

Every hypersimplicial decorated ordered set partition of type (2, 4) is σ-fixed,
which gives H∗(Δ2,4; z)(σ) equals (1 + 2z + z2) by Theorem 3.36.

3.3.2. Cyclic Group Action on Prime Permutahedra.

Lemma 3.47. The H∗-series of the permutahedron Πn under the action of
Z/nZ permuting the standard basis vectors is polynomial.

Proof. By Lemma 5.2 of [4], for σ ∈ Sn with cycle type λ = (�1, . . . , �m),
H∗(Πn; z) is polynomial if and only if the number of even parts in λ is 0, m,
or m − 1. For any element σ of Z/nZ, all cycles of σ have the same length, so
H∗(Πn; z) is polynomial, and thus H∗ itself is a polynomial. �

We now focus on the case when p is prime and Z/pZ acts on Πp.

Theorem 3.48. The h∗-polynomial of the permutahedron Πp for prime p has
coefficients equivalent to 1 mod p.

Proof. If p = 2, then h∗(z) = 1. Let p > 2. Let I be the set of all nonempty
linearly independent subsets of {ej−ek : 1 ≤ j < k ≤ p}, and let T be a linearly
independent subset in I. The elements of I correspond to forests on p labeled
vertices (excluding the graph with no edges) [7, Lemma 9.6]. Associate to each
T the half-open parallelepiped T =

∑
ej−ek∈T (0, ej −ek]. As discussed in [7,

Chapter 9], the (p − 1)-dimensional permutahedron Πp is equal to the disjoint
union of translates of the parallelotopes:

Πp = {0} ∪
⋃

T∈I

⎛

⎝
∑

ej−ek∈T

(0, ej − ek]

⎞

⎠ .

Let σ = (1 2 . . . p) be a generator of Z/pZ. The group Z/pZ acts on the
independent sets I by cyclically permuting the forest vertex labels. Each orbit
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has size p, as follows. For 1 ≤ k < p, suppose σkT = T ∈ I. Then, for each
edge (i, j) in the forest corresponding to T , the edge (|i + k|p, |j + k|p) is
also in the forest. As k is coprime to p, the forest thus contains p edges, and
therefore, a cycle, which is a contradiction. Thus, σk does not fix any T ∈ I,
and |Z/pZ T | = p. Let S ⊂ I be a transversal containing one representative
from each orbit in I. Each half-open parallelepiped in an orbit has the same
Ehrhart series, and is translated by an integral vector. Thus,

EhrΠp
(z) =

1
1 − z

+ p
∑

T∈S
Ehr( T ; z)

=
(1 − z)p−1

(1 − z)p
+
∑

T∈S

p · h∗( T ; z)(1 − z)p−|T |−1

(1 − z)p
.

The coefficients of (1 − z)p−1 are equivalent to one mod p, because the
coefficient of zi is

(
p−1

i

)
(−1)i, and

(
p − 1

i

)
=

(p − 1) · · · (p − i)
i!

≡ (−1) · · · (−i)
i!

mod p

≡ (−1)ii!
i!

mod p ≡ (−1)i mod p.

Hence, the claim follows. �

Example 3.49. For the permutahedron Π3 we have S = {{e1−e2}, {e1−e2, e2−
e3}}. Thus,

EhrΠ3(z) =
1 − 2z + z2

(1 − z)3
+

3t(1 − z)
(1 − z)3

+
3(z + z2)
(1 − z)3

=
1 + 4z + z2

(1 − z)3
.

Theorem 3.50. Let P ⊂ R
n be an (n−1)-dimensional lattice polytope invariant

under the action of the cyclic group Z/nZ permuting the coordinates of R
n.

Furthermore, suppose that for each non-identity element g ∈ Z/nZ, P g is a
single lattice point. Then,

H∗(P ; z) =
n−1∑

i=0

⎛

⎝χ0 +
h∗

i − 1
n

n−1∑

j=0

χj

⎞

⎠ zi,

where hi is the coefficient of zi in the h∗-polynomial of P , and {χ0, . . . , χn−1}
are the irreducible representations of Z/nZ.

Proof. It is enough to show that our formula for H∗(P ; z) specializes to the
fixed Ehrhart series for each conjugacy class. Let ζ be an n-th root of unity.
Then,

n−1∑

i=0

ζi =
1 − ζn

1 − ζ
=

{
n if ζ =1 (L’Hospital’s)
0 else.

For the identity element, we have

H∗(P ; z)(id) =
n−1∑

i=0

(
1 +

h∗
i − 1
n

n

)
zi =

n−1∑

i=0

h∗
i z

i.
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For g �= id, our formula gives H∗(P ; z)(g) =
∑n−1

i=0 (1 + 0)zi. Combining this
with det(id − ρ(g)z) = (1 − zn) gives

H∗(P ; z)(g)
det(id − ρ(g)z)

=
1 + z + · · · + zn

1 − zn
=

1
1 − z

.

�

Let Πn be the permutahedron of dimension n − 1 in R
n for n prime. Let

Z/nZ act on Πn by cyclically permuting coordinates of R
n.

Corollary 3.51. For an odd, prime number n, the H∗-series of Πn under the
action of Z/nZ is

H∗(Πn; z) =
n−1∑

i=0

⎛

⎝χ0 +
h∗

i − 1
n

n−1∑

j=0

χj

⎞

⎠ zi,

where h∗
i is the coefficient of zi in the h∗-polynomial of Πn.

We conclude our discussion of prime permutahedra by applying Staple-
don’s Corollary 2.10 to show the existence of a Z/pZ-invariant nondegenerate
hypersurface. In Sect. 3.4 we continue in a similar vein, establishing a criterion
that guarantees the non-existence of such a hypersurface under the action of
the symmetric group.

Theorem 3.52. Let p be prime. Then, for the action of Z/pZ on Πp, there
exists a Z/pZ-invariant nondegenerate hypersurface with Newton polytope Πp.
Consequently H∗(Πp; z) is effective and polynomial.

Proof. If p = 2, then Πp is a line segment and the condition of Corollary 2.10
is trivially satisfied. Suppose p is an odd prime. Then, every proper face of
Πp with dimension > 1 corresponds to some ordered set partition of p with at
least 2 parts, which do not all have the same size and hence cannot possibly be
fixed under the action of any σ ∈ Z/pZ other than the identity. Therefore, the
stabilizer of all proper faces is trivial, and hence, all vertices are fixed under
this stabilizer. Now consider the face Πp. Since n is odd, Πp contains the
lattice point (p+1

2 , . . . , p+1
2 ), which is fixed under the action of Z/pZ. Hence,

by Corollary 2.10, the H∗-series is effective. �

Remark 3.53. Theorem 3.48 combined with Corollary 3.51 gives an alternative
proof of effectiveness. Since p is prime, h∗

i −1
p is a nonnegative integer, so we

can explicitly see H∗(Πp; z) is effective.

3.4. Describing Nondegenerate Hypersurfaces

Up until now, we have mainly focused our attention on criteria (ii) and (iii)
from Conjecture 1.1. We now turn to (i), detailing what can be said about
the existence of a Sn-invariant nondegenerate hypersurface in the case of orbit
polytopes. In Sect. 3.4.3, we exhibit a lattice polytope with a group action that
satisfies (ii) and (iii) but not (i), disproving Conjecture 1.1.
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3.4.1. Orbit Polytopes. Weight polytopes arise in representation theory of
semisimple Lie algebras, and the combinatorics of these polytopes have been
studied a great deal in recent years [23–27]. Here we specifically focus on weight
polytopes of the Type A root system; we refer to these as orbit polytopes (also
sometimes known as permutohedra).

Definition 3.54. An orbit polytope is a polytope of the form conv{σ · w : σ ∈
Sn} where w ∈ Z

n is any integer point, and Sn acts by permuting its coordi-
nates.

Using the machinery of Hopf monoids, it is shown in [17, Proposition 5.4]
that the faces of generalized permutahedra are products of generalized permu-
tahedra. It is easily shown as a corollary (see [27, Example 3.5]) that the faces
of orbit polytopes are products of orbit polytopes. Here, we are particularly
interested in orbit polytopes which have some rectangular 2-dimensional faces.
Rectangles themselves are not orbit polytopes, so the only way for a rectangle
to arise as a product of orbit polytopes is as the product of exactly two line
segments and any number of points.

Example 3.55. Let w = (0, 1, 2, 3) ∈ R
4. Then, the orbit polytope P of w is

the 3-dimensional standard permutahedron. Consider y = (0, 0, 1, 1) ∈ (R4)∗.
Then, the y-maximal face of P is the convex hull of the points in the S4-orbit
of w that maximize y. These are exactly the points where the 0 and 1 are in
the first two positions and the 2 and 3 are in the last two positions: (0, 1, 2, 3),
(1, 0, 2, 3), (0, 1, 3, 2), and (1, 0, 3, 2). The convex hull of these four points gives
a square face of P ; it can be viewed as the product of a line segment living
in a 2-dimensional subspace of R

4 with vertices (0, 1) and (1, 0), and another
line segment living in the 2-dimensional orthogonal complement with vertices
(2, 3) and (3, 2).

Theorem 3.56. Let P be an orbit polytope which has a rectangular 2-
dimensional face F with odd side lengths, and let G be the symmetric group
acting by the standard representation. Then, the toric variety of P does not
admit a G-invariant nondegenerate hypersurface.

Proof. Let F be a rectangular 2-face of P with odd side lengths. We have
established that F can be written as the product of two line segments and
any number of points. When we restrict a hypersurface in the toric variety of
P to the face F , the points will simply contribute a monomial factor to the
expression for the hypersurface, which will not affect whether it is smooth at
F . Hence, we are free to ignore the points and focus our attention on the two
line segments.

By analyzing the linear functionals that are maximized at the face F ,
one can show that the two line segments must have the form conv{(w1, w2),
(w2, w1)} and conv{(w3, w4), (w4, w3)} where w1 < w2 ≤ w3 < w4 (see Ex-
ample 3.55). Since the segments must have odd length, we further know that
w2 − w1 and w4 − w3 are odd. If we look at the orbits of the lattice points in
F under the action of Sn, we will find that each orbit contains exactly four
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Figure 11. A rectangular face arising as the product of two
line segments. We are interested in the case where w1 < w2 ≤
w3 < w4 and w2−w1 and w4−w3 are odd. Then, the Sn-orbits
of integer points in the rectangle are in correspondence with
the integer points in the upper left quadrant of the figure, and
each orbit consists of precisely one point in each quadrant

points, with exactly one in each quadrant of F (see Fig. 11). Therefore, the pa-
rameters appearing in the equation for our hypersurface restricted to F can be
identified with points in one quadrant of F . We will denote them by ci,j where
0 ≤ i ≤ �w2−w1

2 � and 0 ≤ j ≤ �w4−w3
2 �. Using this, a generic Sn-invariant

hypersurface restricted to the face F of P has the following equation:

� w4−w3
2 �∑

j=0

⎛

⎝
(
xw3+j

3 xw4−j
4 + xw4−j

3 xw3+j
4

)

⎛

⎝
� w2−w1

2 �∑

i=0

ci,j

(
xw1+i

1 xw2−i
2 + xw2−i

1 xw1+i
2

)
⎞

⎠

⎞

⎠ = 0

Since w2 − w1 is odd, then for each i one of w1 + i and w2 − i will
be odd and the other even. Likewise, for each j one of w3 + j and w4 − j
will be odd and the other even. Hence, each term xw1+i

1 xw2−i
2 + xw2−i

1 xw1+i
2

vanishes when x2 = −x1, regardless of the choices for ci,j , and each term
xw3+j

3 xw4−j
4 + xw4−j

3 xw3+j
4 vanishes when x4 = −x3. Since the equation has a

zero of multiplicity 2 whenever x2 = −x1 and x4 = −x3, the gradient vanishes
at this locus, so no Sn-invariant hypersurface in the toric variety of P is smooth
at F . �

We will now characterize exactly which orbit polytopes have rectangular
2-dimensional faces with odd side lengths. To do this, we will associate any
given Sn-orbit polytope with a composition of n using the following setup.

Setup 3.57. Given w′ ∈ Zn, let w be the representative from the Sn-orbit of w′

with coordinates in increasing order; w = (w1, . . . , w1, w2, . . . , w2, . . . , wk, . . . ,
wk) where w1 < w2 < · · · < wk. From this, construct a composition α =
(α1, . . . , αk) of n where αi is the number of wi’s that appear in the coordinates



Techniques in Equivariant Ehrhart Theory

of w. For example, if we have w = (0, 1, 1, 3, 3, 3, 4, 5), then the corresponding
composition of 8 would be (1, 2, 3, 1, 1).

Given two compositions α = (α1, . . . , αk) and β = (β1, . . . , β�), we define
their concatenation to be α ++β := (α1, . . . , αk, β1, . . . , β�) and their near-
concatenation to be α � β := (α1, . . . , αk + β1, . . . , β�).

Lemma 3.58. An orbit polytope has a rectangular 2-dimensional face if and
only if its corresponding composition α satisfies one of the following criteria:

(i) α has four or more parts, or
(i) α has three parts and the middle part is ≥ 2.

Proof. Proposition 4.19 of [27] implies that for an orbit polytope with compo-
sition α, any face can be described as a product of orbit polytopes with com-
positions β(1), . . . , β(r) from which α can be obtained by some combination
of concatenations and near-concatenations. Moreover, every such collection of
compositions β(1), . . . , β(r) gives a face of the orbit polytope. In order for this
face to be a rectangle, we need two of the compositions β to be (1, 1) (the com-
position of a line segment) and the remaining β’s to be (1) (the composition
of a point). When such a collection of compositions is combined together with
any sequence of concatenations and near-concatenations, the resulting α is as
described. �

Corollary 3.59. An orbit polytope with composition α arising from the point w
(as in Setup 3.57), that satisfies the condition of Lemma 3.58, has a rectangu-
lar 2-face with odd side lengths if and only if one of the following criteria is
satisfied:

(i) There exist i and j with 1 ≤ i < i + 1 < j < j + 1 ≤ k such that the
differences wi+1 − wi and wj+1 − wj are both odd.

(ii) There exists an i with 1 ≤ i ≤ k−2 such that αi+1 ≥ 2 and the differences
wi+1 − wi and wi+2 − wi+1 are both odd.

3.4.2. Hypersimplices. We let the symmetric group Sn acts on the hyper-
simplex Δk,n by permuting coordinates. The following theorem implies that
H∗-series of the hypersimplex Δk,n is effective.

Theorem 3.60. The toric variety of the hypersimplex Δk,n admits an Sn-
invariant nondegenerate hypersurface.

Proof. Let ek(x1, x2, . . . , xn) be the k-th elementary symmetric polynomial in
variables x1, . . . , xn:

ek(x1, x2, . . . , xn) =
∑

I⊆{1,2,...,n}
|I|=k

∏

i∈I

xi.

Consider the hypersurface H ⊂ (C∗)n defined by ek(x1, x2, . . . , xn) = 0. It is
straightforward to check that H is Sn-invariant.

We claim that H is smooth using the induction on k. The base case k = 1
is trivial as ∂e1(x1,x2,...xn)

∂xi
= 1 �= 0. Assume the claim is true for k − 1 and
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consider the case k. Suppose there exists a non-smooth point (a1, a2, . . . , an) ∈
H, then we have

ek(a1, a2, . . . , an) = 0
∂ek

∂xi
(a1, a2, . . . , an) = ek−1(a1, a2, . . . , âi, . . . , an) = 0 for 1 ≤ i ≤ n.

Since
∑n

i=1 ek−1(a1, a2, . . . , âi, . . . , an) = (n − k + 1)ek−1(a1, a2, . . . , an), we
obtain

ek−1(a1, a2, . . . , an) = 0. (27)

The following identity on elementary symmetric polynomials

ek−1(a1, a2, . . . , an) = ek−1(a1, a2, . . . , âi, . . . , an) + aiek−2(a1, a2, . . . , âi, . . . , an)

combined with (27) gives

ek−2(a1, a2, . . . , âi, . . . , an) = 0 for 1 ≤ i ≤ n. (28)

By the induction hypothesis, there is no (a1, a2, . . . , an) ∈ (C∗)n satisfying
(27) and (28).

It remains to show ek(x1, x2, . . . , xn)|F defines a smooth hypersurface
inside a torus for every face F . Let F be the face that maximizes the linear
functional L(x1, x2, . . . , xn) =

∑n
i=1 cixi. We partition the set {1, 2, . . . , n}

with S1, S2, . . . , S� so that:
• For i, j ∈ Sp, ci = cj .
• For p < q and i ∈ Sp, j ∈ Sq, ci > cj .

Let h be the integer such that
∑h

i=1|Si| ≤ k and
∑h+1

i=1 |Si| > k. Then, vertices
of Δk,n that maximizes L are given by (x1, x2, . . . , xn) such that

• For i ∈ Sp with p ≤ h, xi = 1.
• For i ∈ Sp with p > h + 1, xi = 0.
• The number of i’s such that xi = 1 for i ∈ Sh+1 equals (k −

∑h
i=1|Si|).

For other i’s, xi = 0.
We conclude that ek(x1, x2, . . . , xn)|F equals monomial times elementary sym-
metric functions with variables {xi}i∈Sh+1 . Using the same argument, this de-
fines a smooth hypersurface inside a torus. �

3.4.3. Counterexample to Conjecture 1.1. Although Stapledon initially con-
jectured that the existence of an invariant nondegenerate hypersurface is equiv-
alent to H∗-polynomiality and effectiveness, he later exhibited a counterexam-
ple with Francisco Santos. This result was never published, but we include it
here with their permission.

Theorem 1.2. (Santos–Stapledon, Counterexample to Conjecture 1.1) Let the
polytope P = [0, 1]3 ⊂ R

3 be the 3-cube and let G = (Z/2Z)2 = {id, σ, τ, στ =
τσ} act on P by 180 degree rotations as described in Fig. 12. Then, H∗(P ; z)
is polynomial and effective, but the toric variety of P does not admit a G-
invariant nondegenerate hypersurface.
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Figure 12. Action of (Z/2Z)2 on the 3-cube. Each of σ, τ ,
and στ acts by a rotation of 180 degrees around a correspond-
ing axis. The vertices are divided into two orbits under this
action, which are indicated by their shapes

Proof. By computing the Ehrhart series of the rational fixed polytope of the
cube under each of these rotations, and then comparing these to a character
table for G, one can find the H∗-series of P under this action to be χtriv+χregz+
χtrivz

2 where these characters indicate the trivial and regular representations
of G. Therefore, the H∗-series is a polynomial and is effective.

However, the toric variety of P does not admit a G-invariant nondegen-
erate hypersurface. Figure 12 shows the two orbits of the vertices of P under
the action of G. Therefore, a G-invariant hypersurface in the toric variety of
P has the equation

0 = (1 + z + xy + xyz) + c(x + y + xz + yz) = (1 + z)(1 + xy + c(x + y))

for some complex parameter c. Regardless of the value of c, such a hypersurface
is singular when z = −1 and 1 + xy + c(x + y) = 0. �

4. Further Questions

Question 4.1. Sect. 3.1 uses zonotopal decompositions to compute the equi-
variant Ehrhart series of zonotopes of the Type A root system. How can this
technique be adapted to general root systems? See [13] for some progress in
this direction.

Question 4.2. Can we characterize graphs Γ for which every σ ∈ Aut(Γ) sat-
isfies one of the conditions of Theorem 3.18?

Question 4.3. Theorem 1.4 of [28] gives a formula for the h∗-polynomial of a
zonotope in terms of the basis activity of its corresponding matroid. Is there an
equivariant analogue of this formula that describes the H∗-series of a zonotope
in terms relating to the G-action on its matroid?

Question 4.4. For which n is there a G-invariant triangulation as in Theorem
3.30 or Theorem 3.32 of the permutahedron Πn ∈ R

n under the cyclic group
action permuting the standard basis vectors? Can Theorem 3.32 be extended
to compute equivariant Ehrhart theory using symmetric zonotopal tilings?
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Table 3. Conditions of Conjecture 1.1 when S4 acts on di-
lates of Π4

H∗

polynomial?
H∗

effective?
S4-inv.
non-deg.
hypersurface?

Π4 Noa Noa Nob

2Π4 Yesc Yesd ?
3Π4 Nod Nod Nob

4Π4 Yesc Yesd ?
5Π4 Nod Nod Nob

Even
dilates

Yesc ? ?

Odd di-
lates

? ? Nob

aShown in [4].
bTheorem 3.56

cAll fixed polytopes are integral.
dVerified in Sagemath

Question 4.5. Can we find large families of polytopes exhibiting the G-
invariant half-open triangulations described in Theorems 3.30 and 3.32?

Question 4.6. Theorem 3.36 gives a combinatorial description of the H∗
i char-

acters for the action of Z/nZ on the hypersimplex Δk,n. However, we also know
from Theorem 3.60 that the H∗-series for the Sn action on Δk,n is effective.
Can we find a combinatorial interpretation of these characters H∗

i of Sn?

Question 4.7. Theorem 3.56 shows that any orbit polytope containing a rect-
angular 2-face with odd side lengths does not admit an Sn-invariant nondegen-
erate hypersurface. Is the converse true as well? In other words, are rectangular
2-faces with odd length sides the only obstruction to the existence of an Sn-
invariant nondegenerate hypersurface in the toric variety of an orbit polytope?

Question 4.8. Suppose that the G-invariant polytope P admits an invariant
nondegenerate hypersurface, or has polynomial/effective H∗-series. Must the
same then be true for the action of G on positive integer dilations of P? Table 3
summarizes what we know about the action of S4 on the dilates of Π4.

Question 4.9. Although condition (i) of Conjecture 1.1 was proven to not be
implied by conditions (ii) and (iii) (Theorem 1.2), it may still be the case
that (ii) and (iii) are equivalent. Does polynomiality of the H∗-series imply
effectiveness in general? Furthermore, what additional hypotheses need to be
added to Conjecture 1.1 in order to make it true?

Question 4.10. A topic of great interest in classical Ehrhart theory is deter-
mining which polytopes have h∗-vectors that are unimodal ; i.e., each coefficient
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is weakly larger the previous, until a peak is reached, after which point each
coefficient is weakly smaller than the previous. In the equivariant setting, we
can interpret unimodality by looking at the differences H∗

i −H∗
i-1 and asking

that these differences form a sequence consisting of effective characters up to
a certain point, after which all the differences are negatives of effective charac-
ters. Which polytopes exhibit this equivariant unimodality property, and what
parallels can be drawn with the classical concept of h∗-unimodality?

Question 4.11. The Ehrhart f∗-vector is a change-of-basis transformation of
the h∗-vector, and f∗-positivity for polyhedral complexes is a weaker property
than h∗-positivity. What is the equivariant analogue of the f∗-vector, and what
can we say about its effectiveness? This question was suggested by Katharina
Jochemko.
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Appendix A Calculating the H∗-Series in Sagemath

Elia implemented Sagemath functionality for calculating the equivariant H∗-
series. For more detailed documentation, see [5]. It is open-source and staged
for release with Sagemath version 9.6. We show how to compute the H∗-
series of the permutahedron Π4 under the action of the symmetric group.
First, we create the permutahedron, and set its backend to be normaliz, a
necessary step for the usage of these methods. Furthermore we create Π4’s
restricted automorphism group, which is the group of linear transforma-
tions mapping the polytope to itself and such that d-dimensional faces are
mapped to d-dimensional faces. The output of the restricted automorphism
group must be set to permutation. This means that every group element is
expressed as a permutation of the vertices of the polytope. Later, we will create
S4 as a subgroup of the restricted automorphism group.
sage : Pi4 = po lytopes . permutahedron (4 , backend=’normaliz ’ )

sage : Pi4

A 3−dimens iona l polyhedron in ZZˆ4 de f ined as the convex hu l l o f 24 v e r t i c e s

sage : G = Pi4 . r e s t r i c ted automorph i sm group ( output=’permutation ’ )

sage : G

Permutation Group with gene ra to r s

[ ( 1 , 6 ) ( 3 , 1 2 ) ( 4 , 8 ) ( 5 , 1 4 ) ( 9 , 1 8 ) ( 1 1 , 2 0 ) ( 1 5 , 1 9 ) ( 1 7 , 2 2 ) ,

( 0 , 1 ) ( 2 , 3 ) ( 4 , 5 ) ( 6 , 7 ) ( 8 , 9 ) ( 1 0 , 1 1 ) ( 1 2 , 1 3 ) ( 1 4 , 1 5 ) ( 1 6 , 1 7 ) ( 1 8 , 1 9 ) ( 2 0 , 2 1 ) ( 2 2 , 2 3 ) ,

( 0 , 2 ) ( 1 , 4 ) ( 3 , 5 ) ( 6 , 8 ) ( 7 , 1 0 ) ( 9 , 1 1 ) ( 1 2 , 1 4 ) ( 1 3 , 1 6 ) ( 1 5 , 1 7 ) ( 1 8 , 2 0 ) ( 1 9 , 2 2 ) ( 2 1 , 2 3 ) ,

( 0 , 2 3 ) ( 1 , 1 7 ) ( 2 , 2 1 ) ( 3 , 1 1 ) ( 4 , 1 5 ) ( 5 , 9 ) ( 6 , 2 2 ) ( 7 , 1 6 ) ( 8 , 1 9 ) ( 1 0 , 1 3 ) ( 1 2 , 2 0 ) ( 1 4 , 1 8 ) ]

sage : G. order ( )

48

The order of G is 48; we must create S4 as a subgroup. Using our
method permutations to matrices, which returns the matrix representation
of elements of the restricted automorphism group, we see that the generator
(1, 6)(3, 12)(4, 8)(5, 14)(9, 18)(11, 20)(15, 19)(17, 22) does not correspond to the
action of the symmetric group on Π4:
sage : c on j r ep s = G. c on j u g a c y c l a s s e s r e p r e s e n t a t i v e s ( )

sage : Pi4 . pe rmutat i ons to mat r i c e s ( c o n j c l a s s r e p s=con j r eps , ac t ing group=G)

{ ( 1 , 6 ) ( 3 , 1 2 ) ( 4 , 8 ) ( 5 , 1 4 ) ( 9 , 1 8 ) ( 1 1 , 2 0 ) ( 1 5 , 1 9 ) ( 1 7 , 2 2 ) :

[ 1/2 1/2 1/2 −1/2 0 ]

[ 1/2 1/2 −1/2 1/2 0 ]

[ 1/2 −1/2 1/2 1/2 0 ]

[−1/2 1/2 1/2 1/2 0 ]

[ 0 0 0 0 1 ] ,

. . .

We create S4 as a subgroup of G and compute the H∗-series using the
method Hstar function:
sage : S4 = G. subgroup ( gens=[G. gens ( ) [ i ] f o r i in range ( 1 , 4 ) ] )

sage : S4 . order ( )
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sage : Pi4 . Hs ta r func t i on ( ac t ing group=S4 , output=’complete ’ )

{ ’ Hstar ’ : ( ( ch i 0 + ch i 2 + ch i 4 )∗ t ˆ4

+ (6∗ ch i 0 + ch i 1 + 6∗ ch i 2 + 5∗ ch i 3 + 9∗ ch i 4 )∗ t ˆ3

+ (9∗ ch i 0 + ch i 1 + 8∗ ch i 2 + 7∗ ch i 3 + 14∗ ch i 4 )∗ t ˆ2

+ (4∗ ch i 0 + ch i 1 + 3∗ ch i 2 + 3∗ ch i 3 + 5∗ ch i 4 )∗ t + ch i 0 )/( t + 1) ,

’ Hstar as l in comb ’ : ( ( t ˆ4 + 6∗ t ˆ3 + 9∗ t ˆ2 + 4∗ t + 1)/( t + 1) ,

( t ˆ3 + t ˆ2 + t )/( t + 1) ,

t ˆ3 + 5∗ t ˆ2 + 3∗ t , (5∗ t ˆ3 + 7∗ t ˆ2 + 3∗ t )/ ( t + 1) ,

( t ˆ4 + 9∗ t ˆ3 + 14∗ t ˆ2 + 5∗ t )/ ( t + 1) ) ,

’ c on juga cy c l a s s r ep s ’ : [ ( ) ,

( 0 , 1 ) ( 2 , 3 ) ( 4 , 5 ) ( 6 , 7 ) ( 8 , 9 ) ( 1 0 , 1 1 ) ( 1 2 , 1 3 ) ( 1 4 , 1 5 ) ( 1 6 , 1 7 ) ( 1 8 , 1 9 ) ( 2 0 , 2 1 ) ( 2 2 , 2 3 ) ,

( 0 , 3 , 4 ) ( 1 , 5 , 2 ) ( 6 , 9 , 10 ) ( 7 , 11 , 8 ) ( 12 , 15 , 16 ) ( 13 , 17 , 14 ) ( 18 , 21 , 22 ) ( 19 , 23 , 20 ) ,

( 0 , 7 ) ( 1 , 6 ) ( 2 , 1 3 ) ( 3 , 1 2 ) ( 4 , 1 9 ) ( 5 , 1 8 ) ( 8 , 1 5 ) ( 9 , 1 4 ) ( 1 0 , 2 1 ) ( 1 1 , 2 0 ) ( 1 6 , 2 3 ) ( 1 7 , 2 2 ) ,

( 0 , 9 , 16 , 18 ) ( 1 , 11 , 22 , 12 ) ( 2 , 15 , 10 , 19 ) ( 3 , 17 , 20 , 6 ) ( 4 , 21 , 8 , 13 ) ( 5 , 23 , 14 , 7 ) ] ,

’ c ha ra c t e r t ab l e ’ : [ 1 1 1 1 1 ]

[ 1 −1 1 1 −1]

[ 2 0 −1 2 0 ]

[ 3 −1 0 −1 1 ]

[ 3 1 0 −1 −1] ,

’ i s e f f e c t i v e ’ : Fa l se }

To reiterate, we have found

H∗(Π4; z) =
(χ0 + χ2 + χ4)z4 + (6χ0 + χ1 + 6χ2 + 5χ3 + 9χ4)z3

1 + z

+
(9χ0 + χ1 + 8χ2 + 7χ3 + 14χ4)z2 + (4χ0 + χ1 + 3χ2 + 3χ3 + 5χ4)z + χ0

1 + z
,

where the characters are labeled according to the rows in the character table.
To see the documentation of the Hstar function, or of the related sup-

porting methods, fixed subpolytopes, permutations to matrices, or in-
deed of any function in Sagemath, one can type ? after the function:

sage : P = po lytopes . cube ( backend=’normaliz ’ )
sage : P . f i x ed subpo l y t ope s ?

To see the both source code and the documentation simultaneously, type ??
after the function:

sage : P = po lytopes . cube ( backend=’normaliz ’ )
sage : P . Hs ta r func t i on ??
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100 44 Stockholm
Stockholms län
Sweden
e-mail: mjsupina@gmail.com

Communicated by Nathan Williams

Received: 26 January 2023.

Accepted: 24 October 2023.


	Techniques in Equivariant Ehrhart Theory
	Abstract
	1. Introduction
	2. Background
	2.1. Ehrhart Theory
	2.2. The Equivariant Setup
	2.3. Representation Theory
	2.4. Equivariant Ehrhart Theory
	2.5. Nondegenerate Hypersurfaces
	2.6. Restricted Representations

	3. Techniques
	3.1. Zonotopal Decompositions
	3.1.1. Path Graphs

	3.2. Invariant Half-Open Decompositions
	3.3. Breaking Down the H*-Series
	3.3.1. Cyclic Group Action on the Hypersimplex
	3.3.2. Cyclic Group Action on Prime Permutahedra

	3.4. Describing Nondegenerate Hypersurfaces
	3.4.1. Orbit Polytopes
	3.4.2. Hypersimplices
	3.4.3. Counterexample to Conjecture 1.1


	4. Further Questions
	Acknowledgements
	Appendix A Calculating the H*-Series in Sagemath
	References


