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Abstract. The purpose of the present paper is to carry out a detailed study
of a sequence of positive linear operators acting on continuous function
spaces on an arbitrary real interval and constructed by means of (Borel)
integrated means with respect to two families of probability Borel mea-
sures on the underlying interval and a positive real parameter. The study
is mainly focused on their approximation properties in weighted spaces
of continuous functions with respect to wide classes of weights. Pointwise
estimates as well as weighted norm estimates are also established. In the
final section a weighted asymptotic formula is obtained.
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1. Introduction

In the papers [11,12,14] the authors introduced and studied a wide class of
positive linear operators acting on spaces of continuous functions defined on a
general convex compact subset of a locally convex space. Their construction is
carried out in terms of (Borel) integrated means with respect to two families
of probability Borel measures on the underlying domain and a positive real
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parameter. In the finite dimensional setting and for a special choice of the
involved parameters, these operators turn into the classical Kantorovich oper-
ators and this was the reason why the authors referred to them as generalized
Kantorovich operators. Furthermore, this class of operators extends the one of
Bernstein-Schnabl operators, widely studied, e.g., in [1,2] and the references
therein, and, together with them, they share a nonmarginal relevance in fac-
ing, within such general domains, some approximation problems for continuous
functions as well as for the solutions of special classes of initial-boundary value
differential problems.

Very recently, in the paper [3] we used similar (Bochner) integrated
means in Banach space settings in order to achieve some representation/appro-
ximation formulae for strongly continuous operator semigroups acting on such
spaces. The method we employed led us to consider the following sequence of
positive linear operators defined by

Cul@) = [ oo [ 5 (B ) ),

where J is an arbitrary interval, x € J, n > 1, r > 0, p, and p,, are probability
Borel measures on J and f is a continuous real-valued function on J with
at most quadratic growth. In the case where J is a compact interval, these
operators are just the generalized Kantorovich operators we have mentioned
previously. Moreover, for r = 0, they turn into the Bernstein-Schnabl operators
on noncompact intervals already studied in [9].

Actually, in the paper [3] the operators C,,, n > 1, have an ancillary role
and we limited ourselves to investigate very few approximation properties of
them. In the present paper we carry out a more detailed study of such operators
because they reveal to have an interest on their own in approximating wide
classes of real-valued functions defined on noncompact intervals. Moreover,
according to the particular examples we exhibit in Examples 2, the operators
Chn, n > 1, generalize, by means of an unifying approach, several well known
approximation processes on noncompact intervals, such as Szdsz-Mirakjan op-
erators, Baskakov operators, Post-Widder operators, and Gauss-Weierstrass
operators.

We mainly focus in studying their approximation properties in weighted
function spaces of continuous functions on J with respect to wide classes
of weights. We also establish pointwise estimates for uniformly continuous
bounded functions as well as with respect to weighted norms.

Due to the generality of the parameters involved in the definition, the
operators C,, n > 1, can be also used for approximating p-fold integrable
functions (1 < p < 4+00) and we reserve such possible development in a forth-
coming paper.

In the final section we establish a weighed asymptotic formula, which
could be possibly used in studying some classes of evolution equations on
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noncompact intervals along the directions shown, e.g., in [9] and the reference
therein. This also will be subject of further investigations.

2. Notations and Preliminary Results

Throughout the paper we shall denote by J an arbitrary noncompact real
interval with endpoints r1 := inf J € RU{—o0} and ry :=supJ € RU {+oc}.

Let F(J,R) be the space of all real valued functions defined on .J. As usual
we shall denote by C(J) (resp., Cyp(J)) the space of all real valued continuous
(resp., continuous and bounded) functions on J. The space Cy(J), endowed
with the natural (pointwise) order and the sup-norm || ||, is a Banach lattice.
We shall also consider the (closed) subspaces of Cy(J)

Co(J) :={f € C(J)|limy—_., f(z) = 0 whenever r; & J,i = 1,2},
C.(J) :=={f € C(J)|limy—, f(z) € R whenever r; ¢ J,i =1,2}.

Observe that a function f € C(J) belongs to Cy(J) if for every £ > 0
there exists a compact subset K of J such that |f(z)| < e for every x € J\ K.
Moreover we shall consider the space K(J) of all real valued continuous func-
tions f : J — R whose support Supp(f) is compact in J (here Supp(f) :=
{z € J|f(xz) # 0}). We observe that K(.J) is dense in Cy(J) and, if J is com-
pact, K(J) = C(J).

We also recall that the symbol UCy(J) (resp., UCZ(J)) stands for the
space of all uniformly continuous and bounded functions on J (resp., the
space of all twice differentiable functions on J with uniformly continuous and
bounded second-order derivative).

A bounded weight on J is a function w € Cy(J) such that w(z) > 0 for
every « € J. Then the symbol C}*(J) (resp., Cy’(J)) will stand for the Banach
lattice of all functions f € C(J) such that wf € Cy(J) (resp., wf € Co(J))
endowed with the natural order and the weighted norm || - ||, defined by
1l = lofloe (f € CP ).

Clearly, Cy(J) C C¥(J) and || - [|lw < ||wloo]| - [loo 00 Cyp(J). In particular,
if w e Co(J), then Cyp(J) C C¥(J). Moreover, the space Cy(J) is dense in
CY¥(J) and, if w € Cy(J), then C,(J) is dense in CY'(J) as well.

Now let B(J) be the o-algebra of all Borel subsets of J and denote by
MH(J) (resp., My (J), M7 (J)) the cone of all Borel (resp., bounded, prob-
ability Borel) measures on J. If u € M™T(J), we shall denote by £1(J, 1) the
space of all Borel measurable functions such that || f||; := [, |f]du < +o0. We
also denote by A1 the Borel-Lebesgue measure on J and, for every x € J, by
€, the point-mass measure concentrated at z, i.e., for every B € B(J),

lifxz € B,
e(B) = {Oifx¢B.
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The symbol 1 denotes the constant function with constant value 1.Furthermore,
for every k € N and « € J, we shall set

ex(t) =t and ,(t)=t—z (teJ). (1)

Finally note that, if u € M (J) and e;, € £'(J, u) for some k > 2, then
en, € LY(J, ) for every 1 < h < k because |ep| < 1+ |eg].

3. Positive Approximation Processes Generated by Integrated
Means on Noncompact Real Intervals

In this section we introduce the main object of study of the paper. We begin
by presenting some preliminaries.

A continuous selection of probability Borel measures on J is a family
(1z)zcg of probability Borel measures on J such that, for every f € Cp(J),
the function U(f) defined by

Wﬁ@%zﬁfwx(xeﬂ (2)

is continuous on J. If such a selection is assigned, for every n > 1 and = € J,
the symbols p} and pi, , will stand, respectively, for the product measure
on J" of p, with itself n-times and for the image measure of p! under the
mapping 7, : J” — J defined by

1+ ... +x,

- (@1, 20) € T7). 3)

T (21,5 ) 1=

Moreover, extending formula (2), if f € (), £(J, uz) we continue to
denote by U(f) the function

Uumm:wax@fJ» (4)

From now on, we shall fix a real number r» > 0, a continuous selection
(142 )ze of probability Borel measures on J satisfying, for each z € J,

e1 € LY J, pe) and / e1du, = x,
J

and a sequence (p,)n>1 of probability Borel measures on J.
For every n > 1 and = € J, let A\, ,, » be the image measure of u ® p,, under
the mapping o, : J"™' — J defined, for every (z1,...,2,41) € J*TL, by

T T1+ ...+ Tpn +TTntl
Tn(T1,. .., Tn) + Tn41 =

g L1y, X 1) =—
"1,7"( 5 7'ﬂ+) n+r n—+r n—+r

(see (3)). Then, the positive linear operators (C),),>1 we are interested in
studying are defined by setting, for every f € ﬂnZl,zeJﬁl(‘]’ Asnr)s 1> 1,
and x € J,
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Cu(f) () = /J Fdns
:// f($1++$n+7“xn+l) dﬂg(xl’vmn)dﬂn($n+1)
7Jn

n+r

=/J.../Jf(“"':f”j””“) duta(1) - dpta () diin(ns ).
5)

For the sake of simplicity we shall restrict the operators C,, n > 1, to the
subspace of those functions f € C(J) such that f € ﬂn>1’zeJ£1(J, Az n,r) and
Cn(f) € C(J) for every n > 1. Such functions will be referred to as admissible
functions with respect to the selection (py)ses, the sequence (u,)n>1 and
r > 0. The linear subspace of all of them will be denoted by L,(J). From
assumption (2) and the continuity property of the product measure (see [15,
Proposition 13.12] and [13, Theorem 30.8]) it follows that Cy(J) C Lo (J).

We note that for » = 0 the above operators turn into the Bernstein-
Schnabl operators B,, associated with (p)ze s, introduced and studied in [9].
In this particular case the space of all admissible functions will be denoted
by Co(J). More specifically, we have that Ay, 0 = pzn and, for any f €
Nustees £ pzn), n>1and z € J,

BN = [ Fanen = [ (P )

:/J/Jf<xl+n””> it (1) - - dpa ().

The operators C,, are, indeed, related to the operators B,,, as the next
result shows.

(6)

Proposition 1. Let f € L,(J). Then, for everyn > 1, L,(f) € Cu(J) and

where

L@ = [ 1 (nir“ 111#) dnlt) (z € 7).

Proof. Let f € Lo(J); then f,C,(f) € C(J) and, for every n > 1 and z € J,
foon,r € LY, u2 @ py). Fix n > 1 and z € J. As a consequence of Fubini-
Tonelli Theorem,

(i) For every z1,...,2, € J, foon (z1,...,20,) € LY, 1n);

(i) [, foone(y.st)dun(t) € LY, ult);
(iii) In (5) one can exchange the integration order.

From (i), by choosing 1 = 23 = ... = x, = z, we get that I,,(f) is well
defined and, since f is continuous, it is obvious that I,,(f) € C(J). Moreover,
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(i) means that I,(f) o m, € L1(J,u?) and, hence, I,,(f) € L*(J, ptz ). From
this, being n and x arbitrarily chosen, it follows that I,,(f) € Co(J).
Finally, (iii) guarantees that (7) holds true. O

As explained in the Introduction, the operators C,, n > 1, have been
briefly studied in the setting of spaces of real-valued continuous functions with
at most quadratic growth. In the current paper we attempt to study them in
their full generality and in wider classes of weighted function spaces. A similar
attempt has been carried out in [9] in the case r = 0, i.e., for Bernstein-Schnabl
operators defined by (6).

Below we discuss some examples (see also [3, Section 5.2]). Due to the
generality of the parameters involved in the definition, many other examples
can be furnished. For additional ones in the compact framework we refer to
[11,12,14].

Ezamples 2. 1. Let (cy,)p>1 be a (finite or infinite) sequence of positive con-
tinuous functions on J such that Z;il ap, = 1 uniformly on compact subsets
of J. Moreover, consider (a,),>1 in J and set, for every z € J,

E ap Eap

Then (p,)ze is a continuous selection of probability Borel measures.
In this case, for every f € Cy(J), n > 1 and z € J, we have

= 3 D ) ()

p1=1

and hence, for every f € La(J),

. Nt nd ap, + ...+ ap, r
— Z...Zapl(x)...apn(m)/Jf< - +n+rt> dpin (t).

p1=1 pn=1

In particular, set J = [0, 400 and, for every = > 0, let pu, be one of the
following measures on [0, +ocol:
e T k‘

e
k=0

j— T k
(i) pg = 1+$k20(1+$) €k

The corresponding operators C,,, n > 1, associated with (u;)z>0 and
(fn)n>1 are, in case (i),

s nx)k [t rSs
(@) =3 [ (’; L ) e ®)

k=0 0
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for every f € L([0, +oo[) n > 1and x > 0 and, in the case (ii),

=S () () [T () e

(9)

for every f € Lq([0,+00[), n > 1 and = > 0.
Specializing the measures p,, n > 1, we obtain more specific examples.

Let (an)n>1 and (by)n>1 be two sequences of real numbers such that 0 < a,, <
b, <1 (n>1) and set

Hn = 1[an,bn])\17 (10)

by — an
where 1(,, 5, is the characteristic function of the interval [ay, by].
Then, for r > 0, operators (8) turn into

o k bn,
e - | s (5 as

k=0

o) ktrbp ( )
B 1 n+4+r _,. (nx)* nFr
Cby—a, T ‘ Z k! /k+mn F(&) de.
k=0 e
In particular, for r = 1,
o) ktbn
n+1 _ (nx)F [+t
Colf)@) = e S O [T e (12)
noo k=0 Y REt

The above operators are strictly related to the generalization of the Szdsz-
Mirakjan-Kantorovich operators we have introduced and studied in [10] and
which are defined by

n

Cr(f)(x) = 76_"”” (13)

bn — Qn k—O k' m

where f ranges in a suitable function space on [0, +00|.

Actually these last operators can be recovered by the operators (12)
by means of the formula C}(f) = Cn(M,(f)) (f € Lo(J),n > 1), where
M(D)(s) =  (52s) (s> 0).

Similarly, by choosing the sequence (5, )n>1 defined by (10), the operators
(9) turn into

1 S 1 n+k—1 kE+rs
—0 an
1 ntr 1 + k- z \F oo
bn—an T I;(ler)n( k ><1+x) /'“Lb" f(&) d¢

(14)
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for every f € Lq([0,+00[), n > 1 and = > 0.
2. For every = > 0 set

 Jelx, )N ifz >0
A ifx =0,

where the function ¢(z, ) is defined on [0, +oo[ by

efs/u:
x

if s > 0;
€0 if s =0.

o) = {

Moreover, fix a family of measures (p,),>1 in M7 ([0, 4+00[) and 7 > 0. Then,
for every f € Ly(J),

Ol o d TS T e (55 ()82 > 0
0+<><>f (n:i) dpin (1) if z = 0.

If, for instance, we choose w,, = ey, , where (b,),>1 is a sequence of
positive real numbers, we have

n

+oo 1 _—ns s+7by, . 3
m 0 s" e wf(w)d51fx>0,

Cn(f)(2) = f( 5 "

by 3 _

(15)

3. Fix p e M (J) and consider a continuous positive function ¢ : J x J — R
satisfying

(a) / plx,y) du(y) = 1 for every x € J;
J

(b) for every compact subset K C J there exists h € L£!(J,u) such that
o(x,y) < h(y) for every x € K and y € J.

Set pi == @(x, )y (x € J). Then (pz)zcs is a continuous selection of proba-
bility Borel measures.

For instance, fix a strictly positive function @ € C(R) and, for every
z € R, let p, be the normal distribution in R with mean value x and variance
2a(x), 1., pe = @(x, )\ where, for z,y € R,

p(z,y) == 1 e~ T (W=2)°,
dra(x)

Then (1, )zer is a continuous selection of probability Borel measures on R.

The operators Cy,, n > 1, associated with (uy)zer and (pn)n>1 are the
operators defined by

+oo +oo ot
=,/— / ds/ (ns + Tt) e~ T (R _I)2dun(t)
47704 n—+r

for every f € Lo(R), z € R and n > 1 (see [8]).
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4. Some Functional-Analytic Properties

In this section we investigate the behaviour of the operators C),, n > 1, in
some function spaces and, especially, in weighted function spaces.
From now on we fix a bounded weight w on J and we assume that

w™! is convex; (16)

moreover, we also suppose that

wt e m LY, pz) N m LT, i), (17)

xcJ n>1

Ny = sup M (n/w_l dﬂw +T/w_1dﬂn) < Fo00. (18)
J J

ze€Jn>1 T +r

and

From (16) and (17) it follows that

wle [ LY Awns), (19)
n>1l,zeJ
since, for eachn > 1, x € J and x1,...,2, € J,
w-l (2 T S TS o - w ) + A w N (,) + rwH(2na)
n+r - n+r ’

and hence

1
/w_l dAg oy < (n/w_l dum—i—r/w_l d,un> < 4o0.
J n+r J J

From (19) it also follows that w= '\, ., € M; (J) for every € J and
n>1.
From now on, we shall assume that for every n > 1 the mapping

e Jsw Ny, € Mf(J) is continuous w.r.t. the weak topology, (20)

i.e., for every ¢ € Cy(J) the function z € J — fJ ow~td\, ,  is continuous
or, equivalently, the function C,(¢w~!) is continuous.

Remark 1. We observe that conditions (16), (17), (18), and (20) are satisfied
for example by every w € Cy(J) such that inf ; w > 0 (in particular by w = 1),
by every polynomial weight w,,(z) = (1 +2™)~! (m € N,z > 0) and by the
families of measures (15)zecs and (i, )n>1 considered in Examples 2.

Proposition 3. Assume that conditions (16), (17), (18), and (20) are fulfilled.
Then
(1) C#(J) C La(J). In particular w=' € Ly (J);
(2) Co(w™) e C¥(J) and ||Cp(w ™) |lw < Ny for every n > 1;
(3) for every n > 1, Co,(C¥(J)) C CF(J), Cy is continuous from C(J)
into C(J) and ||Cyllcp sy = [|Cr(w ™)l < Nu, where Ny, is defined
by (18);
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(4) if n > 1, C,, maps continuously Cy(J) into Cy(J) and ||Cy|c, sy = 1.

Proof. If f € CP(J), then |f| < ||f|lww™!. Therefore, for any n > 1 and
Ti,.. Tyl € Ja

1+ ...+ Ty +TTpt1 _ 1+ ...+xp +T1TH
g )| = st 2)
n—+r n—+r
)+ w (@) o (@)
n+r '

<1l

Hence, for a given = € J,

1+ ... +re,
/dﬂm xl /’f( - n4r +1)‘ d,un(anrl)

<l (0 f wdna e [t d) < 4o

Thus f € LYJ, A\pnr). Finally, C,,(f) = Cp(fww™) is continuous by
virtue of (20). This proves Statement (1).

In order to prove Statement (2), we first remark that, thanks to Part (1),
for a given n > 1, Cp,(w™') € C(J). On the other hand, for every x € J,

w(@)Cr(w™")(z)
/ da(z1).. / w(z)w! (ml +... 4 zn+ r$n+1) i (Tnsr)

n+r

—1 —1
/ dl‘bm 1131 /w ++w (xn)+7"w (xn+1) dﬂn(mn+1)
7 n+r

= w( <n/w d,uxqtr/w_ldun)gNw
n—i—r 7 J

and hence Part (2) follows. As for Statement (3), let n > 1 and f € C(J).
Then |Cy(f)] < Cu(lf]) = Cu(w™ (wlf])) < [[flwCn(w™); hence Ci(f) €
Cy () and [Co(f)llw < [Cr(w ™) lwllfllw- Thus [|Collcy sy < 1Cn(w™h)l|w-
On the other hand, by definition of operator norm, ||C,, || () = [|Cp(w™") ||,
being ||w™t||, = 1.

Finally, Statement (4) is a consequence of Part (3), assuming w = 1. O

Proposition 4. Assume that conditions (16), (17), (18), and (20) are fulfilled
and consider a weight w € Co(J) Then, for every n > 1, C,, maps C{'(J) into
itself, it is continuous and ||Cy|cw sy = [|Cpn(w™") |-

Proof. Let f € C{'(J), so that wf € Cy(J); hence, for a fixed € > 0, we can
find a compact subset K of J such that, for every x € J\K, |w(z)f(x)] <
m Therefore, for every x € J,

Cal ) (@) < { |+ \K} D R re = e A ]
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from which it follows that
w(@)Cn(f)(@)] < w(z) max|f]+ ew(x)Cp(w™ ) (2) < w(z) max|f] +e.

On the other hand, since w € Cy(J), there exists a compact subset Ky of J
such that w(z) maxg | f| < € for every x € J\ Kj; hence |w(z)Cy(f)(x)] < 2e.
Arguing as in the proof of Part (3) of Proposition 3, we get ||Cy|cy(s) <
1Cn (™)l

To obtain the converse inequality, let (¢,),>1 be an increasing sequence
in IC(J) such that 0 < ¢, < 1 for every p > 1 and sup,~; ¢, = 1. Then, for
every x € J, by using Beppo Levi’s theorem, we get

w(@)Co (w1 (z) = w(z) /

w ! Ay nr = w(x) / sup wilgpp dAg nr
J

J p>1

:supw(x)/wilcpp Ay nor
J

p>1

= sup w(x)cn(wil@p)(x) < sup ”Cn(w71@p)”w
p>1 p>1

< sup [[Cullog () llw™ ¢pllw
p>1
< sup HCnHCé“(J)”SDp”oo < HCnHC(é”(Jw
p>1
and this completes the proof. O

Remark 2. Assume that J = [0, +o0o[ and denote by C ([0, +o00[) the space of
all f € Cy’(J) such that lim,_, 4 w(z)f(x) € R. Under the same assumptions
of Proposition 4, assume that

Co(w™") € CL([0,+00) (n>1). (21)

Then, for every n > 1, C,,(C([0, +00[)) € C¥ ([0, +oo]) and [|Cy || cw (jo,+00]) =
IC (™) -

In fact, ix n > 1 and f € C¥(]0,+o00[); moreover let [ := lim, o0 w(x)
f(z). Then g = f — lw~! € C¥([0, +00]), so that, by means of Proposition 4,
Cn(g) € C¥([0,+00[) and, hence C,,(f) = Cy(g) + ICn(w™t) € C¥(]0, +o0]).

For example, operators (13), and hence operators (12), satisfy (21) with
respect to the weights w, () = (1 +2™)~ !, for every m > 1 (see [10, Remark
3.2)).

In the special case r = 0, Propositions 3 and 4 hold true under simpler
assumptions. More precisely, consider a bounded weight w on J verifying (16)
and assume that

wt € ﬂ LY T, pe) and M, = supw(a:)/uf1 dp, < +oo.  (22)
zeJ zed J
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Clearly, condition (18) implies (22) for r = 0. Moreover, condition (20)
turns into the following one: for every n > 1 the mapping

v€Jw tp,, € M (J) is continuous w.r.t. the weak topology, (23)

i.e., for every ¢ € Cy(J) the function B, (¢w™!) is continuous.
Therefore we obtain the following result.

Corollary 5. Assume that conditions (16), (22) and (23) are fulfilled. Then
(1) C¥(J) C Cu(J). In particular w=' € Co(J);
(2) Bn(w™t) € C¥(J) and || Bp(w™)|lw < My, for everyn > 1;
(8) for every n > 1, B,(C¥(J)) C C¥(J), By is continuous from C*(J)
into Cy'(J) and ||Bylley 1y = | Bp(w™")|lw < My
(4) Bn (n > 1) maps continuously Cy(.J) into Cy(J) and || By||c,n = 1.
Moreover, if in addition w € Cy(J), we have

(5) for every n > 1, B, maps C{(J) into C{(J), it is continuous and
1Bulleg () = 1Bn(w™)l|w;

(6) if J =[0,+00][, assuming that, for any n > 1, By(w™') € C¥([0,4+]),
then, for anyn =1, B,(C ([0, +o00[)) € C ([0, +00[) and || Bullcw (0,401
= [ Bn(w™)]lw-

Remark 3. As far as we know, Proposition 5 represents an improvement of the
results in [9].

Coming back to the study of operators C,,, the following proposition
holds.

Proposition 6. Let n > 1. Assume that

lim Ay 0 (I(b,75)) =0 for everybe J andi,j=1,2, i#j, (24)

T—T;

where, recalling that 1 = inf J € RU {—oc0} and ro = supJ € RU {+o0},
I(b,r;) denotes the interval whose endpoints are b and r;. Then, for every
f € Lo(J) such that lim, ., f(z) € R,

Jim C,(f)(w) = Jim f(a).

In particular, if (24) is satisfied, then

(1) Cp maps Co(J) into itself, it is continuous and ||Cyl| ¢, 5y = 1;
(2) Cp, maps C.(J) into itself, it is continuous and ||Cyl|c 5y = 1.

Proof. Let f € Ly(J) such that lim,_,,, f(x) = [ € R. Without loss of gen-
erality, we may assume that [ = 0. Otherwise, since C,(1) = 1, it should be
enough to replace f with f —1[1.
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Then, for a fixed ¢ > 0, there exists b € J such that |f(z)| < &/2 for
every « € I(b,r;). If sup;(, ..y [f[ =0, then

] _ Az
|C (ﬂf)(f)| ’(/}(b,ri)+‘/1(b,rj)> ! h

Assume now that sup;,, ) [f| # 0. From (24) it follows that there

< / g < /2.
I(b,ri)

exists ¢ € J such that, for every x € I(c,r;) with ¢ # j, Agn(I(b,1;)) <
(supI bors) \f|> €/2. Hence, for x € I(c,1;),

3

Cal)(a)] < ( [+ ) s < 54 AenrT(0,7) sup [f] < e,
I(b,r;) I(b,rj) I(b,rj)

that is lim, ., Cp, (f)(x) =0 O

5. Approximation Properties

In this section we shall discuss the approximation properties of the sequence
(Cn)n>1 in the setting of weighted function spaces.

In [3, Remark 3.2] it has been already proven that, for J = [0, +oo], if
e1 € L,(J) and if there exists C' > 0 such that fJ e1du, < C for every n > 1
and [ s €1 du, = x for every x € J, then, for every uniformly continuous and
bounded function f, we have that

lim C,(f)(z) = f(z) (25)

n—oo

for every « € J. Moreover, under the additional assumptions that e; € L,(J),
SUPyex | se2dp, < +oo for every compact subinterval K of J and
sup,,>; [ ez dp, < 400, then, for every f € Cy(J),

lim Ci(f) = f (26)

uniformly on compact subintervals (see [3, Proposition 3.1]).
In order to deepen such approximation properties in weighted function
spaces, from now on we assume that

e € n LT, ) N ﬂ LY J, ) and /61 du, =z (xeJ). (27)
xeJ n>1 J

From (27), by simple calculations, it follows that e; € L,(.J).
We preliminarily remark that, if for some m > 1,

em € [V LY (Jopa) 0 () L1, i), (28)

z€J n>1
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then em € (,51 4ey LY, A ) for any r € [0,1]. In fact, for 7 € [0, 1] fixed,

/ lem] dhonr
J

1]+ | + 7z [\
< [ ... dpey v dpg () dppn (T4
<[/ " 12| o) - i () i (1)

1
< <n/ |em|dux+7'/ |em|d,un> < 400.
n+r 7 7

The following lemma concerning the operators B,, will be useful. For a
detailed proof see [9, Lemma 4.1].

Lemma 7. For a given k > 1 assume that e € (),c,L'(J, pz). Then e, €
ﬂn>1’z€JL1(J, Han) and, for everyn > 1,

Bue) = Y (kl’“kn) Uler,) ... Uler,),

ki4...+kn=k

where (k K I ) = ﬁ and the operator U is defined by (4).
1 s vm T

Therefore, if Ul(ep,) is continuous for every 1 < h <k, then ex € Co(J).
In particular, if e4 € ﬂze!,Ll(J7 la) then, for everyn >1 and x € J,

n—1 Ulea)

B,(1)=1, B,(e1)=-e1, By(ex)= e + o (29)
es)(x) — 22
Ba)@) =0, Buw)(w) = (DD T (30)
Ba(wd)(w) = 5 (U(en) (@) — 42U () (&) + 30— DU (e2)(2)
—6(n — 2)a2U (e2)(x) + 3(n — 1)334), (31)

where the function 1, is defined in (1).
After these preliminaries we are ready to prove the following lemma.

Lemma 8. Assume that, for a given m € N, (28) holds true. Then
(1) For anyn > 1,

C () = #)m [(TM/Jem dun) 140" B, ()

(n+r

+mmz_:11 ripm=a ( /J eq dun> B, (emq)] . (32)

In particular, C,(1) =1,

r n
Cn(er) = (W/Jel dun> 1+ e (33)
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and
r? 2rn
ten) = (g [yt ) 1+ (G [ o
T ) i
(2) If
Ule;) e C(J) foreveryi=1,...,m, (35)

then e, € Lo(J) N Cy(J).
Conwversely, if for everyi=1,...,m, e; € Lo(J), then e; € Cy(J).
(8) Under assumptions (28), ™ € LY(J, Ay.n.r); in particular,

Culv)e) = ([ erdun ). (36)

_ ﬁ (TQ /J V3 dpn +n23n(w2>(a:>>

gﬁ <T2[I¢§dun+n</]€2duz—x2>) (37)

and, for every q > 2, q even,

catwn <o [(Z2) [uran+ () Bawne]. @9

(4) Under assumption (35), Y € Lo(J) N Cy(J).

Proof. Part (1). Formula (32) has been proven in [12, Lemma 1.2] and from
it, by simple calculations, we get (33)—(34).

Concerning Part (2), in order to show that e,, € L,(J), it sufficies to
prove that Cy(en) € C(J); this happens (see (32)) if B,(e;) € C(J), i.e.,
e; € Cy(J), for every i = 1,...,m. By applying Lemma 7 this last condition
is verified under (35). The converse follows directly from (32).

Formulae (36)—(37) in Part (3) are direct consequence of (33)—(34). The
proof of (38) is based on the observation that, if ¢ is an even number and
T1y..o, Tpt1, 2 € J, then

(;vl—i—...—i—xn—i—rxnﬂ _x>q

n+r
q q q
< 94-1 r (Ens1 — 2) + n x1+...+:cn_x .
- n+r " n+r n
Finally, Part (4) follows from (32) and Lemma 7. O

In order to achieve the desired approximation properties, we shall appeal
to the following Korovkin-type theorem which has been obtained in [7] (see [7,
Example 4.9, 1] and [6, Example 2.3, 3] or, more directly, [4, Corollaries 6.13
and 6.14]).
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Theorem 9. Let w € Cy(J) be a weight such that ea € CY(J). If (Ln)n>1
is a sequence of (bounded) positive linear operators from C§(J) into C§(J)
satisfying

(1) sup | Ln|| < +o0,

(ii) Lim Ly (k) = h in C¥(J) for every h € {1,e1,e5},
then, for every f € C¥(J), limy oo Ln(f) = f in (CY¥(J), | - |lw)-

From now on, we assume that

sup/ e dpty, < +00, (39)
J

n>1

so that sup,,>, [;e1 du, < +oc.

Theorem 10. The following statements hold true:

(1) Under assumption (39), let w € Co(J) be a weight on J such that (16),
(17), (18), and (20) are fulfilled and assume that es € C§'(J). Then, for
every [ € CY(J),

lim Cu(f) = f i (CFI) |- ) (40)
and the convergence is uniform on compact subsets of J. In particular,
for every f € Cy(J), lim,,—oo Cr(f) = f uniformly on compact subsets

(2) Zfsstme that J = [0, +o0] and that (21) holds true. Furthermore suppose
that
lim Cn(w™) —w ™|, = 0. (41)
Then
Jim. Cn(f) = f for every f € C ([0, +0|). (42)

Proof. (1) First of all we note that es € Lo(J) N Cy(J) since Ulez) € C(J)
(see (35)). Furthermore, (Cy)n>1 is equibounded by virtue of Propositions
3 and 4. By Theorem 9, in order to get (40), it is sufficient to prove that
lim,, 00 Cyp(h) = h with respect to || - ||, for every h € {1,e1,e2}.
From (33) it follows that
M r
_ < o

ICaler) = exllu < oot + ——

where My =: sup,,~, [ €1 dp,. Moreover, by means of (34) and (29),

Mor? " 2nr My lexllw +
(n+7r)?2  (n+r)? Hiw
where My = sup,,>; [; €2 dpin.

We remark that U(es) € C{(J) because (34) implies that B,(e2) €
C¥(J) and (29) holds true. This completes the proof of Statement (1).

lex]lw — 0.

1
[Cn(e2) = e2llw < llwlloo —(llezllw + 1U(e2)l|w) — O,
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As for Statement (2), fix f € C([0,+00]); then the function g = f —
lw=t € C¥([0, +o0]), where [ := lim,_, o w(z)f(z). Hence ||Cpn(f) — fllw <
1Cn(g) = gllw + |Cr(w™) — w1, and so the result follows. O

Remark 11. 1) According to Remark 1, Theorem 10 applies for every w €
Cy(J) such that inf;w > 0 (in particular for w = 1) and, if J = [0, +o0],
for every polynomial weight w,,(x) = (1 +2™)~! (m € N,z > 0) and for the
measures in Examples 2.

2) We point out that operators (13), and hence operators (12), satisfy (41)
with respect to the weights wy,(z) = (1 + ™)1, for every m > 1 (see [10,
Proposition 2.1]).

We end this section by stating some estimates of the convergence in (25)
and (26) as well as the one in Theorem 10. The estimates will be given in
terms of the ordinary moduli of smoothness of the first and second order w,
and wy (see, e.g., [1, Section 5.1]). Furthermore, they will be mainly stated in
the special case where J = [0, 4o00[. Perhaps, for other kinds of noncompact
intervals, other different techniques would be implemented.

Proposition 12. Assume that ez € (\,c; L' (J, ptz) N(V,51 £, pin). Then
(1) For every f € Cy(J), n>1, x € J,

Cal)@) = F@)| <2 (14 [ 02 dpn + 1 ([ e2dps —2?) ) (£, 45 )
(2) If J = 0,400, for every f e UC,(J), n>1, z € J,

Cu(F) (@) — F(a)] < M, (1 + ( /J ez dis +w2)1/2>2wz (ﬁa)

+ (2+x+/eldun>w1 <f, " ),
7 n—+r
where My is a constant independent on f, n>1 and x € J.
Proof. Part (1) follows directly from [1, Theorem 5.1.2 and the subsequent
remark] along with (30), (37), and [1, Lemma 5.1.1, Part (6)].

In order to prove Part (2), we shall appeal to [3, Theorem 4.3], where we
have established a similar estimate for the approximation of operators semi-
groups on Banach spaces. More precisely, consider the Banach space X :=
UCy([0, +o0]) endowed with the sup-norm and denote by (T'(t))¢>o the trans-
lation semigroup defined on it, i.e., for every x > 0, f € X and £ > 0,
T(x)(f)(&) == flx +&). Clearly | T(z)| < 1 for every & > 0. Moreover, for

every n > 1 and z > 0, consider the bounded linear operator K, (z): X — X
defined by setting, for every f € X and £ > 0,

Kn(z)(f)(&) =
:/Jdum(sl).../Jduz(sn)/]T(51+"'+S”+T8"+1) (F)(E) dpn(snt1).

n—+r
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Thus, for every f € X and = > 0, T(z)(f)(0) = f(z) and K,(f)(0) =
Chn( f)( ). Therefore, from formula (4.4) of [3, Theorem 4.3], we get
(f) )

Cn(F)(@) = f(@)] = [Kn(2)()(0) = T()(£)O)] < [En(@)(f) = T(2)(f)lloo

diy + 22
< Myws f,\/f‘]@#a7 +(2+$+/61dﬂn)w1(f, - ),
n 7 n—+r

and hence Statement (2) follows again from [1, Lemma 5.1.1, Part (6)]. O

In order to present some estimates of the rate of convergence with respect
to the weighted norm (see (42)), we shall use a similarity technique.

Generally speaking, given an approximation process (Lp)n>1 on some
Banach space X, if R : X — Y is an isometric isomorphism between X
and another Banach space Y with inverse S : Y — X, then it is possible to
construct an approximation process (L} ),>1 on Y by setting, for any n > 1,
L} :=RoL,0S. Insuch a case, (L,),>1 and (L}),>1 are said to be sumlar
or isomorphic. Clearly, for every u € X,

[Ln(u) — ullx = [[L;,(R(u) — R(u)|]y, (43)

so that the problem of estimating the rate of convergence for (L;,)n,>1 in X
may be transferred to the (possibly easier to handle) sequence (L} ),>1 in Y.

From now on, we shall assume that J = [0,+o00[. As in Remark 2 we
denote by C¥(]0,4o0[) the linear subspace of all f € C([0,+o0[) such that
lim, 40 w(x) f(x) € R. For the sake of simplicity, if f € C* ([0, +o0[), we set
(wf)(00) = limy o0 w(x) £ (x).

Consider the isometric isomorphism R : C¥ ([0, +o00[) — C(]0, 1]) defined
by setting, for every f € C¥([0,+oc[) and ¢ € [0,1],

R = { e o=t

Clearly, its inverse S : C([0,1]) — C¥ ([0, +o0]) is defined by
S(g)(x) == w™ (t)g(o(x)) (z=0)
for every g € C([0,1]), where
o(x):=e"* (x>0). (44)
For every n > 1, we consider the similar positive linear operator
Cr : C([0,1]) — C([0,1]) defined by setting, for every g € C([0,1]),
Cr(9) = R(Cn(5(9)))-
By virtue of (43), we have that, for every f € C¥([0,4o0[) and n > 1,
1C(f) = fllw = ICL(R(f)) = B(F)loo- (45)
Moreover (C}),>1 is an approximation process in C([0, 1]).

We are now ready to state some estimates of the rates of convergence
with respect to the weighted norm || - ||..
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Proposition 13. Let J = [0,400[. Under the same assumptions of Part 2) of
Theorem 10, for every f € C([0,400]) and n > 1, we have that

1Cn(f) = fllw < ”Cn(w_l) - w_1||wa||w + mwl(R(f)>5n)
+ (Mot 5) (.0,

where N, is defined by (18), 0n = SuPy<i<; Vo (t) with
an(t) = {w(logt) Cn(w™ (o —t1))(—logt) z:f0_< t<1,
0 ift =0,
and o is defined by (44).
Proof. For every t € [0,1] consider the function ¢; € C([0,1]) defined by

Ye(n) =n—1t(0<n<1). Thus ¢y = ey —11.
We preliminarily observe that, for any given n > 1 and ¢ € [0, 1],

. (wCph(w 1)) (—logt)if 0 <t <1,
C'n(l)(t) = {(wcn(w—l))(oo) 8 ift =0,

Co(o)(t) = {(()w Cn(w™ (o~ ) (~log) if0 < ¢ <1
and
O (2)(t) = {(()w Crp(w™ o —t1)%))(—logt) ggié’g 1,

Crlw)(t) = an(t) (0<t<1). (46)

For the sake of clarity, we specify that in the last two formulae we get 0
for ¢t = 0 thanks to Proposition 4 and because w~lo,w=ta? € C¥ ([0, +ool).
From Part (3) of Proposition 3 we infer in particular that

Cr(1)(t) <N, (0<t<1). (47)
Furthermore, since R(w~1) = 1, from (45) it follows that
1C3(1) = Llloe = [Cr(w™) = w™H||u- (48)

Finally, by the Cauchy-Schwarz inequality for positive linear operators,
for every n > 1 and t € [0, 1], we have

Cr () (8)] < VO )0/ Ca(¥7) (1) < V/Nuv/an(t) < V/Nubn. (49)

By applying Theorem 2.2.1 in [17] (see also [16, Theorem 10]), for every
n>1, feC¥(]0,+00[), 0<¢t<1andd >0, we have
[CL(R(N)E) = R(H(O)] < |CR(1)(2) = [R(F)(@)]
1

+3ICHE Ok R + (CHOWO + 55CH0A0 ) ealR().5)



250 Page 20 of 24 F. Altomare et al. Results Math

and hence, thanks to (48), (49), (47) and (46), we get

ICLR(N)(E) = R(HB)] < [1Ca(w™) = w ™ wll fllw + m%wl(R(f),5)

+ (W ) a0,

Taking the supremum with respect to ¢ € [0, 1], as well as setting § = d,
and recalling (45), we get the result. O

6. An Asymptotic Formula

In this last section, under suitable conditions, we shall establish an asymptotic
formula for the operators C,,. To this end, from now on, we assume that

€4 € ﬂzeJﬁl(J, ) N ﬂn21 LY(J, ) and
sup/ eq dpty, < +00. (50)
n>1JJ
Moreover, we assume that there exists b > 0 such that
b= lim [ ey dpn,. (51)
n—oo J

For every = € J, set
1
a(z) == </ eadpiy — $2> (52)
2\J;

Blx) =r(b—x). (53)

Finally, consider the second order differential operator

V(f):=af"+Bf (feC*J)).
Before stating the main result of this section, we note that, if
e2 € Nyey LM, ) N N>t LY(J, p,), then the subspace

IO o)

is contained in (¢ ; £'(J, ptz) NNy £1(J, prn). In general UCP(J) C Es.
Moreover, if e; € C*(J), then Es(J) C C¥(J).

We are now in a position to state the following result which, in the case
where J is a compact subset of RP, was shown in [12].

and

Es(J) := {f € C(J) | sup

xzeJ 1+

Theorem 14. Let w be a bounded weight on J such that (16), (17), (18), and
(20) are fulfilled and assume that e4 € C(J). Moreover, suppose that (50)
and (51) hold true. Then, for every f € UCE(J),

T w [ (Co () = ) = V()] =0 (54)
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uniformly on J. In particular lim, .o n (C, (f) — f) = V(f) uniformly on
compact subsets of J.

Proof. We first point out that, given our assumptions, Ul(e;) € C'(J) for every
i=1,...,4 (see (32)). According to [5, Theorem 1], to show (54), we have to
prove that (see (52) and (53))

(a) nlin;o w(z)[nCr(¥?2)(z) — 2a(x)] = 0 uniformly on J;
(b) nh_)rrgo w(x)xk [nCp(¥,)(z) — B(x)] = 0 uniformly on J (k = 0,1);
(€) sup  w(@)[nChn(¥3)(@)] < +o0;

n>1,z€J

(d) lim w(z)[nCp(¥2)(z)] = 0 uniformly on J.
To show (a), we remark that, taking (37) into account, we have

w(@)[nCn (V7)(2) — 20(z)|

< (1- g ) 10tea) = e 4w 50 [ w2

and, by means of (50) and the fact that e, € C}’(J),

sup w(x)/Jwi dpty, < +o00. (55)

zeJn>1

From this we obtain Statement (a). Statement (b) is a consequence of (36) and
(51). As for Statement (c), it follows from (38) and (55). Finally, Statement
(d) is a consequence of (31), (38) and (50). O

Remark 4. From Theorem 14 it follows in particular that, if f € UCZ(.J), then

1
1Cn(f) = fllw =0 (n> as n — oo
if and only if af” + 3f" =0 on J.

Ezamples 15. 1. If lim, o (a, + b,) € R, then the measures p, defined by
(10) satisty (50) and (51), with b = lim,,_.o, %=+ Hence, Theorem 14 applies,
for example, to the operators C,, defined by (11) with

Vi(x):=af'(z)+rb—2)f'(x) (f€UCH0,+00]), z > 0)
and to the operators defined in (14) with
Vf(z) =2 +a)f"(@) +r(b—2)f'(x) (f € UCH([0, +0[), z > 0).

2. If the sequence (b,)n>1 satisfies the assumptions lim, .. b, = b > 0 and
supys by < +00, then the measures ju, = &, satisfy (50) and (51), so Theorem
14 applies to the operators C,, defined by (15) with

2 @) - ) @) (f € UCK(D, +00]), @ > 0).

Vi) =5
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