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Sine-Gordon Revisited

J. Dimock and T. R. Hurd

Abstract. We study the sine-Gordon model in two dimensional space time in two
different domains. For β > 8π and weak coupling, we introduce an ultraviolet cutoff
and study the infrared behavior. A renormalization group analysis shows that the
model is asymptotically free in the infrared. For β < 8π and weak coupling, we
introduce an infrared cutoff and study the ultraviolet behavior. A renormalization
group analysis shows that the model is asymptotically free in the ultraviolet.

I Introduction

We are concerned with the two dimensional sine-Gordon model. The model is
characterized by its partition function which is formally

Z =
∫

exp
(
ζ

∫
cos(φ(x))dx − 1

2β

∫
|∂φ(x)|2dx

) ∏
x∈R2

dφ(x) . (1)

It is of interest both as a Euclidean quantum field theory and because it describes
the classical statistical mechanics of a Coulomb gas with inverse temperature β
and activity ζ/2.

The expression for Z is ill-defined. To make sense of it we first replace the
plane R2 by the torus ΛM = R2/LMZ2, where M is a non-negative integer and L
is a fixed large positive constant. Then the quadratic term is combined with the
non-existent Lebesgue measure to give a Gaussian measure. Introduction of a short
distance cutoff at scale L−N gives the Gaussian measure µβvM−N with covariance

βvM−N (x− y) = β|ΛM |−1
∑

p∈Λ∗M ,p6=0

eip(x−y)

p2 e−p
4L−4N

(2)

where Λ∗M = (2πL)−MZ2. Since p = 0 is excluded the measure is supported on
fields φ with

∫
φ = 0. Furthermore the covariance is smooth and so the measure

is supported on smooth functions. Thus the cutoff expression

Z =
∫

exp
(
ζ

∫
ΛM

cos(φ(x))dx
)
dµβvM−N (φ). (3)

is well-defined. We are interested in studying the limits N →∞ (the UV problem)
and M →∞ (the IR problem).
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There are two distinct domains in which these problems are tractable. For
β > 8π and ζ small it turns out that the long distance behavior differs only slightly
from that of the free model (ζ = 0) and thus the IR problem can be controlled.
For β < 8π and ζ small it turns out that the short distance behavior differs only
slightly from free and thus the UV problem can be controlled. The purpose of this
paper is to carry out the analysis in each case using a renormalization group (RG)
method.

Each of these problems have been previously studied by the authors in [13]
and [15]. Unfortunately there is an error which occurs in both papers and spoils the
proofs of the main results.1 In our present paper we are at last able to fix this error,
and reinstate our earlier results. The fix requires some substantial modifications
to the method, and so we give here reasonably self-contained proofs of the main
technical lemmas.

We first discuss the IR problem for β > 8π. We study the expression (3)
with the ultraviolet cutoff N fixed: for simplicity we take N = 0. The RG method
involves the introduction of a sum over scales. For any 0 ≤ j ≤M we have

vM0 (x− y) =
j−1∑
k=0

CM−k(L−k(x− y)) + vM−j0 (L−j(x− y)) . (4)

The slice covariances are defined by2

CM (x− y) = |ΛM |−1
∑

p∈Λ∗M ,p6=0

eip(x−y)

p2 (e−p
4 − e−L4p4

) . (5)

The integral over µβvM0 in the partition function can then be evaluated by succes-
sively taking convolutions with µβC and then scaling down by L. After j steps we
have the expression

Z =
∫
Zj(φ) dµβvM−j0

(φ) (6)

with successive densities Zj defined on ΛM−j and related by

Zj+1(φ) = (µβC ∗ Zj)(φL) =
∫
Zj(φL + ζ)dµβC(ζ) (7)

where φL(x) = φ(x/L) is the canonical rescaling of the field for d = 2. Equation (7)
is the RG map. We want to study the flow starting with Z0(φ) = exp(ζ

∫
cosφ).

1The problem is that for the homotopy property one needs κ small, but the limitation on κ
cannot be made independently of L as was implicitly assumed. In fact one needs κ ≤ O(L−2) or
smaller. Then the use of Sobolev inequalities require κ(h∗1)2 ≥ O(1) and hence h∗1 ≥ O(L). This
spoils the estimate above line (49) in [15]. There is a similar problem in [13].

2We have chosen to take e−p
4

rather than say e−p
2

in (2),(5) in order to have a smoother
approach to infinite volume at p = 0.
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To track the flow we must isolate the fastest growing parts of Zj during each
RG step. We extract a constant part and a gradient part and instead of (7) now
define Zj+1 by

Zj+1(φ) exp

(
δEj|ΛM−j | −

δσj
2β

∫
ΛM−j−1

(∂φ)2

)
= (µβC ∗ Zj) (φL) (8)

with special choices of δEj, δσj . The quadratic factor is absorbed into the measure
at each step and so instead of (6) we have for some constants Ej , σj

Z = eEj
∫
Zj(φ) dµβvM−j0 (σj)

(φ) , (9)

where

vM0 (σ;x− y) = |ΛM |−1
∑

p∈Λ∗M ,p6=0

eip(x−y)

p2 (ep
4

+ σ)−1 . (10)

The successive values of σj are given by σj+1 = σj + δσj and there is a similar
formula for Ej+1 in terms of Ej , δEj and δσj .

To state the main result we need one more ingredient. This is a local structure
for the densities Zj . Following Brydges and Yau [11] densities are represented by
polymer expansions Zj(φ) = Exp(2 + Kj)(Λj , φ) as we now explain. A closed
polymer X is a union of closed unit squares centered on lattice points. A polymer
activity is a function K(X,φ) depending on polymers X and fields φ with the
property that the dependence on φ is localized in X. One can define a product on
polymer activities and an associated exponential function (Exp(K))(X,φ). If 2 is
the characteristic function of open unit cells then

Exp(2 +K)(X,φ) =
∑
{Xi}

∏
i

K(Xi, φ) (11)

where the sum is over collections of disjoint polymers {Xi} in X. For an exposition
of polymers see [3].

Now we can state the IR result:

Theorem 1 Let β > 8π, let ε > 0, let L be sufficiently large, and let |ζ| be suffi-
ciently small. Then for j = 0, 1, 2, .. the partition function Z defined by (3) with
N = 0 can be written

Z = eEj
∫
Exp(2 +Kj)(ΛM−j , φ)dµβvM−j0 (σj)

(φ) (12)

where Ej/|ΛM | and σj are bounded and O(|ζ|) uniformly in M . The polymer ac-
tivities Kj are even and 2π–periodic in φ. There is a norm ‖ · ‖∞ such that

‖Kj‖∞ ≤ δj |ζ|1−ε (13)

where δ = O(1) max{L−2, L2−β/4π} < 1/4
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Here and throughout the paper O(1) means a constant which is independent
of L, ζ,M, j. The norm ‖Kj‖∞ of Kj(X,φ) enforces conditions of growth and
analyticity in φ and requires tree decay in X. A more precise version of the theorem
will be stated later when we come to the proof.

The point is that Kj shrinks uniformly in M so that the dominant contribu-
tion as j → M is from the Gaussian measure. The result gives a uniform bound
on the energy density logZ/|ΛM | and it should be possible to also take the limit
M → ∞. Everything should also be analytic in ζ in a complex neighborhood of
the origin. The only difficult part here is working with complex measures; see [11]
for a treatment of this problem for the closely related dipole gas.

A modification of this theorem to include local perturbations should make
it possible to study correlation functions for the model, proving the existence of
the M → ∞ limit and showing that the long distance behavior of correlations is
essentially the same as free. See [19] for results of this nature, and [14], [8] for the
closely related dipole gas.

Let us mention some earlier work on this model. It was first treated heuris-
tically by Kosterlitz and Thouless [20]. Fröhlich and Spencer later gave a rigorous
treatment for β large [17] by a special method (not the RG). The range of validity
was extended to β > 8π by Marchetti and Klein [21].

Now we discuss the UV problem for β < 8π. We start with a fixed torus ΛM .
For simplicity take the unit torus Λ0 so the starting covariance is v0

−N . We also
make a renormalization replacing cos(φ(x)) by the Wick ordered version

: cos(φ(x)) :βv0
−N

= exp(βv0
−N (0)/2) cos(φ(x)) . (14)

Thus we study the partition function

Z =
∫

exp
(
ζ

∫
Λ0

: cos(φ(x)) :βv0
−N

dx

)
dµβv0

−N
(φ) . (15)

We scale up to get an expression for Z on ΛN . Absorbing the Wick ordering
constant into the coupling constant one finds that

Z =
∫

exp
(
ζ−N

∫
ΛN

cos(φ(x))dx
)
dµβvN0 (φ) (16)

where for any j ≤ 0

ζj = L−2|j| exp(βv0
−|j|(0)/2)ζ ≈ L−(2−β/4π)|j|ζ . (17)

The UV problem of controlling the limit N → ∞ by an RG analysis looks
very much like the IR problem. The main difference is that the coupling constants
ζj start out ultra small at j = −N and grow to a small value ζ0 = ζ, instead of
starting out small and then shrinking. A technical simplification is that the field
strength extraction is no longer needed and we can take σj = 0.
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We define

V (X,φ) =
{ ∫

∆ cos(φ(x))dx X = ∆ = unit square
0 |X| ≥ 2 (18)

and then the result is :

Theorem 2 Let β < 8π, let ε > 0, let L be sufficiently large, and let |ζ| be suffi-
ciently small. Then for j = −N,−N+1, . . . , 0 the partition function given by (15)
or (16) can be written

Z = eEj
∫
Exp(2 +Kj)(Λ|j|, φ)dµ

βv
|j|
0

(φ) (19)

where

Ej =
j−1∑
k=−N

δEk|Λ|k|| ,

Kj = ζjV + K̃j . (20)

The K̃j are even and 2π–periodic in φ, and δEj, K̃j are analytic in ζ and satisfy

|δEj| ≤ |ζj |2−ε

‖K̃j‖∞ ≤ |ζj |2−ε (21)

for some norm ‖ · ‖∞ .

For β < 4π the theorem implies that Z is uniformly bounded and analytic in
ζ. For 4π ≤ β < 8π it isolates the divergence in Z. One can also show that δEj ,Kj

have limits as N →∞, and hence so does Z (for β < 4π). [15]
A modification of this theorem to include local perturbations should make

it possible to study correlation functions for β < 8π . (The potentially divergent
factor Ej does not contribute to correlation functions). One should be able to
take the N → ∞ limit and study the short distance behavior of correlations. See
[15],[19] for results of this nature. Also see [12] for a proof that at β = 4π the
theory is equivalent to a theory of massive free fermions.

Earlier work on this problem can be found in [16], [2], [23] [22].

II Estimates on the RG map

Our treatment of the RG map on polymer activities is similar to that used in pre-
vious papers [13],[15], [5], [6]. However there are essential modifications: references
[5], [6], which we follow as much as possible, use open polymers while we have to
use closed polymers as in [13],[15] (see the discussion in the next section ). Our
norms are now simpler as well, a simplification we pay for with some harder proofs.
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In this chapter, we analyze a single RG map on a torus Λ = ΛM = Rd/LMZd

of arbitrary dimension d ≥ 2. We work with the fixed covariance

CM(σ, x− y) = |ΛM |−1
∑

p∈Λ∗M ,p6=0

eipx

p2 [(ep
4

+ σ)−1 − (eL
4p4

+ σ)−1] (22)

and |σ| assumed small, although the results holds for a much larger class. We start
by defining our norms. Then we consider separately the three pieces of the RG:
fluctuation, extraction, and scaling. Finally we put them together in Theorem 10
to give an overall estimate on the RG map.

II.1 Norms

Let the Banach spaces Cr(X), C̃s(X) of smooth fields φ(x) on a closed polymer X
be defined respectively for fixed r, s ≥ 0 by the following norms:

‖φ‖X ≡ ‖φ‖∞,r,X = sup
|α|≤r, x∈X

|∂αφ(x)|

‖φ‖s,X ≡ ‖φ‖2,s,X =

∑
|α|≤s

∫
X

|∂αφ(x)|2 dx

1/2

(23)

We assume s > d/2 + r to ensure a Sobolev inequality ‖φ‖∞,r,X ≤ O(1)‖φ‖2,s,X
and the corresponding dense embedding C̃s(X) ⊂ Cr(X).

Let K(X,φ) be a smooth function on C̃s(X). Thus we assume the existence of
all derivatives Kn(X,φ). These are continuous symmetric multilinear functionals
on C̃s(X). In fact we make a stronger assumption that these derivatives have
continuous extensions to Cr by demanding the finiteness of the following norm

‖Kn(X,φ)‖ = sup
fi∈C̃s(X)
‖fi‖∞,r,X≤1

|Kn(X,φ; f1, ..., fn)|. (24)

A large field regulator is a functional of the form

G(κ,X, φ) = G′(κ,X, φ)δG(κ, ∂X, φ) (25)

where

G′(κ,X, φ) = exp(κ
∑

1≤|α|≤s

∫
X

|∂αφ|2)

δG(κ, ∂X, φ) = exp(κc
∑
|α|=1

∫
∂X

|∂αφ|2) (26)

with constants κ, c ≤ 1 to be specified.
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A large set regulator Γ(X) has the form

Γ(X) = A|X|Θ(X) (27)

for a parameter A ≥ 1 and factor Θ(X) such that Θ(X)−1 has polynomial tree
decay (see [11], [6] for the exact definition). For our present paper we fix A = Ld+3,
and also define Γp(X) = 2p|X|Γ(X) for any p = ±1,±2, . . ..

In terms of regulators G,Γ and a further parameter h ≥ 0 we define the
norms :

‖K‖G,h,Γ =
∑
X⊃∆

Γ(X)‖K(X)‖G,h ,

‖K(X)‖G,h =
∞∑
n=0

hn

n!
‖Kn(X)‖G ,

‖Kn(X)‖G = sup
φ∈C̃s(X)

‖Kn(X,φ)‖G(X,φ)−1. (28)

The sum over X is independent of the unit block ∆ for translation invariant K.
These norms are simpler than the norms in earlier versions of this formalism

in which one first localizes the derivatives in unit blocks, then takes the supremum
over the fields, and finally sums over blocks. The previous version (designed for
models in d > 2) controls the fluctuation step in an elegant manner, but in d = 2
leads to unbounded growth in the parameter h in the scaling step. The present
norms require a different treatment of fluctuation, but avoid growth in h.

Another point concerns the boundary term δG(κ, ∂X, φ) in the large field
regulator G(κ,X, φ). It is present to absorb the growth of G′(κ,X, φ) a feature
upon which we elaborate in the next section. However we also need G(X)G(Y ) ≤
G(X ∪ Y ) for disjoint polymers. The boundary term spoils this if the polymers
are open since disjoint polymers may have pieces of their boundaries in common.
This is the reason we have taken closed polymers.

II.2 Fluctuation

Given a localized density Exp(2+K) and the Gaussian measure µC we want to find
new polymer activities FK such that µC ∗ Exp(2 +K) = Exp(2 +FK) and such
that we more or less preserve control over size and localization. We accomplish this
using the framework of Brydges and Yau [11] (see also Brydges and Kennedy [9]).
Those authors actually give two constructions. The first is by solving a functional
Hamilton-Jacobi equation for µtC ∗ Exp(2 +K). This is elegant and efficient, but
with our new norms we cannot take advantage of it (since we can no longer keep
the large set regulator Γ constant). Instead we use the second construction of
Brydges and Yau, an explicit cluster expansion. Cluster expansions have a long
history starting with [18].

We begin with the purely combinatoric part. Let F (s) be a continuously
differentiable function of s = {sij} where 0 ≤ sij ≤ 1 and where ij runs over the
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distinct unordered pairs (bonds) from some finite index set. A graph G on this set
is a collection of bonds , and it is called a forest if it has no closed loops. The set
of all forests is denoted F . Finally we define

σij(G, s) = inf{sb : b ∈ path joining ij in G} (29)

with the convention that σij(G, s) = 0 if there is no path joining ij in G. Then for
1 = {1, 1, ..., 1}

F (1) =
∑
G∈F

∫ ∏
b∈G

dsb (
∏
b∈G

∂sbF )(σ(G, s)) (30)

where the G = ∅ term is interpreted as F (0). For the proof see Abdesselam and
Rivasseau [1] or Brydges and Martin, Theorem VIII.2 [10].

Now for any X,Y define

C(X,Y )(x, y) =
1
2

[χX(x)χY (y) + χY (x)χX(y)]C(x− y) (31)

and let CX = C(X,X) be the restriction of C to X. Suppose that {Xi} is a
collection of disjoint polymers whose union is X. Then the restriction CX can be
written

CX =
∑
i,j

C(Xi,Xj) (32)

with the sum over ordered pairs. We weaken the coupling between Xi,Xj with
parameters sij and define

CX(s) =
∑
i,j

C(Xi,Xj)sij (33)

where sii = 1. Now while CX(s) is not necessarily positive definite, CX(σ(T, s)) is
positive definite for any s and any tree T [9], [10].

Let ∆C be the functional Laplacian given formally by:

∆C =
1
2

∫
C(x, y)

δ

δφ(x)
δ

δφ(y)
dxdy . (34)

Lemma 3 [11], [1] For smooth polymer activities K

µC ∗ Exp(2 +K) = Exp(2 + FK) (35)

with

FK(X) =
∑

{Xi},T→X

∫
dsT µCX(σ(T,s)) ∗

∏
ij∈T

(−2∆C(Xi,Xj))
∏
i

K(Xi) (36)

where the sum is over collections of disjoint polymers {Xi} whose union is X, and
over tree graphs T on {Xi}. If {Xi} = {X} the term is interpreted as µC ∗K(X).
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Proof. We start with

µC ∗ Exp(2 +K)(X) =
∑
{Xi}

µC ∗
∏
i

K(Xi) . (37)

In the expression µC∗
∏
iK(Xi, φ) we regard the product as a function of fields φ on

X only, and replace the covariance C by CX .3 If {Xi} = {X} has only one element
we leave the expression alone. Otherwise there are two or more subsets and for each
{Xi} we analyze F (1) = µCX ∗

∏
iK(Xi) by introducing the interpolation F (s) =

µCX(s) ∗
∏
iK(Xi) with CX(s) given by (33), and then making the expansion (30).

This gives the expression

∑
{Xi}

∑
G

∫
dsG

(
∂GµCX(s) ∗

∏
i

K(Xi)

)
s=σ(G,s)

. (38)

Now the graph G can be regarded as a union of trees {Tk}. Grouping together the
polymers {Xi} linked by the trees yields new disjoint polymers {Yk}. The covari-
ance CX(s) preserves the {Yk} since σij(G, s) = 0 for blocks Xi,Xj in different
trees. We can write CX(s) = ⊕kCYk(s). Then the integrand above factors and we
have ∑

{Xi}

∑
{Tk}

∏
k

∫ dsTk

(
∂TkµCYk (s) ∗

∏
i:Xi⊂Yk

K(Xi)

)
s=σ(Tk,s)

 . (39)

Now we group together the terms in the sum by the {Yk} they determine and find∑
{Yk}

∏
k

FK(Yk) = Exp(2 + FK) (40)

where

FK(Y ) =
∑

{Xi},T→Y

∫
dsT

(
∂TµCY (s) ∗

∏
i

K(Xi)

)
s=σ(T,s)

. (41)

The result now follows since ∂CY (s)/∂sij = 2C(Xi,Xj) and hence
∂/∂sij(µCY (s) ∗ F ) = µCY (s) ∗ (−2∆C(Xi,Xj))F and hence

∂TµCY (s) ∗
∏
i

K(Xi) = µCY (s) ∗
∏
ij∈T

(−2∆C(Xi,Xj))
∏
i

K(Xi) . (42)

2

The behavior in φ of FK(X,φ) will turn out to be slightly worse than that for
K(X,φ) which means we have to take a larger large field regulator. It is convenient

3Our assumption that K(X,φ) has φ dependence localized in X means that the function is
measurable with respect to ΣX , the σ-algebra generated by {φx}x∈X .
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to choose a regulator which is a scaling of the original. Let the field scaled up by
` > 1 be defined by

φ`(x) = `−(d−2)/2φ(x/`) (43)

(our convention here is different from earlier papers). Then define

G`(κ,X, φ) = G(κ, `−1X,φ`−1)

= exp

κ ∑
1≤|α|≤s

`2|α|−2
∫
X

|∂αφ|2 + κc
∑
|α|=1

`

∫
∂X

|∂αφ|2
. (44)

For the applications we have in mind we need 1 < ` ≤ L: for definiteness we take
` = 2 in the following.

For unit blocks ∆,∆′ define

C∗(∆,∆′) = ‖C(∆,∆′)‖d(∆,∆′)2dθ(∆,∆′) . (45)

Here the norm is the Cr norm in each variable, d(∆,∆′) is Euclidean distance
between block centres, and θ is the distance function built into the tree decay
factor Θ in (27). Now define

‖C‖∗ = sup
∆

∑
∆′ 6=∆

C∗(∆,∆′) . (46)

Theorem 4 Let κc−1L2 be sufficiently small. Then there is a constant γ depending
only on the dimension such that if 0 < δh < h and for some p

δh2 ≥ 8γ2 ‖C‖∗ ‖K‖G(κ),h,Γp+3 (47)

then
‖FK‖G`(κ),h−δh,Γp ≤ 2‖K‖G(κ),h,Γp+3 . (48)

Remark. The linearization F1K = µC ∗K satisfies the same bound (or even the
better bound with δh = 0).

Proof. We adapt the analysis of [11] to our norms. In (36) change to a sum on
disjoint ordered polymers (X1, ...,XN) and regard T as a tree on (1, ..., N). Then
we have

FK(X) = µC ∗K(X) (49)

+
∞∑
N=2

1
N !

∑
(X1,...,XN)

∑
T

∫
dsTµCX(σ(T,s)) ∗

∏
ij∈T

∆C(Xi,Xj)

N∏
i=1

K(Xi) .

We next introduce a sum over unit blocks: for b = {ij}

∆C(Xi,Xj) =
∑

∆bi∈Xi,∆bj∈Xj

∆C(∆bi,∆bj) (50)
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Taking derivatives and norms yields

‖(FK)n(X)‖ ≤ ‖µC ∗Kn(X)‖ +
∞∑
N=2

1
N !

∑
(X1,...,XN )

∑
T

∑
{∆bi,∆bj}∑

n1,...,nN

n!
n1!...nN !

∫
dsT ‖µCX(σ(T,s)) ∗

[∏
b∈T

∆C(∆bi,∆bj)

N∏
i=1

Kni(Xi)

]
‖ . (51)

In Lemma 5 to follow we show that for κc−1L2 sufficiently small

µCX(σ(T,s)) ∗G(κ,X) ≤ G`(κ,X)2|X| (52)

which makes it possible to estimate the above convolutions. Using this and
G(κ,X) =

∏
iG(κ,Xi) (since the Xi are disjoint) we find (see [6] for more de-

tails)

‖(FK)n(X)‖G`(κ) ≤ ‖Kn‖G(κ) +
∞∑
N=2

1
N !

∑
(X1,...,XN )

∑
T

∑
{∆bi,∆bj}∑

n1,...,nN

n!
n1!...nN !

∏
b∈T
‖C(∆bi,∆bj)‖

N∏
i=1

‖Kni+di(Xi)‖G(κ) 2|Xi| . (53)

Here di is the incidence number for the ith vertex in the graph T .
Now multiply by (h− δh)n/n! and sum over n to obtain

‖FK(X)‖G`(κ),h−δh ≤ ‖Kn(X)‖G(κ),h +
∞∑
N=2

1
N !

∑
(X1,...,XN )

∑
T

∑
{∆bi,∆bj}∏

b∈T
‖C(∆bi,∆bj)‖

N∏
i=1

( d
dh

)di
‖K(Xi)‖G(κ),h−δh 2|Xi| .(54)

A Cauchy bound yields

(
d

dh
)di‖K(Xi)‖G(κ),h−δh ≤

(
δh
)−di

di!‖K(Xi)‖G(κ),h . (55)

It is proved in Lemma 6 to follow that for any i we have

di! ≤ γdi
∏
b3i

d(∆bi,∆bj)d (56)

for some constant γ. Taking into account that
∑
i di = 2N − 2 this gives∏

i

di! ≤ γ2N−2
∏
b

d(∆bi,∆bj)2d (57)
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and so

‖FK(X)‖G`(κ),h−δh ≤ ‖K(X)‖G(κ),h +
∞∑
N=2

1
N !

∑
(X1,...,XN )

∑
T

∑
{∆bi,∆bj}

(γ δh−1)2N−2
∏
b∈T
‖C(∆bi,∆bj)‖∞d(∆bi,∆bj)2d

N∏
i=1

‖K(Xi)‖G(κ),h 2|Xi| . (58)

Now multiply by

Γp(X) ≤
∏
i

Γp(Xi)
∏
b

θ(∆bi,∆bj) (59)

and identify
∏
b C∗(∆bi,∆bj). Next sum over X ⊃ ∆ and dominate the expression

by a sum over i0 and a sum over unrestricted disjoint (X1, ...,XN) such that
Xi0 ⊃ ∆. To estimate this sum and the sum over {∆bi,∆bj}, we start at the
twigs of the tree and work inward leaving to the last the set Xi0 which is pinned.
Suppose that when we come to a vertex i we have gained a factor |Xi|di−1 from
the previous estimates. If b = {ij} is the remaining inward bond at this vertex
and ∆ = ∆bi,∆′ = ∆bj , then we have∑

Xi

∑
∆∈Xi,∆′∈Xj

C∗(∆,∆′)‖K(Xi)‖G(κ),hΓp+1(Xi)|Xi|di−1

≤
∑
Xi

∑
∆∈Xi,∆′∈Xj

C∗(∆,∆′)‖K(Xi)‖G(κ),hΓp+3(Xi)(di − 1)!

≤
∑

∆′∈Xj ,∆
C∗(∆,∆′)‖K‖G(κ),h,Γp+3(di − 1)!

≤ ‖C‖∗‖K‖G(κ),h,Γp+3 |Xj |(di − 1)! . (60)

This gives a factor |Xj | for the j vertex. The case for i = i0 is special and we
have di0 ! ≤ (N − 1)(di0 − 1)!) . There is also a factor N for the sum over i0 and
combining all the above yields

‖FK‖G`(κ),h−δh,Γp ≤ ‖K‖G(κ),h,Γp+3(1 +
∞∑
N=2

αN−1

(N − 2)!

∑
T

N∏
i=1

(di − 1)!) (61)

where α = γ2 δh−2 ‖C‖∗‖K‖G(κ),h,Γp+3 . But the number of trees with given
incidence numbers di is (N−2)!/

∏
i(di−1)! by Cayley’s theorem, and the number

of choices of di is bounded by 22N−2 = 4N−1. Thus the sum over T is bounded by
(N −2)!4N−1. Then the sum over N is bounded by

∑∞
N=2(4α)N−1 and this is less

that 1 since our basic assumption is 4α ≤ 1/2
2

This completes the proof of the theorem, except for the following two results
which we skipped.
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Lemma 5 Let κc−1L2 be sufficiently small. Then

µCX(σ(T,s)) ∗G(κ,X) ≤ G`(κ,X)2|X| . (62)

Proof. (see [3] for more details) Consider for 0 ≤ t ≤ 1 the family of large field
regulators

Gt(κ,X) = 2t|X| [G`(κ,X)]t [G(κ,X)]1−t . (63)

We prove for 0 ≤ t ≤ 1 that

µtCX(σ(T,s)) ∗G0(κ,X) ≤ Gt(κ,X) . (64)

The result we want comes at t = 1.
We have Gt(X) = exp(U(t,X)) where (with ` = 2)

U(t,X) = t log(2)|X|+κ
∑

1≤|α|≤s

∫
X

|∂αφ|2 ·(22|α|−2t+(1− t))+κc

∫
∂X

|∂φ|2(1+ t)

(65)
The bound (64) is implied by

∆CX(σ(T,s))U +
1
2
CX(σ(T, s))

(
∂U

∂φ
,
∂U

∂φ

)
≤ ∂U

∂t
. (66)

Showing (66) is a somewhat lengthy computation in which every term on the left
is bounded by corresponding terms on the right for κ sufficiently small. The terms
with |α| = 1 are special since there is no corresponding term on the right. Instead
one integrates by parts. This adds derivatives and boundary terms both of which
can be bounded.

The condition on κ turns out to be that the following quantities be sufficiently
small :

κ sup
1≤|α|,|β|≤s

sup
x∈X
|(∂αx ∂βyCX(σ(T, s)))(x, x)|

κc−1 sup
0≤|α|,|β|≤s

sup
x∈X

∫
X

|(∂αx ∂βyCX(σ(T, s)))(x, y)|dy

κc−1 sup
0≤|α|,|β|≤s

sup
x∈X

∫
∂X

|(∂αx ∂βyCX(σ(T, s)))(x, y)|dy . (67)

These quantities are bounded by the corresponding quantities with σ = 1. Note
from Lemma 22 in the appendix, (∂αx ∂βyC)(x, x) is bounded by O(1). The second
and third quantities are bounded by same expressions with X = Λ and X = the
d − 1 dimensional “checkerboard” in Λ. For both these integrals, we use Lemma
22 again and find the worst bound is κc−1L2 . Hence the result follows.

2
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Lemma 6 Let ∆ and ∆1, ...∆n be distinct unit blocks. Then there is a constant γ
depending only on the dimension d such that

n! ≤ γn
n∏
j=1

d(∆,∆j)d . (68)

Remark. Bounds of this type were introduced in [18].

Proof. Let mr be the number of unit blocks intersecting a ball of radius r centered
on a lattice point, and select γ so mr ≤ γrd for all r > 1. Order the blocks so that

d(∆,∆1) ≤ ... ≤ d(∆,∆n) . (69)

Then the ball of radius rk = d(∆,∆k) around the center of ∆ intersects mrk unit
blocks and mrk ≥ k. Then k ≤ mrk ≤ γrdk and we have

n! =
n∏
k=1

k ≤
n∏
k=1

γrdk = γn
n∏
k=1

d(∆,∆k)d . (70)

2

II.3 Extraction

In the extraction step we remove a polymer activity F from the general activity
K. Usually F is some low order terms in K but we do not assume this at first.
The extraction is defined so that

Exp(2 +K)(Λ, φ) = exp

(∑
X⊂Λ

F (X,φ)

)
Exp(2 + E(K,F ))(Λ, φ) (71)

with new polymer activities E(K,F ). To specify E(K,F ) we define

K̃(X) = K(X)− (eF − 1)+(X) ,

(eF − 1)+(Y ) =
∑

{Yj}→Y

∏
j

(eF (Yj) − 1) (72)

where the sum is over collections {Yj} of distinct polymers which are overlap
connected and whose union is Y . Then formula (71) holds with E(K,F ) given by

E(K,F )(Z) =
∑

{Xi},{Yj}→Z

∏
i

K̃(Xi)
∏
j

(e−F (Yj) − 1) (73)

where the sum is over collections of disjoint subsets {Xi} and collections of distinct
subsets {Yj} each intersecting some Xi, so that the {Xi}, {Yj} are overlap con-
nected and their union is Z. This version of extraction is taken from [14], to which
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we refer for a proof. The linearization of E(K,F ) in K and F is E1(K,F ) = K−F :
this is the sense in which F has been removed from K.

To obtain estimates on E(K,F ) we will need estimates like G(X) ≤ G(Z)
when X ⊂ Z. For this to be true we have to be able to dominate δG by G′ so we can
“dissolve” the pieces of ∂X which do not contribute to ∂Z. This means that the
constant c in δG has to be sufficiently small. Let cs be the Sobolev constant defined
so that for x ∈ ∆, the closed unit block, we have |∂φ(x)|2 ≤ cs

∑
1≤|α|≤s

∫
∆ |∂

αφ|2.

Lemma 7 For X ⊂ Z, κ > 0 and c < (2d cs)−1 we have

G(κ,X) ≤ G(κ,Z) . (74)

If c < (4d cs)−1 the same bound holds with G replaced by G`, ` = 2.

Proof. Let f be a face (d− 1 cell) in ∂X which does not contribute to ∂Z. Any
such face f must be also be a face for some ∆ in Z −X. Then we can “dissolve”
the boundary by using the Sobolev inequality and the bound on c to obtain

δG(κ, f) ≤ G′(κ/2d,∆) . (75)

Each ∆ arises from at most 2d faces and so

δG(κ, ∂X − ∂Z) ≤ G′(κ,Z −X) . (76)

Thus we have

G(κ,X) = G′(κ,X)δG(κ, ∂X − ∂Z)δG(κ, ∂Z ∩ ∂X)
≤ G′(κ,Z)G(κ, ∂Z ∩ ∂X) . (77)

Since δG(κ, ∂Z ∩ ∂X) ≤ δG(κ, ∂Z) the result follows.
2

We now assume F satisfies the following localization property: F (X,φ) has
the decomposition

F (X,φ) =
∑

∆⊂X
F (X,∆, φ) (78)

where ∆ is summed over unit blocks, and F (X,∆, φ) has the φ dependence local-
ized in ∆.

We also need stability conditions on the perturbation F . Let f(X) be a
collection of constants. We say that F is stable for (G,h, f(X)) if for complex
z(X)

sup
|z(X)|f(X)≤1

‖ exp

{∑
X⊃∆

z(X)F (X,∆)

}
‖G,h ≤ 2 . (79)

For a method to verify the stability hypothesis see the appendix.
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Theorem 8 Let c < (2d cs)−1. Suppose that F is stable for (G(κ), h, f(X)) and for
(G′(δκ), h, δf(X)) and that ‖f‖Γp+4 ,‖δf‖Γp+2 and ‖K‖G(κ),h,Γp+2 are sufficiently
small. Then there is a constant O(1) such that

‖E(K,F )‖G(κ+δκ),h,Γp ≤ O(1)(‖K‖G(κ),h,Γp+2 + ‖f‖Γp+4) . (80)

For c < (4d cs)−1 the same bound holds with each G replaced by G`, ` = 2.

Proof. The proof is similar to [6] where however the extraction is not global. We
start with (73) which can be written

E(K,F )(Z) =
∑

{Xi},{Yj}→Z

∏
i

K̃(Xi)
∏
j

1
2πi

∫
dzj

zj(zj − 1)
exp {−zjF (Yj)} . (81)

The integral is over the circles |zj |δf(Yj) = 1. Inserting F (Y ) =
∑

∆⊂Y F (Y,∆)
we can rewrite this as

E(K,F )(Z)

=
∑

{Xi},{Yj}→Z

∏
i

K̃(Xi)
∏
j

1
2πi

∫
dzj

zj(zj − 1)

∏
∆⊂Z

exp

−∑
j

zjF (Yj ,∆)

 (82)

Now we note ∏
i

G(κ,Xi)
∏

∆⊂Z
G′(δκ,∆) ≤ G(κ+ δκ, Z) . (83)

This follows from
∏
iG(κ,Xi) = G(κ,∪iXi) ≤ G(κ,Z) (by the lemma) and from∏

∆⊂Z G
′(δκ,∆) = G′(δκ, Z) ≤ G(δκ, Z). Using this estimate and the multiplica-

tive property of the norm we obtain

‖E(K,F )(Z)‖G(κ+δκ),h ≤
∑

{Xi},{Yj}→Z

∏
i

‖K̃(Xi)‖G(κ),h

∏
j

O(1)δf(Yj)

sup
|zj |δf(Yj)≤1

∏
∆⊂Z

‖ exp

−∑
j

zjF (Yj ,∆)

 ‖G′(δκ),h . (84)

By our second stability assumption the last factor is bounded by 2|Z|. Now we
write ∑

{Xi},{Yj}
=
∑
N,M

1
N !M !

∑
(X1,...,XN ),(Y1,...,YM )

where the sum is over ordered sets, but otherwise the restrictions apply. We mul-
tiply by Γp(Z), identify 2|Z|Γp(Z) = Γp+1(Z) and use Γp+1(Z) ≤

∏
i Γp+1(Xi)∏

j Γp+1(Yj) which follows from the overlap connectedness. Then sum over Z
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with a pin, and use a spanning tree argument and the small norm hypotheses to
obtain

‖E(K,F )‖G(κ+δκ),h,Γp ≤
∑

N≥1,M≥0

(N +M)!
N !M !

(O(1))N+M‖K̃‖NG(κ),h,Γp+2
‖δf‖MΓp+2

≤ O(1)‖K̃‖G(κ+δκ),h,Γp+2 . (85)

(In the last step use (N +M)!/N !M ! ≤ 2N+M . )

Recall that K̃ = K − (eF − 1)+. We write

(eF − 1)+(Y ) =
∑
{Yj}

∏
j

1
2πi

∫
dzj

zj(zj − 1)
exp {zjF (Yj)} (86)

now with the integral over |zj |f(Yj) = 1. Proceeding as above and using the first
stability assumption we have

‖(eF − 1)+(Y )‖G(κ),h ≤ 2|Y |
∑
{Yj}

∏
j

O(1)f(Yj) (87)

and hence

‖(eF − 1)+‖G(κ),h,Γp+2 ≤
∞∑
N=1

(O(1))N‖f‖NΓp+4
≤ O(1)‖f‖Γp+4 . (88)

This gives the result.
2

II.4 Scaling

In the scaling step we define new polymer activities S(K) so that

Exp(2 +K)(Λ, φL) = Exp(2 + S(K))(L−1Λ, φ) . (89)

Here the scaled field is φL(x) = L−αφ(x/L) with α = dimφ = (d − 2)/2. After a
rearrangement one finds

S(K)(X,φ) =
∑

{Yi}→LX

∏
i

K(Yi, φL) (90)

where the Yi are disjoint but the L-closures Ȳ Li overlap and fill LX.

Theorem 9 Let c < (2d Ld/2 cs)−1 and define hL = L−αh. For any positive p, q
there is a constant O(1) such that

‖S(K)‖G(κ),h,Γp ≤ O(1)Ld‖K‖GL(κ),hL,Γp−q (91)

provided ‖K‖GL(κ),hL,Γp−q is sufficiently small.
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Proof. Let Y = ∪iYi. Since L−1Y ⊂ X we have by a generalization of Lemma 7
and the bound c < (2d Ld/2 cs)−1∏

i

G(κ,L−1Yi) = G(κ,L−1Y ) ≤ G(κ,X) . (92)

The point here is that we need the Sobolev inequality on the L−1 scale which
means that we must replace cs by the larger Ld/2cs.

In the definition of S(K) we write K(Yi, φL) = KL−1(L−1Yi, φ) and by (92)
and the multiplicative property of the norm we have

‖S(K)(X)‖G(κ),h ≤
∑

{Yi}→LX

∏
i

‖KL−1(L−1Yi)‖G(κ),h . (93)

However ‖KL−1(L−1Y )‖G(κ),h ≤ ‖K(Y )‖GL(κ),hL and so

‖S(K)(X)‖G(κ),h ≤
∑

{Yi}→LX

∏
i

‖K(Yi)‖GL(κ),hL . (94)

Now multiply by Γp(X). By the connectedness we have Γp(X) ≤
∏
i

Γp(L−1Ȳ Li ). Furthermore we have the bound [11] for some constant O(1) :

Γp(L−1Ȳ L) ≤ O(1)Γp−q(Y ) (95)

Summing over X with a pin and using a spanning tree argument we obtain

‖S(K)‖G(κ),h,Γp ≤
∞∑
N=1

(O(1)Ld‖K‖GL(κ),hL,Γp−q )
N . (96)

This gives the result.
2

Remark. The linearization given by

S1(K)(X,φ) =
∑

Ȳ L=LX

K(Y, φL) (97)

also satisfies the same bound.

II.5 Summary

We combine the three steps into one theorem which tells how the polymer activity
changes under a single RG step. Our assumptions on the polymer activity K, the
extraction F , and parameters κ, δκ, h, δh are as follows:

1. ‖K‖G(κ),h,Γ is sufficiently small.
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2. The constants κ, c in G(κ) satisfy c ≤ (2d Ld/2 cs)−1 and κc−1L2 is suffi-
ciently small.

3. The inequality (δh)2 ≥ 8γ2 ‖C‖∗ ‖K‖G(κ),h,Γ holds.

4. The extraction F is stable for (G`(κ), h − δh, f(X)) and for
(G′`(δκ), h − δh, δf(X)) with constants f(X), δf(X) such that
‖f‖Γ−1 , ‖δf‖Γ−3 are sufficiently small and such that
‖f‖Γ−1 ≤ O(1)‖K‖G(κ),h,Γ.

Theorem 10 Under the above assumptions

(µC ∗ Exp(2 +K)(Λ)) (φL) = exp

(∑
X⊂Λ

F (X,φL)

)
Exp(2 +R(K,F ))(L−1Λ, φ)

(98)
where

R(K,F ) = S(E(F(K), F )) . (99)

In addition
‖R(K,F )‖G(κ+δκ),h−δh,Γ ≤ O(1)Ld‖K‖G(κ),h,Γ . (100)

Proof. If K# = F(K) then by conditions 2,3, Theorem 4 is applicable and so

(µC ∗ Exp(2 +K)(Λ)) (φ) = Exp(2 +K#)(Λ, φ) (101)

and
‖K#‖G`(κ),h−δh,Γ−3 ≤ 2‖K‖G(κ),h,Γ . (102)

Then we extract F and we find

Exp(2 +K#)(Λ, φ) = exp

(∑
X⊂Λ

F (X,φ)

)
Exp(2 +K∗)(Λ, φ) (103)

where K∗ = E(K#, F ). The hypotheses of Theorem 8 hold for K# and p = −5:
one has that ‖K#‖G`(κ),h−δh,Γ−3 is sufficiently small by assumption 1 and (102).
Therefore

‖K∗‖G`(κ+δκ),h−δh,Γ−5 ≤ O(1)(‖K#‖G`(κ),h−δh,Γ−3 + ‖f‖Γ−1) ≤ O(1)‖K‖G(κ),h,Γ
(104)

Finally we scale and find by Theorem 9 that

Exp(2 +K∗)(Λ, φL) = Exp(2 +K ′)(L−1Λ, φ) (105)

where K ′ = S(K∗) = R(K,F ), and since ‖K∗‖G`(κ+δk),h−δh,Γ−5 is sufficiently
small we have

‖K ′‖G(κ+δk),h−δh,Γ ≤ O(1)Ld‖K∗‖GL(κ+δk),(h−δh)L,Γ−5

≤ O(1)Ld‖K∗‖G`(κ+δk),h−δh,Γ−5

≤ O(1)Ld‖K‖G(κ),h,Γ . (106)
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This completes the proof.
2

Remark. The linearization R1(K,F ) = S1E1(F1K,F ) satisfies the same bound.

III More estimates

The last theorem exhibits the obstruction to iterating the RG, namely the Ld

growth factor. The aim in what follows is to exhibit special cases where one can
beat this growth factor. There are three mechanisms which are more or less model
independent: higher order terms, large sets, and scaling for small sets with extrac-
tions. A fourth mechanism is estimates on the fluctuation integral for small sets
and charged polymers and is special to the two dimensional sine-Gordon model.
We discuss each of these in turn.

III.1 Higher order terms

We show that if K,F are small enough then the higher order terms in R(K,F ) are
even smaller. This fact, which follows from the next proposition with D = O(Ld),
will allow us to restrict attention to the linearized RG.

Lemma 11 Suppose that K,F are small enough so that sK, sF satisfy the hypothe-
ses of Theorem 10 for all complex s in the disc |s| ≤ D for some D ≥ 2. Then

R(K,F ) = R1(K,F ) +R≥2(K,F ) (107)

where R1(K,F ) is the linearization and

‖R≥2(K,F )‖G(κ+δκ),h−δh,Γ ≤ O(1)D−1Ld‖K‖G(κ),h,Γ . (108)

Proof. By Theorem 10 we have that R(sK, sF ) is well-defined for |s| ≤ D and
satisfies

‖R(sK, sF )‖G(κ+δκ),h−δh,Γ ≤ O(1)DLd‖K‖G(κ),h,Γ . (109)

Furthermore it is not difficult to see that R(sK, sF ) is analytic in s . Expand
around s = 0 and evaluate at s = 1 and obtain (107) with the remainder given by

R≥2(K,F ) =
1

2πi

∮
|s|=D

R(sK, sF ) ds
s2(s− 1)

. (110)

Using the bound (109) and picking up an extra factor |s−2| = D−2 we have the
result.

2
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III.2 Large sets

We next study the linearization R1(K,F ) on large sets, that is on large polymers.
A polymer X is called small if it is connected and has |X| ≤ 2d. Otherwise it is a
large polymer.

The following gives favourable bounds for large sets :

Lemma 12 Let K be supported on large sets. Then for any p, q > 0

‖S1(K)‖G,h,Γp ≤ O(1)L−2‖K‖GL,hL,Γp−q . (111)

Under the hypotheses of theorem 10 :

‖S1F1K‖G(κ+δκ),h−δh,Γ ≤ O(1)L−2‖K‖G(κ),h,Γ . (112)

Proof. The first bound follows by following the proof of Theorem 9 for the linear
terms only, but replacing (95) by the stronger inequality

Γp(L−1X̄L) ≤ O(1)L−d−2Γp−q(X) (113)

which is valid for large sets X. This inequality is proved in [11] and [6], Lemma 1.
For the second bound we note that if K is supported on large sets then so is

F1K. Thus we can use the first bound followed by our bound on F1. 2

Remark. The second bound gives a good bound on R1(K,F ) = S1E1(F1K,F )
since we will use it in a situation where E1(K,F ) = K and hence R1(K,F ) =
S1F1K.

III.3 Small sets

For small sets the usual strategy would be to extract the fastest growing terms (the
relevant variables) and get good bounds on the remainder. This generally works
when the canonical scaling dimension of the field is positive. However in d=2 the
field has dimension zero and any polynomial in the field is relevant, rendering
the strategy intractable. For sine-Gordon we use the fact that the interaction
is periodic under translations φ → φ + 2π in field space. This allows a Fourier
analysis in this translation variable and a new contraction mechanism for the non-
zero Fourier modes. The remaining zero modes depend only on ∂φ which has a
positive dimension and thus these terms can be handled by extraction. We now
give the details.

Let K be a polymer activity which satisfies K(X,φ+2π) = K(X,φ). Expand
K(X,Φ + φ) in a Fourier series in the real variable Φ

K(X,Φ + φ) = k0(X,φ) +
∑
q 6=0

eiqΦkq(X,φ) (114)
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where
kq(X,φ) =

1
2π

∫ π

−π
e−iqΦK(X,Φ + φ)dΦ. (115)

Then
K(X,φ) = k0(X,φ) +

∑
q 6=0

kq(X,φ). (116)

The terms with q 6= 0 are called the charged terms and the q = 0 term is called the
neutral term. The terminology is consistent with the Coulomb gas interpretation
of the model. We sometimes also use the notation K̄(X,φ) = k0(X,φ).

Note that for a constant shift c of the field

kq(X,φ+ c) = eiqckq(X,φ). (117)

Also using G(κ,X, φ) = G(κ,X, φ+ Φ) one can show

‖kq‖G(κ),h,Γ ≤ ‖K‖G(κ),h,Γ. (118)

III.3.1 Charged sector

Now we show how in dimension two only, the charged terms exhibit significantly
improved behaviour under the fluctuation step.

Lemma 13 Let K(X,φ) be supported on small sets, and be periodic in φ with
Fourier coefficients kq(X,φ) as above. Then for q 6= 0

‖µC ∗ kq‖G`(κ),h,Γ−1 ≤ mq ‖kq‖G(κ),h+NC ,Γ (119)

where

NC = sup
X small

inf
x∈X
‖C(· − x)− C(0)‖X

mq = exp[−(|q| − 1/2)C(0)]. (120)

Remark. The right side of (119) can also be bounded by mq‖K‖G(κ),h+NC ,Γ.
Then if k0 = 0 so that K(X,φ) =

∑
q 6=0 kq(X,φ) we have

‖µC ∗K‖G`(κ),h,Γ−1 ≤ (
∑
q 6=0

mq) ‖K‖G(κ),h+NC ,Γ ≤ O(1)e−C(0)/2‖K‖G(κ),h+NC ,Γ.

(121)
In d = 2, C(0) = O(logL), giving a significant decay factor for L large. In d > 2,
C(0) = O(1), and the decay factor is not significant.

Proof. We have

(µC ∗ kq)(X,φ) =
∫
kq(X,φ+ ζ)dµC(ζ) . (122)
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Now let f be any function and shift the integral by ζ → ζ + iσqf where σq is the
sign of q. We find our expression is

e(f,C−1f)/2
∫
e−iσq(ζ,C

−1f)kq(X,φ+ ζ + iσqf) dµC(ζ) . (123)

Taking f(y) = C(y − x) where x is an arbitrary point of X gives

eC(0)/2
∫
e−iσqζ(x)kq(X,φ+ ζ + iσqC(· − x))dµC(ζ) . (124)

Now use (117) with c = iσqC(0) to obtain

(µC ∗ kq)(X,φ) = mq

∫
e−iσqζ(x)kq,x(X,φ+ ζ)dµC(ζ) (125)

where
kq,x(X,φ) = kq(X,φ+ iσq(C(· − x)− C(0))) (126)

is a translation of kq.
Taking derivatives and norms :

‖(µC ∗ kq)n(X,φ)‖ ≤ mq

∫
‖(kq,x)n(X,φ+ ζ)‖dµC(ζ) . (127)

By Lemma 5, µC ∗G(κ,X) ≤ G`(κ,X)2|X| and hence

‖(µC ∗ kq)(X)‖G`,h ≤ mq‖kq,x(X)‖G,h 2|X| (128)

(still for any x ∈ X). Now in general we can estimate translations by

‖K(X, ·+ f)‖G,h ≤ ‖K(X)‖G,h+‖f‖X (129)

where ‖f‖X is defined in (23). This can be seen by making a power series expansion
in f . We apply this to kq,x and choose x ∈ X to minimize ‖C(· − x) − C(0)‖X ,
and find

‖kq,x(X)‖G,h ≤ ‖kq(X)‖G,h+NC . (130)

Combining (128) and (130) gives the result.
2

Remark. The price we have paid for the strong contraction factor is a slight loss
in the region of analyticity h+NC → h or h→ h−NC . Iterating this is a problem
in d = 2 since we do not recover analyticity in the scaling step. For the UV problem
this could be overcome by taking h very large at the start. However for the IR
problem we just have to do better.

Lemma 14 Let the hypotheses of Lemma 13 hold. For 0 ≤ η ≤ 1 , and any p, r ≥ 0,

‖S1kq‖G(κ),h,Γp ≤ O(1)LdeηhL|q| ‖kq‖GL(κ),hL(1−η/2),Γp−r . (131)
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Remark. Suppose d = 2 so that hL = h. The point of the lemma is that we
have traded a slightly worse bound (the factor e|q|ηh) for better analyticity (the
improvement from h(1−η/2) to h). If we combine Lemma 13 and Lemma 14 with
the choice η = 2h−1NC (assumed less than 1) we find

‖S1F1kq‖G(κ),h,Γ = ‖S1(µC ∗ kq)‖G(κ),h,Γ

≤ O(1)L2eηh|q|‖(µC ∗ kq)‖GL(κ),h(1−η/2),Γ−1

≤ O(1)L2e2NC |q|mq‖kq‖G(κ),h,Γ . (132)

Since C(0) = O(logL) and NC = O(1) the factor mq = exp(−(|q| − 1/2)C(0)) is
stronger than the factor e2NC |q|. Hence we have accomplished the goal of finding
a strong contraction factor without losing analyticity. (Of course we still have to
see if it is strong enough to beat the factor L2.)

Before embarking on the proof of the lemma we note a preliminary result
which exhibits improved scaling behavior when a function vanishes at a point.

Lemma 15 Let Y be a small set in LX and suppose fL(y) = L−αf(x/L) vanishes
at some point y∗ ∈ Y . Then

‖fL‖Y ≤ O(1)L−1−α‖f‖X . (133)

Proof. First observe that ∂β(fL(x)) = L−|β|−α(∂βf)(L−1x), so we need only look
at the nonderivative term in the norm. Now note that for any y ∈ Y the length of
the shortest rectilinear path within Y from y to y∗, is less than O(1). Therefore
since fL vanishes at y∗

|fL(y)| = |fL(y)− fL(y∗)|
≤ O(1) sup

z∈Y,|β|=1
|∂βfL(z)|

≤ O(1)L−1−α ‖f‖X . (134)

2

Proof (of Lemma 14). With k′q = S1kq we have

k′q(X,φ) =
∑

Y :Ȳ L=LX

kq(Y, φL) (135)

where the sum is over small sets. For each term of (135) we use (117) to shift φL
by a constant ηφL(y∗) where y∗ is an arbitrary point of Y . Then we have

k′q(X,φ) =
∑

Ȳ L=LX

eiqηφL(y∗)kq(Y, (1− η)φL + ηφ̃L) . (136)
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Here we have defined f̃(x) = f(x) − f(y∗/L) so that f̃L(y) = fL(y) − fL(y∗).
Lemma 15 implies

‖(1− η)fL + ηf̃L‖Y ≤ L−α[(1− η) + (O(1)/L)η] ≤ L−α[1− η/2] (137)

whenever ‖f‖X ≤ 1 and so when computing derivatives we obtain

‖(k′q)n(X,φ)‖ ≤
∑

Ȳ L=LX

∑
a+b=n

n!
a!b!

L−nα(|q|η)a(1−η/2)b‖(kq)b(Y, (1−η)φL+ηφ̃L)‖

(138)
We also have by (92)

GL(κ, Y, (1− η)φL + ηφ̃L) = G(κ,L−1Y, φ) ≤ G(κ,X, φ) (139)

and so

‖(k′q)n(X)‖G ≤
∑

Ȳ L=LX

∑
a+b=n

n!
a!b!

L−nα(|q|η)a(1− η/2)b‖(kq)b(Y )‖GL (140)

and so
‖k′q(X)‖G,h ≤ eηhL|q|

∑
Ȳ L=LX

‖kq(Y )‖GL,hL(1−η/2) . (141)

The rest of the proof follows as in theorem 9.
2

III.3.2 Neutral sector

Improved bounds can be arranged for general activities defined on small sets by
extracting a finite number of terms characterised by low “scaling dimension”. As
in [6] we define the scaling dimension dimK of any polymer activity K by

dim(Kn) = rn + ndimφ;
dim(K) = inf

n
dim(Kn) (142)

where the infimum is taken over n such that Kn(X, 0) 6= 0. Here rn is defined
to be the largest integer satisfying rn ≤ r and Kn(X,φ = 0; p×n) = 0 whenever
p×n = (p1, . . . , pn) is an n–tuple of polynomials of total degree less than rn. One
can interpret rn as the number of derivatives present in the φn part of K (up to
a maximum r).

For comparison purposes we quote the following result from [6]:

Theorem 16 Suppose d ≥ 3,, K(X,φ) is supported on small sets, and κh2 ≥ O(1).
Then for any p, q ≥ 0 there is a constant O(1) such that

‖S1(K)‖G,h,Γp ≤ O(1)Ld−dim(K)‖K‖GL,h,Γp−q . (143)
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The proof needs dimφ > 0 and fails for d = 2. However we can obtain a
similar result for d = 2 if we restrict to the neutral sector.

Lemma 17 Suppose d = 2, K(X,φ) is supported on small sets and satisfies the
neutrality condition K(X,φ+ c) = K(X,φ) for any real c, and that κh2 ≥ O(1).
Then for any p, q ≥ 0 there is a constant O(1) such that

‖S1(K)‖G,h,Γp ≤ O(1)L2−dim(K)‖K‖GL,h,Γp−q . (144)

Remark. The neutrality condition implies Kn(X,φ; f1, ..., fn) vanishes if any fi
is a constant. Hence dimKn = rn ≥ n for n < r and dimKn = rn = r for n ≥ r.

Proof. Starting from the definition (97) we have

(S1K)n(X,φ) =
∑

Y :Ȳ L=LX

(KL−1)n(L−1Y, φ) . (145)

Thus we need to estimate

‖(KL−1)n(L−1Y, φ)‖ = sup
‖fi‖X≤1

|Kn(Y, φL; f1,L, ..., fn,L)| . (146)

By the remark above the supremum can be taken over fields fi such that
fi,L vanishes at a point in Y . For such fields Lemma 15 applies again giving
‖fi,L‖Y ≤ O(1)L−1‖fi‖X and it follows that

‖(S1K)n(X,φ)‖ ≤
∑
Y

‖Kn(Y, φL)‖(O(1)L−1)n . (147)

We proceed as in the proof of Theorem 9, first summing only over n ≥ dim(K) so
we can gain a factor L− dim(K). With dim(K) = k we have∑

n≥k
hn/n!‖(S1K)n(X)‖G ≤ O(1)L−k

∑
Y

‖K(Y )‖GL,h . (148)

We do something different for derivatives Kn with n < k. We have the
representation

Kn(Y, φL; f×nL ) =
k−1∑
m=n

1
(m− n)!

Km(Y, 0;φ×(m−n)
L × f×nL )

+
∫ 1

0
dt

(1− t)k−n−1

(k − n− 1)!
Kk(Y, tφL;φ×(k−n)

L × f×nL ) .(149)
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Again by the neutrality condition we can replace φL by φ̃L(y) = φL(y) − φL(y∗)
for some y∗ ∈ Y , and similarly for fL. Now in [6], Lemma 15, it is proved that

|Kn(Y, 0; f×nL )| ≤ (O(1))nL−dimKn‖Kn(Y, 0)‖
n∏
j=1

‖fj‖X . (150)

Use this bound on the terms in the sum. The remainder is estimated using ‖φ̃L‖Y ≤
O(1)L−1‖φ̃‖X from Lemma 15. We find

‖(S1K)n(X,φ)‖ ≤ O(1)L−k
∑
Y{

k−1∑
m=n

‖Km(Y, 0)‖ ‖φ̃‖m−nX +
∫ 1

0
dt (1− t)k−n−1 ‖Kk(Y, tφL)‖ ‖φ̃‖k−nX

}
(151)

Now multiply by G(κ,X, φ)−1. For the remainder term we use

G(κ,X, φ)−1 = G(κt2,X, φ)−1G(κ(1− t2),X, φ)−1

≤ GL(κt2, Y, φL)−1G(κ(1− t2),X, φ)−1 (152)

where we have used (92) again. We next use

sup
φ
‖φ̃‖aX G(κ(1− t2),X, φ)−1 ≤ O(1)(κ(1− t2))−a/2 . (153)

This is a Sobolev inequality on derivatives of order up to r and needs s > d/2 + r.
For the zeroeth derivative we dominate φ̃ by a first derivative and then use the
Sobolev inequality. Here we use the fact that X is necessarily small and so has
diameter O(1). Now the integral over t can be estimated by O(1)‖Kk(Y )‖GL
κ−(k−n)/2. The terms in the sum over m are treated similarly and we end up
with

‖(S1K)n(X)‖G ≤ O(1)L−k
∑
Y

k∑
m=n

‖Km(Y )‖GL κ−(m−n)/2 . (154)

Since κ−1/2 ≤ O(1)h, this leads for n < k to

hn

n!
‖(S1K)n(X)‖G ≤ O(1)L−k

∑
Y

‖K(Y )‖GL,h . (155)

Combining this with (148) we find

‖(S1K)(X)‖G,h ≤ O(1)L−k
∑
Y

‖K(Y )‖GL,h (156)

and the result follows as before.
2
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IV The infrared problem

We return to the sine-Gordon model in d = 2. The infrared problem for β > 8π is
to study the partition function

Z =
∫

exp
(
ζ

∫
ΛM

cos(φ(x))dx
)
dµβvM0 (φ). (157)

in the limit M →∞. In particular we want to prove Theorem 1.
We shall use a family of polymer activity norms defined for j = 0, 1, 2, ... by

‖K‖j = ‖ · ‖G(κj),hj ,Γ (158)

where the underlying φ–norms in (23) are taken with r = 4, s = 6. The large field
regulator is G(κj) defined by (25) with

κj = κ0

(
j∑

k=0

2−k
)
. (159)

We choose c = (8Lcs)−1 and κ0c
−1L2 sufficiently small that Lemma 5 holds (thus

κ0 ≤ O(L−3)). Note that κj increases slowly in j. The domain of analyticity is
defined by

hj = h∞

1 +
∞∑

k=j+1

2−k

 (160)

with h∞ = κ
−1/2
0 (so h∞ ≥ O(L3/2)). Note that hj decreases slowly in j and that

κ
1/2
j hj′ ≥ κ

1/2
0 h∞ = 1. Finally Γ is defined as in (27). We restate Theorem 1 as

follows :

Theorem 18 Let β be chosen from a compact subset of (8π,∞), let 0 < ε < 1, and
let L be chosen sufficiently large. Then there is a number ζ̄ such that for all ζ real
with |ζ| ≤ ζ̄ and any 0 ≤ j ≤M the partition function has the form

Z = eEj
∫
Exp(2 +Kj)(ΛM−j , φ)dµβvM−j0 (σj)

(φ) (161)

where the polymer activities Kj are translation invariant, and even and 2π–periodic
in φ. They satisfy the bounds

‖Kj‖j ≤ δj |ζ|1−ε (162)

where δ = O(1) max{L−2, L2−β/4π} < 1/4. Furthermore the energy density and
the field strength have the form

Ej =
j−1∑
k=0

δEk

σj =
j−1∑
k=0

δσk (163)
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and satisfy the bounds

|δEk| ≤ O(1) δk |ζ|1−ε|ΛM−k|
|δσk| ≤ O(1) h−2

∞ δk |ζ|1−ε . (164)

Remark. Since ‖Kj‖∞ ≤ ‖Kj‖j the version stated in Theorem 1 follows as well.

Proof. The proof is by induction on j. For j = 0 we write the interaction as
a sum over unit blocks, make a Mayer expansion, and then group together into
connected components to obtain

exp(
∑

∆⊂ΛM

ζV (∆)) =
∑
{∆i}

∏
i

(eζV (∆i) − 1) = Exp(2 +K0)(ΛM ) . (165)

Here K0 is supported on connected polymers and is given by

K0(X) =
∏

∆⊂X
(eζV (∆) − 1) . (166)

However by Lemma 20 in the appendix we have the estimate for |ζ| sufficiently
small

‖eζV (∆) − 1‖1,h0 ≤ |ζ|1−ε/2 . (167)

Hence ‖K0(X)‖1,h0 ≤ (|ζ|1−ε/2)|X| and it follows by a standard bound [13] that
‖K0‖0 ≤ |ζ|1−ε. Thus the representation and the bound hold for j = 0.

Before proceeding to the general step of the induction we specify the extrac-
tions we want to make. For an expression Exp(2 + K)(Λ, φ), the extracted part
F = F (K) is taken from the neutral sector K̄(X,φ) = (2π)−1

∫ π
−πK(X,Φ + φ)dΦ

for small sets. It is chosen satisfying F (X,φ+c) = F (X,φ) and so that dim(K̄−F )
is larger than zero. In fact we want to choose F so that dim(K̄ − F ) ≥ 4 ( this
is why we need r = 4). These conditions are more than sufficient to beat the
factor L2 in the scaling step. As noted earlier the neutrality condition implies
dim(K̄n) ≥ min(n, 4) , and hence we may take Fn = 0 for n ≥ 4. Also note
that K̄n(X, 0) = 0 for n odd, and hence we may take F1, F3 = 0. The remaining
conditions are for small sets X :

(K̄ − F )0(X, 0) = 0
(K̄ − F )2(X, 0;xµ, xν) = 0

(K̄ − F )2(X, 0;xµ, xνxρ) = 0 . (168)

If we define the extracted part by F (X) =
∑

∆ F (X,∆) and

F (X,∆, φ) = α(0)(X)+
∑
µ,ν

α(2)
µ,ν(X)

∫
∆

(∂µφ)(∂νφ)+
∑
µ,νρ

α(2)
µ,νρ(X)

∫
∆

(∂µφ)(∂2
νρφ)

(169)



528 J. Dimock and T. R. Hurd Ann. Henri Poincaré

then the conditions (168) determine

α(0)(X) = |X|−1 K̄0(X, 0) 1S(X)
α(2)
µ,ν(X) = (2|X|)−1K̄2(X, 0;xµ, xν) 1S(X)

α(2)
µ,νρ(X) = |X|−1K̄2(X, 0;xµ, xνxρ) 1S(X) (170)

where 1S is the characteristic function of small sets. The last two equations define
F = F (K).

Now we continue with the induction, supposing the theorem is true for j
and proving it for j + 1. The RG applied to Exp(2 +Kj)(ΛM−j , φ) starts with a
fluctuation integral with the measure µβCj where

Cj(x− y) = vM−j0 (σj , x− y)− vM−j−1
0 (σj , (x− y)/L) . (171)

Let Fj be the map on polymer activities associated with this operation, so the new
activities are K#

j = Fj(Kj). Next we extract Fj = F (K#
j ) with coefficients αj as

specified above. Finally we scale to the volume ΛM−j−1. Thus as in Theorem 10 :(
µβCj ∗ Exp(2 +Kj)(ΛM−j)

)
(φL)

= exp

 ∑
X⊂ΛM−j

Fj(X,φL)

 Exp(2 +Kj+1)(ΛM−j−1, φ) (172)

where
Kj+1 = Rj(Kj) ≡ S(E(K#

j , F (K#
j )) . (173)

Using the lattice invariances one can prove that∑
X⊃∆

α
(0)
j (X) = δEj∑

X⊃∆

α
(2)
j,µ,ν(X) = −(2β)−1 δµν δσj∑

X⊃∆

α
(2)
j,µ,νρ(X) = 0 (174)

for some constants δEj , δσj . Now (172) becomes

(µβCj ∗ Exp(2 +Kj)(ΛM−j))(φL) (175)

= exp

(
δEj |ΛM−j | −

δσj
2β

∫
ΛM−j−1

(∂φ)2

)
Exp(2 +Kj+1)(ΛM−j−1, φ). (176)
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The partition function Z is the integral of this with respect to µβvM−j−1
0 (σj)

. Ab-
sorbing the

∫
(∂φ)2 term into this measure changes v(σj) to v(σj+1) with

σj+1 = σj + δσj (177)

and we have

Z = eEj+1

∫
Exp(2 +Kj+1)(ΛM−j−1, φ)dµβvM−j−1

0 (σj+1)(φ) (178)

where

Ej+1 = Ej + δEj |ΛM−j |+ log

[∫
exp

(
−δσj

2β

∫
ΛM−j−1

(∂φ)2

)
dµβvM−j−1

0 (σj)
(φ)

]
(179)

This establishes the required form (161) for j + 1.
Theorem 10 will be used to obtain a crude bound on ‖Kj+1‖j+1. With δhj =

hj −hj+1 = 2−j−1h∞ and δκj = κj+1− κj = 2−j−1κ0 we check the hypotheses of
this theorem.

1. This is true by the inductive assumption on Kj for ζ̄ sufficiently small.

2. True by our choice of κ0, c.

3. First note from Lemma 23 in the appendix that ‖βCj‖∗ is bounded uniformly
in j. Also δj(δhj)−2 is bounded uniformly in j for L sufficiently large, and
therefore

‖Kj‖j ≤ δj |ζ|1−ε ≤ (8γ2‖βCj‖∗)−1(δhj)2 (180)

holds for all j provided ζ̄ is small enough.

4. The stability conditions will be verified by using Lemma 21 in the appendix
which involves

‖α(X)‖a = |α(0)(X)|+ a2
∑
µν

|α(2)
µν (X)|+ a2

∑
µνρ

|(α(2)
µνρ(X)| . (181)

By this lemma Fj is stable for (G′`(κj), hj+1, fj(X)) if we take the defi-
nition fj(X) = O(1)‖αj(X)‖hj+1 . We need ‖fj‖Γ−1 small and ‖fj‖Γ−1 ≤
O(1)‖Kj‖j and it suffices to show the latter. Now in the definition of αj(X)
replace x by x−x∗ where x∗ is some point inX. Then we obtain the estimates
for n = 0, 2

|α(n)
j (X)| ≤ O(1)‖K̄#

n (X, 0)‖ ≤ O(1)‖K#
n (X, 0)‖ ≤ O(1)‖K#

n (X)‖G`(κj).
(182)

It follows that

‖αj(X)‖hj+1 ≤ O(1)‖K#(X)‖G`(κj),hj+1 . (183)
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and hence

‖fj‖Γ−3 ≤ O(1)‖K#‖G`(κj),hj+1,Γ−3 ≤ O(1)‖Kj‖j (184)

Since f is supported on small sets the same bound holds for ‖fj‖Γ−1 .

Lemma 21 also says that F is stable for (G`(δκj), hj+1, δfj(X)) if we define
δfj(X) = O(1)‖αj(X)‖

δκ
−1/2
j

. We must show that ‖δfj‖Γ−3 is sufficiently

small under our hypotheses. We have that 1 ≤ δκ−1
j h−2

j+1 ≤ 2j+1 and hence
|δfj(X)| ≤ O(1)2j |fj(X)|. Therefore

|δfj |Γ−3 ≤ O(1)2j |fj|Γ−3 ≤ O(1)2j‖Kj‖j ≤ O(1)(2δ)j |ζ|1−ε (185)

which is small for ζ small.

This verifies the hypotheses of Theorem 10 and we conclude

‖Kj+1‖j+1 = ‖Rj(Kj)‖j+1 ≤ O(1)L2‖Kj‖j . (186)

It remains to improve the crude bound onKj+1 to ‖Kj+1‖j+1 ≤ δ‖Kj‖j so we
get the required ‖Kj+1‖j+1 ≤ δj+1|ζ|1−ε. To accomplish this let 1S (respectively
1S̄) be the characteristic function of small (large) sets, write Kj =

∑
q kq as in

(116), and make the decomposition

Kj+1 = R≥2(Kj) +R1(Kj1S̄) +R1(
∑
q 6=0

kq1S) +R1(k01S) . (187)

We will show that each of the four terms on the right can be bounded by
(δ/4)‖Kj‖j .

1. As above one can check that Theorem 10 holds for sKj , sFj with |s| ≤ L4.
Then by Lemma 11 with D = L4

‖R≥2(Kj)‖j+1 ≤ O(1)L−2‖Kj‖j ≤
δ

4
‖Kj‖j . (188)

2. The extraction is zero on large sets and so by Lemma 12

‖R1(Kj1S̄)‖j+1 = ‖S1F1(Kj1S̄)‖j+1 ≤ O(1)L−2‖Kj‖j ≤
δ

4
‖Kj‖j . (189)

3. There is no extraction in R1(kq1S) since the extraction is based on F1(kq1S)
= F1(k̄q1S) = 0. Hence the third term is

∑
q 6=0 S1F1(kq 1S) which we bound

by putting together Lemmas 13, 14. As in (132) we have

‖S1F1(kq1S)‖j+1 ≤ O(1)L2e2NβCj |q|e−(|q|−1/2)βCj(0)‖kq‖j . (190)
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However by estimates on Cj in Lemma 23 in the Appendix we have

NβCj ≤ β‖∂Cj‖∞ ≤ O(1) (191)

and
Cj(0) =

logL
2π(1 + σj)

+O(e−L
M−j−1/2). (192)

Using also ‖kq‖j ≤ ‖Kj‖j and the bound on σj we have for L sufficiently
large :

‖R1

∑
q 6=0

kq1S

 ‖j+1 ≤ O(1)L2
∑
q 6=0

(
e−|q|(βCj(0)−2NβCj )+βCj(0)/2

)
‖Kj‖j

≤ O(1)L2−β/4π‖Kj‖j

≤ δ

4
‖Kj‖j . (193)

4. This term has the desired bound because of the extraction. Let K† =
F1(k01S). Then we have R1(k01S) = S1(K† − F (K†)). The extraction F
is defined so that dim(K̄† − F (K†)) ≥ 4, but we have K̄† = K† (since the
same is true of k0) and hence dim(K†−F (K†)) ≥ 4. Then Lemma 17 applies
(note κj+1h

2
j+1 ≥ 1) and gives

‖R1(k01S)‖j+1 ≤ O(1)L−2‖K† − F (K†)‖G`(κj+1),hj+1,Γ−3 . (194)

Now ‖K†‖G`(κj+1),hj+1,Γ−3 ≤ O(1)‖Kj‖j . Furthermore the same bound
holds for F (K†). To see this extend the argument of Lemma 21 in the ap-
pendix. If α† is defined from K† we argue as in (239) and (183) and find

‖(F (K†))(X)‖G`(κj+1),hj+1 ≤ O(1) ‖α†(X)‖hj+1

≤ O(1)‖K†(X)‖G`(κj+1),hj+1 (195)

which is enough. Thus

‖R1(k01S)‖j+1 ≤ O(1)L−2‖Kj‖j ≤
δ

4
‖Kj‖j . (196)

This completes the bound on ‖Kj+1‖j+1. The last step is to establish the
bounds (164). Using (182) we have

|δEj| ≤ O(1)‖K#
0 ‖G`(κj),Γ−3 ≤ O(1)‖Kj‖j ≤ O(1)δj |ζ|1−ε

|δσj | ≤ O(1)β‖K#
2 ‖G`(κj),Γ−3 ≤ O(1)h−2

j+1‖Kj‖j ≤ O(1)h−2
∞ δj |ζ|1−ε(197)
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We also need to bound δEj . Let v = vM−j−1
0 (σj) and let T = v1/2∆v1/2, a positive

self-adjoint operator. Doing the integral in (179) we find

δEj = δEj|ΛM−j |+ log
(

det(1 + δσjT )−1/2
)

= δEj|ΛM−j | −
1
2
tr (log(1 + δσjT )) . (198)

But ‖T‖ ≤ 2 and |δσj | is small so the spectrum of δσjT is confined to a small
neighborhood of the origin. Hence | log(1 +λ)| ≤ O(1)|λ| for any eigenvalue λ and
hence

|tr (log(1 + δσjT )) | ≤ O(1)tr(|δσjT |) = O(1)|δσj |tr(T ) ≤ O(1)|δσj ||ΛM−j−1|
(199)

where the last step is an explicit computation. Now the bounds on δEj and δσj
yield the bound |δEj | ≤ O(1)δj |ζ|1−ε|ΛM−j |. This completes the proof of the
infrared theorem.

2

V The ultraviolet problem

The ultraviolet problem on the unit torus Λ0 for β < 8π is equivalent to a scaling
limit for unit cutoff theories. Thus we study the N → ∞ limit of the partition
function

Z =
∫

exp
(
ζ−N

∫
ΛN

cos(φ(x))dx
)
dµβvN0 (φ). (200)

After a number of RG transformations the RG index will increase from −N
to a value j ≤ 0 and we will be on a volume Λ|j| with a coupling constant which
will have grown from the ultra small ζ−N to

ζj = L−2|j|eβv
|j|
0 (0)/2ζ. (201)

At this point polymer activities are estimated with a norm essentially the same as
for the IR problem, but with relaxed smoothness in φ characterized by r = 2, s = 4
in (23). We take

‖ · ‖j = ‖ · ‖G(κ),hj ,Γ (202)

with c = (8Lcs)−1, κ = O(L−3) sufficiently small so that Lemma 5 holds, and

hj = h0

[
1 +

|j|∑
k=1

2−k
]

(203)

(which decreases in j) with h0 = κ−1/2 = O(L3/2), and Γ as in (27).
Our aim is now to prove the following refinement of Theorem 2.
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Theorem 19 Let β be chosen from a compact subset of (0, 8π), let 0 < ε < 1/4,
and let L be chosen sufficiently large. Then there is a number ζ̄ such that for all ζ
complex with |ζ| ≤ ζ̄ and any −N ≤ j ≤ 0 the partition function has the form

Z = eEj
∫
Exp(2 +Kj)(Λ|j|, φ)dµ

βv
|j|
0

(φ) . (204)

The polymer activities Kj are translation invariant, even and 2π–periodic in φ,
analytic in ζ and have the form

Kj = ζjV + K̃j (205)

where V is given by (18). We have the estimates

‖ζjV ‖j ≤ |ζj |1−ε

‖K̃j‖j ≤ |ζj |2−4ε . (206)

Furthermore, the energy density has the form

Ej =
j−1∑
k=−N

δEk|Λ|k|| (207)

where
|δEk| ≤ O(1)|ζk|2−4ε . (208)

Proof. The proof is by induction on j = −N, ... − 1. For j = −N the initial
density can be written just as in the IR problem as

exp(ζ−N
∫

ΛN
cosφ) = Exp(2 +K−N )(ΛN , φ) (209)

where K−N is supported on connected polymers and given by

K−N (X) =
∏

∆⊂X
(eζ−NV (∆) − 1) . (210)

If X = ∆ we write K−N (∆) = ζ−NV (∆) + K̃−N (∆) where

K̃−N (∆) = eζ−NV (∆) − ζ−NV (∆)− 1 . (211)

The bound ‖K̃−N (∆)‖1,h−N ≤ |ζ−N |2−ε now follows from Lemma 20 in the ap-
pendix. Also for |X| ≥ 2 we have ‖K̃−N (X)‖1,h−N = ‖K−N (X)‖1,h−N ≤
O(1)(|ζ−N |1−ε)|X|. From these two bounds we can deduce that for j = −N

‖K̃−N (X)‖G(κ),h−N ,Γ = |ζ−N |2−2ε . (212)
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Thus the theorem is established for j = −N .
Next we specify the extractions F (K) from a polymer activity K in the

general step. Again the extraction is from the neutral part on small sets, but now
we only need dim(K̄ − F (K)) ≥ 2. Thus we extract only the constant

(F (K))(X) = α(X)|X| = K̄(X, 0) 1S(X) . (213)

Now we suppose the theorem is true for j and prove it for j+1. Starting with
Exp(2 +Kj)(Λ|j|, φ) we do a fluctuation integral with the measure µβCj where

Cj(x− y) = v
|j|
0 (0, x− y)− v|j+1|

0 (0, (x− y)/L). (214)

This produces new polymer activities K#
j = F(Kj). Then we extract Fj(X) =

αj(X)|X| = K̄#
j (X, 0)1S as above. Finally we scale down to the volume Λ|j+1|.

Thus we have as in Theorem 10

(µβC ∗ Exp(2 +Kj)(Λ|j|))(φL)

= exp

 ∑
X⊂Λ|j|

Fj(X)

 Exp(2 +Kj+1)(Λ|j+1|, φ)

= exp
(
δEj |Λ|j||

)
Exp(2 +Kj+1)(Λ|j+1|, φ) (215)

where

δEj =
∑
X⊃∆

αj(X)

Kj+1 = R(Kj) = S(E(K#
j , F (K#

j ))) . (216)

The partition function is obtained from (215) by multiplying by eEj and integrating
with respect to µ

βv
|j+1|
0

and has the required form

Z = eEj+1

∫
Exp(2 +Kj+1)(Λ|j+1|, φ)dµ

βv
|j+1|
0

(φ) (217)

where
Ej+1 = Ej + δEj |Λ|j||. (218)

Next we check the hypotheses of Theorem 10 with δhj = hj−hj+1 and δκ = 0.
It is easier than before since only constants are extracted. A degenerate version
of Lemma 21 with α(2) = 0 implies that Fj is stable for (G`(κ), hj+1, f(X)) and
(1, hj+1, δf(X)) with f(X) = δf(X) = O(1)|αj(X)| . Since |αj |Γ−3 ≤ O(1)‖Kj‖j
is certainly small enough, the stability assumption of Theorem 10 holds. The other
assumptions are easily checked and we conclude

‖Kj+1‖j+1 ≤ O(1)L2‖Kj‖j . (219)
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The leading behaviour of the RG is given by noting that

R1(ζjV ) = ζj+1V . (220)

Indeed simple computations give F1(V ) = e−βC(0)/2V and E1(V, F (V )) = V −
F (V ) = V and S1V = L2V . Thus R1(ζjV ) = L2e−βC(0)/2ζjV and since
L2e−βC(0)/2ζj = ζj+1 the claim is verified. Because of this we now have :

K̃j+1 = R1(K̃j) +R≥2(Kj) . (221)

If we expand K̃j =
∑
q kq on small sets as before this can be written

K̃j+1 = R≥2(Kj) +R1(K̃j1S̄) +R1(
∑
q 6=0

kq1S) +R1(k01S) . (222)

To show ‖K̃j+1‖j+1 ≤ |ζj+1|2−4ε we show that each of the four terms on the
right of (222) can be bounded by |ζj+1|2−4ε/4.

1. One checks that Theorem 10 holds for sKj , sFj with s ≤ |ζj |−1+2ε. Then by
Lemma 11 with D = |ζj |−1+2ε we have

‖R≥2(Kj)‖j+1 ≤ O(1)L2|ζj |1−2ε‖Kj‖j ≤ |ζj |2−4ε/4 . (223)

2. No extractions are taken from large sets so R1(K̃j1S̄) = S1F1(K̃j1S̄). There-
fore we can use Lemma 12 and find

‖R1(K̃j1S̄)‖j+1 ≤ O(1)L−2‖K̃j1S̄‖j ≤ |ζj |2−4ε/4 ≤ |ζj+1|2−4ε/4 . (224)

3. The third term is bounded using Lemmas 13,14 just as in the infrared section,
and we gain a factor e−βC(0)/2+2NβC = O(1)L−β/4π. We have

‖R1

∑
q 6=0

kq

 1S‖j+1 ≤ O(1)L2
∑
q 6=0

(
e−|q|(βC(0)−2NβC)+βC(0)/2

)
‖K̃j‖j

≤ O(1)L2−β/4π|ζj |2−4ε

≤ O(1)L(2−β/4π)(1−(2−4ε))|ζj+1|2−4ε

≤ |ζj+1|2−4ε/4 . (225)

Here we have used |ζj | ≤ O(1)L−(2−β/4π)|ζj+1|.

4. LettingK† = F1(k01S) we haveR1(k01S) = S1(K†−F (K†)). The extraction
F is now defined so that dim(K† − F (K†)) ≥ 2 and Lemma 17 gives

‖R1(k01S)‖j+1 ≤ O(1)‖K† − F (K†)‖G`,hj+1,Γ−3 . (226)

This is bounded by O(1) ‖K†‖G`,hj+1,Γ−3 ≤ O(1)‖K̃j‖j and thus

‖R1(k01S)‖j+1 ≤ O(1)|ζj |2−ε ≤ |ζj+1|2−ε/4 . (227)
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Now the bound on ‖K̃j+1‖j+1 is complete. Next we need the bound on δEj.
We have as before

|δEj| ≤ O(1)‖K#
j ‖G`,hj+1,Γ−3 ≤ O(1)‖Kj‖j ≤ O(1)|ζj |1−ε . (228)

But we are claiming more, namely that the bound is actually O(1)|ζj |2−4ε. To see
the improvement note that δEj depends on K̄#

j where K#
j = F(Kj) = F1(Kj) +

F≥2(Kj) Since F1(Kj) = F1(K̄j) and since V̄ = 0 this term only depends of K̃j .
Thus both terms are O(|ζj |2−4ε). We omit the details of this estimate.

The analyticity of Kj(X,φ) in ζ follows by observing that K−N (X,φ) is
analytic for complex |ζ| ≤ ζ̄ and that each RG transformation preserves this
property. This completes the proof of the ultraviolet theorem.

2

A Appendix

A.1 Estimates on potentials

Lemma 20 Let V (∆, φ) =
∫

∆ cos(φ(x))dx for a unit block ∆. Then for any complex
ζ.

‖V (∆)‖G=1,h ≤ eh

‖eζV (∆)‖G=1,h ≤ 2 exp(|ζ|e2h) . (229)

Furthermore for 0 < ε < 1 and |ζ| sufficiently small (depending on h, ε)

‖eζV (∆) − 1‖G=1,h ≤ |ζ|1−ε

‖eζV (∆) − ζV (∆)− 1‖G=1,h ≤ |ζ|2−ε . (230)

Proof. A computation shows that ‖Vn(∆, φ)‖ ≤ 1 and the first bound follows.
For the second bound we compute the nth derivative and resum as in [5] and find

(2h)n

n!
‖(eζV (∆))n(φ)‖ ≤ exp

( ∞∑
n=0

(2h)n

n!
|ζ|‖Vn(∆, φ)‖

)
. (231)

Again we use ‖Vn(∆, φ)‖ ≤ 1 and then take the supremum over φ to obtain

(2h)n

n!
‖(eζV (∆))n‖G=1 ≤ exp

(
|ζ|e2h) . (232)

Now multiply by 2−n and sum over n to get the result.
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For the third bound we write

eζV (∆) − 1 =
1

2πi

∫
ezζV (∆)

z(z − 1)
dz (233)

where the contour is the circle |z| = |ζ|−1+ε/2 ≥ 2. Since ‖ezζV (∆)‖1,h ≤ O(1) for
|ζ| small by the second bound we get a bound O(1)|ζ|1−ε/2 ≤ |ζ|1−ε. The fourth
bound is similar. This completes the proof.

2

The next lemma is useful in verifying the stability hypothesis. Fix a unit
square ∆ and consider a family of quadratic polynomials F (X,∆) defined for
small sets X ⊃ ∆ which have the form

F (X,∆) = α(0)(X) +
∑

1≤|a|,|b|≤r
α

(2)
ab (X)

∫
∆
∂aφ(x)∂bφ(x)dx (234)

where a, b are multi-indices. (We could as well include a term linear in ∂φ.) We
also define

‖α(X)‖a = |α(0)(X)|+ a2|α(2)(X)| ≡ |α(0)(X)|+ a2
∑
ab

|α(2)
ab (X)| . (235)

Lemma 21 Let α(X) be supported on small sets and let a = max{κ−1/2, h} for
κ ≤ 1 and h ≥ 1. Also let k = O(1) be the number of small sets containing a unit
block ∆. Then for all complex z(X) satisfying

40k|z(X)|‖α(X)‖a ≤ 1 (236)

we have

‖ exp

(∑
X⊃∆

z(X)F (X,∆)

)
‖G′(κ),h ≤ 2 . (237)

Thus F is stable for (G′(κ), h, 40k‖α(X)‖a),

Remark. Similarly F is stable for (G′`(κ), h,O(1)‖α(X)‖a) with a larger constant
O(1).

Proof. We have as above
(3h)n

n! ‖
(
exp(

∑
X⊃∆ z(X)F (X,∆))

)
n

(φ)‖ ≤ (238)

exp
(∑

X⊃∆ |z(X)|
∑2
n=0

(3h)n

n! ‖Fn(X,∆, φ)‖
)
.

Now compute the derivatives and estimate them by

|F0(X,∆, φ)| ≤ |α(0)(X)|+ |α(2)(X)|‖∂φ‖2s,∆
‖F1(X,∆, φ)‖ ≤ 2|α(2)(X)|‖∂φ‖s,∆
‖F2(X,∆, φ)‖ ≤ 2|α(2)(X)| . (239)
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Then estimate

2∑
n=0

(3h)n

n!
‖Fn(X,∆, φ)‖ ≤ |α(0)(X)|+

(
‖∂φ‖2s,∆ + 6h‖∂φ‖s,∆ + 9h2) |α(2)(X)|

≤ |α(0)(X)|+
(
10‖∂φ‖2s,∆ + 10h2) |α(2)(X)|

≤ |α(0)(X)|+ 10a2(1 + κ‖∂φ‖2s,∆)|α(2)(X)|
≤ 40(1/4 + κ‖∂φ‖2s,∆)‖α(X)‖a . (240)

Now since 40|z(X)|‖α(X)‖a ≤ k−1 we find

∑
X⊃∆

|z(X)|
2∑

n=0

(3h)n

n!
‖Fn(X,∆, φ)‖ ≤ 1/4 + κ‖∂φ‖2∆,s . (241)

Using this in (238) yields

(3h)n

n!
‖
(

exp(
∑
X⊃∆

z(X)F (X,∆))

)
n

‖G′(κ) ≤ e
1
4 . (242)

Now multiply by 3−n and sum over n to obtain the result.
2

A.2 Estimates on covariances

Let C∞(σ, x) be the covariance on Rd, d ≥ 2 defined by

C∞(σ, x) = (2π)−d
∫

Rd

dp
eipx

p2 [(ep
4

+ σ)−1 − (eL
4p4

+ σ)−1] . (243)

Lemma 22 1. There is σ0 = O(1) such that for |σ| ≤ σ0 and any multi-index β
there are constants c1, c2 such that

|∂βC∞(σ, x)| ≤ c1 exp(−|x|/L)∫
|∂βC∞(σ, x)|dx ≤ c2 . (244)

The constant c1 = O(1) logL for d = 2, β = 0, but may be chosen indepen-
dent of L otherwise. We also have c2 ≤ O(1)

∫ L
1 s1−|β|ds.

2. In d = 2,

C∞(σ, 0) =
logL

2π(1 + σ)
. (245)
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Proof. We rewrite the covariance and its derivatives as

∂βC∞(σ, x) = (2π)−d
∫ L

1
ds

∫
Rd

dp
eipx

p2 (ip)β (− ∂

∂s
)(es

4p4
+ σ)−1

= (2π)−d
∫ L

1
ds

∫
Rd

dp
eipx

p2 (ip)β
(4s3p4es

4p4
)

(es4p4 + σ)2

= 4(2π)−d
∫ L

1

ds

sd−1+|β|

∫
Rd

dp eis
−1px

[
(ip)βp2 ep

4

(ep4 + σ)2

]
(246)

The function in brackets is analytic, bounded and integrable in the strip
|Im(p)| ≤ 1 around the real axis when |σ| is small. Therefore we can shift the p
integral one unit in an imaginary direction and exhibit the exponential decay in
x. We find

|∂βC∞(σ, x)| ≤ O(1)
∫ L

1

ds

sd−1+|β| e
−s−1|x| (247)

and the bounds (244) follow. In d = 2 we compute

C∞(σ, 0) = π−2
∫ L

1

ds

s

∫ ∞
0

2πrdr
r2er

4

(er4 + σ)2 (248)

=
logL

2π(1 + σ)
. (249)

This completes the proof.
2

Now let CM(σ, x) be the covariance on ΛM as defined in (22).

Lemma 23 Let |σ| ≤ σ0 .

1. For any multi-index β and |x| ≤ LM/2
|∂βCM (σ, x)| ≤ O(1)c1 exp(−|x|/L)∫

|∂βCM (σ, x)|dx ≤ O(1)c2 . (250)

2. In d = 2,

CM(σ, 0) =
logL

2π(1 + σ)
+O(1)e−L

M−1/2 . (251)

Proof. We have the representation

CM (σ, x) =
∑
n∈Z2

C∞(σ, x+ nLM ) . (252)

This follows since both sides are doubly periodic with period LM , and they have
the same Fourier coefficients, namely p−2((ep

4
+ σ)−1 − (eL

4p4
+ σ)−1) for p 6= 0

and 0 for p = 0. The terms in the sum are estimated by the previous lemma and
we obtain all the stated results. 2
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