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#### Abstract

We consider Schrödinger operator $-\Delta+V$ in $\mathbb{R}^{d}(d \geq 2)$ with smooth periodic potential $V$ and prove that there are only finitely many gaps in its spectrum.


## 1. Introduction

This paper is devoted to proving the Bethe-Sommerfeld conjecture which states that number of gaps in the spectrum of a Schrödinger operator

$$
\begin{equation*}
-\Delta+V(\mathbf{x}), \quad \mathbf{x} \in \mathbb{R}^{d} \tag{1.1}
\end{equation*}
$$

with a periodic potential $V$ is finite whenever $d \geq 2$. We prove the conjecture for smooth potentials in all dimensions greater than one and for arbitrary lattices of periods. The conjecture so far was proved by V. Popov and M. Skriganov [9] (see also [11]) in dimension 2, by M. Skriganov [12,13] in dimension 3, and by B. Helffer and A. Mohamed [3] in dimension 4; M. Skriganov [12] has also shown the conjecture to hold in arbitrary dimension under the assumption that the lattice of periods is rational. In the case $d=3$ the conjecture was proved in [5] for non-smooth or even singular potentials (admitting Coulomb and even stronger singularities). An interesting approach to proving the conjecture was presented by O. A. Veliev in [15].

There is a number of problems closely related to the Bethe-Sommerfeld conjecture on which extensive work has been done; the relevant publications include, but are by no means restricted to, $[2,5]$ (and references therein), $[7,8]$. Methods used to tackle these problems range from number theory $[7,8,12,13]$ to microlocal analysis in [3] and perturbation theory in [5,14] and [15]. The approach used in the present paper consists, mostly, of perturbation theoretical arguments with a bit of geometry and geometrical combinatorics thrown in at the end.

There are certain parallels between the approach of our paper and the approach used in [15]. In particular, there are several important intermediate results in our paper and in [15] which look rather similar to each other. Examples of such similarities are: precise asymptotic formulae for eigenvalues in the non-resonance regions and some, although not very precise, formulae in the resonance regions; proving that the eigenvalue is simple when we move the dual parameter $\boldsymbol{\xi}$ along a certain short interval, and, finally, the use of geometrical combinatorics. However, here the similarities end, because the detailed methods used on each step are completely different. For example, paper [15] makes a heavy use of the asymptotic formulae for the eigenfunctions, whereas in our paper they are not needed. On the other hand, we prove that each eigenvalue close to $\lambda$ is described by exactly one asymptotic formula (i.e., the mapping $f$ constructed in our paper is a bijection in a certain sense), and this plays an essential role in our proof, but in [15] this property is not required at all. In [15] a very important role is played by the isoenergetic surface, whereas we don't need it. This list can be continued, but it is probably better to stop here and state once again: the methods of [15] and our paper are different, despite the similarity of some intermediate results. It is also worthwhile to mention that asymptotic expressions for eigenfunctions as well as asymptotic formulae for isoenergetic surfaces were obtained by Yu. Karpeshina (see for example [5]).

In many of the papers mentioned above, proving the conjecture in special cases comes together with obtaining lower bounds for either of the functions describing the band structure of the spectrum: the multiplicity of overlapping $m(\lambda)$ and the overlapping function $\zeta(\lambda)$ (we will give a definition of these functions in the next section). For example, in dimensions $d=2,3,4$ it has been proved in $[2,12,13]$, and [8] that for large $\lambda$ we have

$$
m(\lambda) \gg \lambda^{\frac{d-1}{4}}
$$

and

$$
\begin{equation*}
\zeta(\lambda) \gg \lambda^{\frac{3-d}{4}} ; \tag{1.2}
\end{equation*}
$$

however, these estimates do not seem likely to hold in high dimensions. The estimates of the present paper are rather weaker, but they hold in all dimensions. Unfortunately, our approach does not allow to say anything stronger than $m(\lambda) \geq 1$ for large $\lambda$ (this inequality is equivalent to the finiteness of the number of spectral gaps). However, it is possible to give a nontrivial lower bound for the overlapping function: we will show that in all dimensions for sufficiently large $\lambda$

$$
\begin{equation*}
\zeta(\lambda) \gg \lambda^{\frac{1-d}{2}} . \tag{1.3}
\end{equation*}
$$

The rest of the introduction is devoted to the informal discussion of the proof. Since the proof of the main Theorem 2.1 is rather complicated and technically involved, the major ideas are outlined here.

After an affine change of coordinates, we can re-write our operator (1.1) as

$$
\begin{equation*}
H=H_{0}+V(\mathbf{x}), \quad H_{0}=\mathbf{D G D} \tag{1.4}
\end{equation*}
$$

with the potential $V$ being smooth and periodic with the lattice of periods of $V$ equal $(2 \pi \mathbb{Z})^{d}\left(\mathbf{D}=i \nabla\right.$ and $\mathbf{G}=\mathbf{F}^{2}$ is $d \times d$ positive matrix, where the matrix $\mathbf{F}$ is also assumed to be positive). Without loss of generality, we assume that the average of the potential $V$ over the cell $[0,2 \pi]^{d}$ is zero (otherwise we simply subtract this average from the potential, which will just shift the spectrum of the problem). Let us fix a sufficiently large value of spectral parameter $\lambda=\rho^{2}$; we will prove that $\lambda$ is inside the spectrum of $H$.

The first step of the proof, as usual, consists in performing the Floquet-Bloch decomposition to our operator (1.4):

$$
\begin{equation*}
H=\int_{\oplus} H(\mathbf{k}) d \mathbf{k} \tag{1.5}
\end{equation*}
$$

where $H(\mathbf{k})=H_{0}+V(\mathbf{x})$ is the family of 'twisted' operators with the same symbol as $H$ acting in $L^{2}\left(T^{d}\right)$ where $T^{d}:=\left\{\mathbf{x} \in \mathbb{R}^{d},\left|x_{j}\right| \leq \pi, 1 \leq j \leq d\right\}$. The domain $\mathfrak{D}(\mathbf{k})$ of $H(\mathbf{k})$ consists of functions $f \in H^{2}\left(T^{d}\right)$ satisfying the boundary conditions $\left.f\right|_{x_{j}=\pi}=\left.e^{i 2 \pi k_{j}} f\right|_{x_{j}=-\pi},\left.\frac{\partial f}{\partial x_{j}}\right|_{x_{j}=\pi}=\left.e^{i 2 \pi k_{j}} \frac{\partial f}{\partial x_{j}}\right|_{x_{j}=-\pi}$. These auxiliary operators are labelled by the quasi-momentum $\mathbf{k} \in \mathbb{R}^{d} / \mathbb{Z}^{d}$; see [10] for more details about this decomposition. The next step is to assume that the potential $V$ is a finite trigonometric polynomial whose Fourier coefficients $\hat{V}(\mathbf{m})$ vanish when $|\mathbf{m}|>R$. The justification of the fact that it is enough to prove the conjecture in this case is not too difficult once we keep careful control of the dependence of all the estimates on $R$. The main part of the argument consists of finding an asymptotic formula for all sufficiently large eigenvalues of all operators $H(\mathbf{k})$, with an arbitrarily small power of the energy in the remainder estimate. In order to be able to write such a formula, however, we have to abandon the traditional way of labeling eigenvalues of each $H(\mathbf{k})$ in the non-decreasing order. Instead, we will label eigenvalues by means of the integer vectors $\mathbf{n} \in \mathbb{Z}^{d}$. Consider, for example, the unperturbed operator $H_{0}(\mathbf{k})$. Its eigenfunctions and eigenvalues are

$$
\left\{e^{i(\mathbf{n}+\mathbf{k}) \mathbf{x}}\right\}_{\mathbf{n} \in \mathbb{Z}^{d}}
$$

and

$$
\begin{equation*}
\left\{|\mathbf{F}(\mathbf{n}+\mathbf{k})|^{2}\right\}_{\mathbf{n} \in \mathbb{Z}^{d}} \tag{1.6}
\end{equation*}
$$

correspondingly. However, despite our precise knowledge of eigenvalues, it is extremely difficult to write them in increasing order or, indeed, even to derive the one-term asymptotic formula for the $j$-th eigenvalue with the precise remainder estimate. It is rather convenient to introduce one parameter which takes care of both the quasi-momentum $\mathbf{k}$ and the integer vector $\mathbf{n}$ which labels eigenvalues in (1.6). We denote $\boldsymbol{\xi}:=\mathbf{n}+\mathbf{k}$ (notation indicates that $\boldsymbol{\xi}$ can be thought of as being a dual variable) so that $\mathbf{n}=[\boldsymbol{\xi}]$ and $\mathbf{k}=\{\boldsymbol{\xi}\}$ (integer and fractional parts, respectively). Then we can reformulate formula (1.6) for the unperturbed eigenvalues as follows: there is a mapping $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$, given by the formula $f(\boldsymbol{\xi})=|\mathbf{F}(\mathbf{n}+\mathbf{k})|^{2}$ such that for each $\mathbf{k}$ the restriction of $f$ to $\left\{\boldsymbol{\xi} \in \mathbb{R}^{d}:\{\boldsymbol{\xi}\}=\mathbf{k}\right\}$ is a bijection onto the set of all eigenvalues of $H(\mathbf{k})$ (counting multiplicities). We want to give an analogue of
this (trivial) statement in the general case. Let us define the spherical layer

$$
\mathcal{A}:=\left\{\boldsymbol{\xi} \in \mathbb{R}^{d},\left||\mathbf{F} \boldsymbol{\xi}|^{2}-\lambda\right| \leq 40 v\right\}
$$

( $v$ is the $L_{\infty}$-norm of $V$ ). Let $N \in \mathbb{N}$ be a fixed number. We will construct two mappings $f, g: \mathcal{A} \rightarrow \mathbb{R}$ which satisfy the following properties:
(I) for each $\mathbf{k}$ the first mapping $f$ is an injection from the set of all $\boldsymbol{\xi}$ with fractional part equal to $\mathbf{k}$ into the spectrum of $H(\mathbf{k})$ (counting multiplicities). Each eigenvalue of $H(\mathbf{k})$ inside $J:=[\lambda-20 v, \lambda+20 v]$ has a pre-image $\boldsymbol{\xi} \in \mathcal{A}$ with $\{\boldsymbol{\xi}\}=\mathbf{k}$. The perturbation inequality $\left|f(\boldsymbol{\xi})-|\mathbf{F} \boldsymbol{\xi}|^{2}\right| \leq 2 v$ holds for all $\boldsymbol{\xi} \in \mathcal{A}$.
(II) for $\boldsymbol{\xi} \in \mathcal{A}$ satisfying $|\mathbf{F} \boldsymbol{\xi}|^{2} \in J$ we have: $|f(\boldsymbol{\xi})-g(\boldsymbol{\xi})|<\rho^{-N}$;
(III) one can divide the domain of $g$ in two parts: $\mathcal{A}=\mathcal{B} \cup \mathcal{D}$ (both $\mathcal{B}$ and $\mathcal{D}$ are intersections of $\mathcal{A}$ with some cones centered at the origin - at least modulo very small sets) such that $g(\boldsymbol{\xi})$ is given by an explicit formula when $\boldsymbol{\xi} \in \mathcal{B}$, we have some control over $g(\boldsymbol{\xi})$ when $\boldsymbol{\xi} \in \mathcal{D}$, and the ratio of volumes of $\mathcal{B}$ and $\mathcal{D}$ goes to infinity when $\rho \rightarrow \infty$.
The set $\mathcal{B}$, called the non-resonance set, contains, among others, all points $\boldsymbol{\xi} \in \mathcal{A}$ which satisfy the inequality

$$
\begin{equation*}
|\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\theta}\rangle| \geq \rho^{1 / 3}|\mathbf{F} \boldsymbol{\theta}| \tag{1.7}
\end{equation*}
$$

for all non-zero integer vectors $\boldsymbol{\theta}$ with $|\boldsymbol{\theta}| \ll R N$. The precise formula for $g$ will imply, in particular, that when $\boldsymbol{\xi} \in \mathcal{B}$ we have $g(\boldsymbol{\xi})=|\mathbf{F} \boldsymbol{\xi}|^{2}+G(\boldsymbol{\xi})$ with all partial derivatives of $G$ being $O\left(\rho^{-\epsilon}\right)$ for some $\epsilon>0$. When $\boldsymbol{\xi}$ belongs to the resonance set $\mathcal{D}$, we can give good estimates only of the partial derivative of $g$ along one direction; this direction has a small angle with the direction of $\boldsymbol{\xi}$. The behaviour of $g$ along all other directions is much worse. Indeed, by considering potentials $V$ which allow to perform the separation of variables, one can see that the function $g$ can not, in general, be made even continuous in the resonance set. However, we still have some (although rather weak) control over the behaviour of $g$ along all directions inside the resonance set; see Lemma 7.11 for the precise formulation of these properties.

One should mention that asymptotic formulae of non-resonance eigenvalues (i.e., the function $g(\boldsymbol{\xi})$ for $\boldsymbol{\xi} \in \mathcal{B}$ in our notation) and some resonance eigenvalues were obtained before in certain cases, using completely different methods, by O. A. Veliev, [14] and [15] and Y. E. Karpeshina (see [4,5] and references therein). However, as has been already mentioned, there are certain distinctions between the settings of [15] and [5] and the settings of our paper. Because of this, and in order to make our paper self-contained, it seems sensible to include an independent proof of the asymptotic formula for eigenvalues.

Before describing how to construct these mappings, we explain first how to prove the Bethe-Sommerfeld conjecture using them. Put $\delta=\rho^{-N}$. For each $\boldsymbol{\eta} \in \mathbb{R}^{d}$ of unit length we denote $I_{\boldsymbol{\eta}}$ the interval consisting of points $\boldsymbol{\xi}=t \boldsymbol{\eta}, t>0$ satisfying $g(\boldsymbol{\xi}) \in[\lambda-\delta, \lambda+\delta]$; we will consider only vectors $\boldsymbol{\eta}$ for which $I_{\boldsymbol{\eta}} \subset \mathcal{B}$. Suppose we have found an interval $I_{\boldsymbol{\eta}}$ on which the mapping $f$ is continuous. Then
property (II) above together with the intermediate value theorem would imply that there is a point $\boldsymbol{\xi}(\lambda) \in I_{\boldsymbol{\eta}}$ satisfying $f(\boldsymbol{\xi}(\lambda))=\lambda$, which would mean that $\lambda$ is in the spectrum of $H$. Thus, if we assume that $\lambda$ belongs to the spectral gap, this would imply that the mapping $f$ is not continuous on each of the intervals $I_{\eta}$. A simple argument shows that in this case for each point $\boldsymbol{\xi} \in \mathcal{B}$ with $|g(\boldsymbol{\xi})-\lambda| \leq \delta$ there exists another point $\boldsymbol{\xi}_{1} \neq \boldsymbol{\xi}$ with $\boldsymbol{\xi}-\boldsymbol{\xi}_{1} \in \mathbb{Z}^{d}$ and $\left|g\left(\boldsymbol{\xi}_{1}\right)-\lambda\right| \ll \delta$. The existence of such a point $\boldsymbol{\xi}_{1}$ (which we call a conjugate point to $\boldsymbol{\xi}$ ) is a crucial part of the proof; it seems that similar arguments based on the existence of conjugate points could be helpful in analogous problems. Afterwards, a geometrical combinatorics argument shows that for sufficiently small $\delta\left(\delta \asymp \rho^{1-d}\right.$ would do) some (moreover, most) of the points $\boldsymbol{\xi} \in \mathcal{B} \cap g^{-1}([\lambda-\delta, \lambda+\delta])$ have no conjugate points; the important part in the proof is played by the fact that the surface $g^{-1}(\lambda) \cap \mathcal{B}$ has positive curvature in each direction.

Now let us discuss how to construct mappings $f$ and $g$ with properties described above. This is done in several steps. First, we prove Lemma 3.2 which states that under certain conditions it is possible instead of studying eigenvalues of the operator $H=H_{0}+V$, to study eigenvalues of the operator

$$
\begin{equation*}
\sum_{j} P^{j} H P^{j} \tag{1.8}
\end{equation*}
$$

where $P^{j}$ are spectral projections of $H_{0}$; the error of this approximation is small. This result can be applied to the operators $H(\mathbf{k})$ from the direct integral (1.5). We want therefore to study the spectrum of the (direct) sum (1.8) where $P^{j}$ are projections 'localized' in some domains of the $\boldsymbol{\xi}$-space. The geometrical structure of these projections will depend on whether the localization happens inside or outside the resonance regions. The case of a projection $P^{j}$ 'localized' around a point $\boldsymbol{\xi} \in \mathcal{B}$ is relatively simple: the rank of such projections does not depend on $\rho$ or the 'localization point' $\boldsymbol{\xi}$. Thus, in this case we will need to compute the eigenvalue of the finite matrix $P^{j} H(\mathbf{k}) P^{j}$. This can be done by computing the characteristic polynomial of this matrix and then using the iterative process based on the Banach fixed point theorem to find the root of this characteristic polynomial. It is much more difficult to construct projections $P^{j}$ corresponding to the points $\boldsymbol{\xi}$ located inside the resonance set $\mathcal{D}$. The form of projections will depend on, loosely speaking, how many linearly independent integer vectors $\boldsymbol{\theta}$ for which (1.7) is not satisfied are there. The construction of such projections is the most technically difficult part of the paper. Once these projections are constructed, it turns out that the eigenvalues of $P^{j} H P^{j}$ with large $\rho$ can be easily expressed in terms of the eigenvalues of the operator pencil $r A+B$ where $A$ and $B$ are fixed and $r \sim \rho$ is a large parameter. The rest is a relatively simple perturbation theory.

The approach used in this paper can be applied to various related problems. For example, it seems possible to obtain several new terms of the asymptotics of the integrated density of states using these methods. It might even be possible to obtain the complete asymptotic formula; however, this would require much more careful analysis of the mapping $g$ in the resonance set. As an immediate
'free' corollary of our results we obtain the Theorem 7.17 which seems to be new. Loosely speaking, it states that there are no 'simultaneous clusters' of eigenvalues of all operators $H(\mathbf{k})$.

The approach of this paper works almost without changes for the polyharmonic operators $(-\Delta)^{l}+V$ with a smooth periodic potential $V$. Another possible field of applications of the results of this paper is studying the structure of the (complex) Bloch and Fermi varieties.

The rest of the paper is constructed as follows: Section 2 has all necessary preliminaries; also, in this section for the convenience of the reader we, taking into account the size of the paper, give references to the definitions of all major objects in the paper. Section 3 proves the abstract result allowing to reduce computation of the spectrum of $H=H_{0}+V$ to the computation of the spectrum of $\sum_{j} P^{j} H P^{j}$, $P^{j}$ being the spectral projections of $H_{0}$. Section 4 proves various estimates of angles between lattice points which are needed to keep track on the dependence of all results on $R$ - the size of the support of the potential. In Section 5 we apply the abstract lemma from Section 3 to our case and perform the reduction of $H$ to the sum of simpler operators. In Section 6 we compute the eigenvalues of these simpler operators corresponding to the non-resonance set; we also give the formula for $g(\boldsymbol{\xi})$ when $\boldsymbol{\xi} \in \mathcal{B}$. Section 7 is devoted to the study of the properties of these simpler operators and the mapping $g$ restricted to the resonance set $\mathcal{D}$. Finally, in Section 8 we prove the Bethe-Sommerfeld conjecture.

When this manuscript was ready, I have learned that another article of Veliev [16] was published recently.

## 2. Preliminaries

We study the Schrödinger operator

$$
\begin{equation*}
H=H_{0}+V(\mathbf{x}), \quad H_{0}=\mathbf{D G D} \tag{2.1}
\end{equation*}
$$

with the potential $V$ being infinitely smooth and periodic with the lattice of periods equal $(2 \pi \mathbb{Z})^{d}$. Here, $\mathbf{D}=i \nabla$, and $\mathbf{G}=\mathbf{F}^{2}$ is $d \times d$ positive matrix; $\mathbf{F}$ is also taken to be positive.

Throughout the paper we use the following notation. If $A$ is a bounded below self-adjoint operator with compact resolvent, then we denote by $\left\{\mu_{j}(A)\right\}(j=$ $1,2, \ldots$ ) the set of eigenvalues of $A$ written in non-decreasing order, counting multiplicities.

As we have already mentioned, the spectrum of $H$ is the union over $\mathbf{k} \in$ $\mathbb{R}^{d} / \mathbb{Z}^{d}$ of the spectra of the operators $H(\mathbf{k})$, the domain of each $H(\mathbf{k})$ is $\mathfrak{D}(\mathbf{k})$ and $H(\mathbf{k}):=\mathbf{D G D}+V(\mathbf{x})$. By $\mathfrak{H}:=L^{2}\left(T^{d}\right)$ we denote the Hilbert space in which all the operators $H(\mathbf{k})$ act. We also denote by $H_{0}(\mathbf{k})$ the operator DGD with the domain $\mathfrak{D}(\mathbf{k})$. Let $\lambda_{j}(\mathbf{k})=\mu_{j}(H(\mathbf{k}))$ be the $j$ th eigenvalue of $H(\mathbf{k})$. Then it is well-known (see, for example, [10]) that each function $\lambda_{j}(\cdot)$ is continuous and piecewise smooth. Denote by $\ell_{j}$ the image of $\lambda_{j}(\cdot)$. Then $\ell_{j}$ is called the $j$ th
spectral band. We also define, for each $\lambda \in \mathbb{R}$, the following functions:

$$
m(\lambda)=\#\left\{j: \lambda \in \ell_{j}\right\}
$$

is the multiplicity of overlapping (\# denotes the number of elements in a set). The overlapping function $\zeta(\lambda)$ is defined as the maximal number $t$ such that the symmetric interval $[\lambda-t, \lambda+t]$ is entirely contained in one of the bands $\ell_{j}$ :

$$
\zeta(\lambda)=\max _{j} \max \left\{t \in \mathbb{R}:[\lambda-t, \lambda+t] \subset \ell_{j}\right\} .
$$

Finally,

$$
\begin{equation*}
N(\lambda)=\int_{[0,1]^{d}} \#\left\{j: \lambda_{j}(\mathbf{k})<\lambda\right\} d \mathbf{k} \tag{2.2}
\end{equation*}
$$

is the integrated density of states of the operator (1.4). For technical reasons sometimes it will be convenient to assume that the dimension $d$ is at least 3 (in the 2-dimensional case the conjecture has been proved already, so this assumption does not restrict generality). The main result of the paper is the following:

Theorem 2.1. Let $d \geq 3$. Then all sufficiently large points $\lambda=\rho^{2}$ are inside the spectrum of $H$. Moreover, there exists a positive constant $Z$ such that for large enough $\rho$ the whole interval $\left[\rho^{2}-Z \rho^{1-d}, \rho^{2}+Z \rho^{1-d}\right]$ lies inside some spectral band.

Without loss of generality we always assume that $\int_{[0,2 \pi]^{d}} V(\mathbf{x}) d \mathbf{x}=0$. Abusing the notation slightly, we will denote by $V$ both the potential itself and the operator of multiplication by $V$.

By $B(R)$ we denote a ball of radius $R$ centered at the origin. By $C$ or $c$ we denote positive constants, depending only on $d, \mathbf{G}$, and norms of the potential in various Sobolev spaces $H^{s}$. In Section 5 we will introduce parameters $p, q_{j}$ and $M$; constants are allowed to depend on the values of these parameters as well. The exact value of constants can be different each time they occur in the text, possibly even each time they occur in the same formula. On the other hand, the constants which are labelled (like $C_{1}, c_{3}$, etc) have their values being fixed throughout the text. Whenever we use $O, o, \gg, \ll$, or $\asymp$ notation, the constants involved will also depend on $d, \mathbf{G}, M$, and norms of the potential; the same is also the case when we use the expression 'sufficiently large'. Given two positive functions $f$ and $g$, we say that $f \gg g$, or $g \ll f$, or $g=O(f)$ if the ratio $\frac{g}{f}$ is bounded. We say $f \asymp g$ if $f \gg g$ and $f \ll g$. By $\lambda=\rho^{2}$ we denote a point on the spectral axis. We will always assume that $\lambda$ is sufficiently large. We also denote by $v$ the $L_{\infty}$-norm of the potential $V$, and $J:=[\lambda-20 v, \lambda+20 v]$. Finally,

$$
\begin{equation*}
\mathcal{A}:=\left\{\boldsymbol{\xi} \in \mathbb{R}^{d},\left||\mathbf{F} \boldsymbol{\xi}|^{2}-\lambda\right| \leq 40 v\right\} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{A}_{1}:=\left\{\boldsymbol{\xi} \in \mathbb{R}^{d},\left||\mathbf{F} \boldsymbol{\xi}|^{2}-\lambda\right| \leq 20 v\right\} . \tag{2.4}
\end{equation*}
$$

Notice that the definition of $\mathcal{A}$ obviously implies that if $\boldsymbol{\xi} \in \mathcal{A}$, then $||\mathbf{F} \boldsymbol{\xi}|-\rho| \ll$ $\rho^{-1}$.

Given several vectors $\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n} \in \mathbb{R}^{d}$, we denote by $R\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n}\right)$ the linear subspace spanned by these vectors, and by $Z\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n}\right)$ the lattice generated by them (i.e., the set of all linear combinations of $\boldsymbol{\eta}_{j}$ with integer coefficients; we will use this notation only when these vectors are linearly independent). We denote by $\mathbf{M}\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n}\right)$ the $d \times n$ matrix whose $j$ th column equals $\boldsymbol{\eta}_{j}$. Given any lattice $\Gamma$, we denote by $|\Gamma|$ the volume of the cell of $\Gamma$, so that if $\Gamma=Z\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{d}\right)$, then $|\Gamma|$ is the absolute value of the determinant of $\mathbf{M}\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{d}\right)$. We also denote, for any linear space $\mathfrak{V} \subset \mathbb{R}^{d}, B(\mathfrak{V} ; R):=\mathfrak{V} \cap B(R)$. For any non-zero vector $\boldsymbol{\xi} \in \mathbb{R}^{d}$ we denote $n(\boldsymbol{\xi}):=\frac{\boldsymbol{\xi}}{\mid \mathbf{F} \boldsymbol{\xi}}$. Any vector $\boldsymbol{\xi} \in \mathbb{R}^{d}$ can be uniquely decomposed as $\boldsymbol{\xi}=\mathbf{n}+\mathbf{k}$ with $\mathbf{n} \in \mathbb{Z}^{d}$ and $\mathbf{k} \in[0,1)^{d}$. We call $\mathbf{n}=[\boldsymbol{\xi}]$ the integer part of $\boldsymbol{\xi}$ and $\mathbf{k}=\{\boldsymbol{\xi}\}$ the fractional part of $\boldsymbol{\xi}$

Whenever $P$ is a projection and $A$ is an arbitrary operator acting in a Hilbert space $\mathcal{H}$, the expression $P A P$ means, slightly abusing the notation, the operator $P A P: P \mathcal{H} \rightarrow P \mathcal{H}$.

Throughout the paper we use the following convention: vectors are denoted by bold lowercase letters; matrices by bold uppercase letters; sets (subsets of $\mathbb{R}^{d}$ ) by calligraphic uppercase letters; linear subspaces by gothic uppercase letters. By $\operatorname{vol}(\mathcal{C})$ we denote the Lebesgue measure of the set $\mathcal{C}$. If $\mathcal{C}_{j} \subset \mathbb{R}^{d}, j=1,2$ are two subsets of $\mathbb{R}^{d}$, their sum is defined in the usual way:

$$
\mathcal{C}_{1}+\mathcal{C}_{2}=\left\{\boldsymbol{\xi} \in \mathbb{R}^{d}: \boldsymbol{\xi}=\boldsymbol{\xi}_{1}+\boldsymbol{\xi}_{2}, \boldsymbol{\xi}_{j} \in \mathcal{C}_{j}\right\} .
$$

Finally, for the benefit of the reader we will list here either the definitions of the major objects introduced later in the paper or references to the formulas in which they are defined.
$f, g: \mathcal{A} \rightarrow \mathbb{R}$ are mappings satisfying properties listed in Theorem 7.13 (if the Fourier transform of $V$ has compact support) and in Corollary 7.15 for general potentials. The sets $\Theta_{j}$ and $\Theta_{j}^{\prime}$ are defined in (5.5). The projections $\mathcal{P}^{(\mathbf{k})}(\mathcal{C})$ are defined immediately before Lemma 5.14. $\mathcal{V}(n), \boldsymbol{\xi}_{\mathfrak{V}}, \boldsymbol{\xi}_{\mathfrak{V}}^{\perp}$, and $\Theta(\mathfrak{V})$ are defined at the beginning of Subsection 7.1. The sets $\Xi(\mathfrak{V})$ and $\Xi_{j}(\mathfrak{V})(j=0, \ldots, 3)$ are defined in formulas (5.7)-(5.11); the sets $\boldsymbol{\Upsilon}_{j}(\boldsymbol{\xi}), \mathbf{\Upsilon}(\boldsymbol{\xi}), \mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)$, and $\mathbf{\Upsilon}(\boldsymbol{\xi} ; U)$ are defined by formulas $(7.1),(7.2),(7.11)$, and (7.15) correspondingly. The numbers $p$ and $q_{n}$ are defined in (5.15), $K=\rho^{p}$ and $L_{n}=\rho^{q_{n}}$. The projection $P(\boldsymbol{\xi})$ and the operator $H^{\prime}(\boldsymbol{\xi})$ are defined in (7.3) and (7.4) correspondingly. The sets $\mathcal{B}$ and $\mathcal{D}$ are defined in (5.13) and (5.12). $r \boldsymbol{\xi})$ and $\boldsymbol{\xi}_{\mathfrak{V}}^{\prime}$ are defined by formula (7.8). Operators $A$ and $B$ are defined by (7.30) and (7.31). Finally, the sets $\mathcal{A}(\delta), \mathcal{B}(\delta)$, and $\mathcal{D}(\delta)$ are defined before Lemma 8.1.

## 3. Reduction to invariant subspaces: General result

The key tool in finding a good approximation of the eigenvalues of $H(\mathbf{k})$ will be the following two lemmas.

Lemma 3.1. Let $H_{0}, V$ and $A$ be self-adjoint operators such that $H_{0}$ is bounded below and has compact resolvent, and $V$ and $A$ are bounded. Put $H=H_{0}+V$ and
$\hat{H}=H_{0}+V+A$ and denote by $\mu_{l}=\mu_{l}(H)$ and $\hat{\mu}_{l}=\mu_{l}(\hat{H})$ the sets of eigenvalues of these operators. Let $\left\{P_{j}\right\}(j=0, \ldots, n)$ be a collection of orthogonal projections commuting with $H_{0}$ such that $\sum P_{j}=I, P_{j} V P_{k}=0$ for $|j-k|>1$, and $A=P_{n} A$. Let $l$ be a fixed number. Denote by $a_{j}$ the distance from $\mu_{l}$ to the spectrum of $P_{j} H_{0} P_{j}$ Assume that for $j \geq 1$ we have $a_{j}>4 a$, where $a:=\|V\|+\|A\|$. Then $\left|\hat{\mu}_{l}-\mu_{l}\right| \leq 2^{2 n} a^{2 n+1} \prod_{j=1}^{n}\left(a_{j}-2 a\right)^{-2}$.
Proof. Let $H_{t}=H+t A, 0 \leq t \leq 1$ and let $\mu(t)=\mu_{l}(H(t))$ be the corresponding family of eigenvalues. We also choose the family of corresponding normalized eigenfunctions $\phi(t)=\phi_{l}(t)$. We will skip writing the index $l$ in the rest of the proof. Elementary perturbation theory (see, e.g., [6]) implies that $\mu(t)$ is piecewise differentiable and

$$
\begin{equation*}
\frac{d \mu(t)}{d t}=(A \phi(t), \phi(t)) \tag{3.1}
\end{equation*}
$$

Let $\Phi_{j}=\Phi_{j}(t):=P_{j} \phi(t)$, and let $V_{k j}:=P_{k} V P_{j}$ (so that $V_{j k}=0$ if $|j-k|>1$ ). Then the eigenvalue equation for $\phi(t)$ can be written in the following way:

$$
\begin{align*}
H_{0} \Phi_{0}+V_{00} \Phi_{0}+V_{01} \Phi_{1} & =\mu(t) \Phi_{0} \\
H_{0} \Phi_{j}+V_{j j-1} \Phi_{j-1}+V_{j j} \Phi_{j}+V_{j j+1} \Phi_{j+1} & =\mu(t) \Phi_{j}, \quad 1 \leq j<n  \tag{3.2}\\
H_{0} \Phi_{n}+V_{n n-1} \Phi_{n-1}+V_{n n} \Phi_{n}+t A \Phi_{n} & =\mu(t) \Phi_{n}
\end{align*}
$$

Indeed, let us apply $P_{k}$ to both sides of equation $\left(H_{0}+V+t A\right) \phi=\mu \phi$. We will obtain

$$
\begin{equation*}
H_{0} \Phi_{k}+P_{k} V \phi+t P_{k} A \phi=\mu \Phi_{k} \tag{3.3}
\end{equation*}
$$

Now we use the following identities:

$$
\begin{equation*}
P_{k} V \phi=P_{k} V \sum_{j} P_{j} \phi=\sum_{j,|j-k| \leq 1} P_{k} V P_{j} \phi=\sum_{j,|j-k| \leq 1} V_{k j} \Phi_{j} \tag{3.4}
\end{equation*}
$$

and $A=P_{n} A=\left(P_{n} A\right)^{*}=A P_{n}=P_{n} A P_{n}$, so

$$
\begin{equation*}
P_{k} A \phi=\delta_{k, n} A \Phi_{n} \tag{3.5}
\end{equation*}
$$

Identities (3.3)-(3.5) imply (3.2).
Let us now prove, using the backwards induction, that for all $k, 1 \leq k \leq n$ and all $t \in[0,1]$ we have

$$
\begin{equation*}
\left\|\Phi_{k}(t)\right\| \leq \frac{2 a}{a_{k}-2 a}\left\|\Phi_{k-1}(t)\right\| \tag{3.6}
\end{equation*}
$$

Indeed, from the last equation in (3.2) we see that

$$
\begin{equation*}
\Phi_{n}(t)=-\left[P_{n}\left(H_{0}+V_{n n}+t A-\mu(t)\right) P_{n}\right]^{-1} V_{n n-1} \Phi_{n-1}(t) . \tag{3.7}
\end{equation*}
$$

Since $|\mu-\mu(t)| \leq a$, the distance from $\mu(t)$ to the spectrum of $P_{n} H_{0} P_{n}$ is at least $a_{n}-a$. Since $\left\|V_{n n}+t A\right\| \leq a$, this implies

$$
\left\|\left[P_{n}\left(H_{0}+V_{n n}+t A-\mu(t)\right) P_{n}\right]^{-1}\right\| \leq \frac{1}{a_{n}-2 a}
$$

Thus, (3.7) implies $\left\|\Phi_{n}(t)\right\| \leq \frac{a}{a_{n}-2 a}\left\|\Phi_{n-1}(t)\right\|$, and (3.6) holds for $k=n$. Assume now that we have proved (3.6) for all $k$ between $j+1$ and $n, 1 \leq j<n$. Then, analogously to (3.7), we have:

$$
\begin{equation*}
\Phi_{j}(t)=-\left[P_{j}\left(H_{0}+V_{j j}-\mu(t)\right) P_{j}\right]^{-1}\left[V_{j j-1} \Phi_{j-1}(t)+V_{j j+1} \Phi_{j+1}(t)\right] \tag{3.8}
\end{equation*}
$$

so

$$
\begin{align*}
\left\|\Phi_{j}(t)\right\| & \leq \frac{a}{a_{j}-2 a}\left(\left\|\Phi_{j-1}(t)\right\|+\left\|\Phi_{j+1}(t)\right\|\right) \\
& \leq \frac{a}{a_{j}-2 a}\left\|\Phi_{j-1}(t)\right\|+\frac{2 a^{2}}{\left(a_{j}-2 a\right)\left(a_{j+1}-2 a\right)}\left\|\Phi_{j}(t)\right\| \tag{3.9}
\end{align*}
$$

where we have used the validity of (3.6) for $k=j+1$. This shows that (3.6) holds for $k=j$, since

$$
\frac{2 a^{2}}{\left(a_{j}-2 a\right)\left(a_{j+1}-2 a\right)}<\frac{1}{2}
$$

Using (3.6) and the fact that $\left\|\Phi_{1}\right\| \leq 1$, we see that

$$
\left\|\Phi_{n}\right\| \leq \frac{2^{n} a^{n}}{\prod_{j=1}^{n}\left(a_{j}-2 a\right)}
$$

Since the RHS of (3.1) equals

$$
\left(P_{n} A P_{n} \phi(t), \phi(t)\right)=\left(A \Phi_{n}(t), \Phi_{n}(t)\right)
$$

this finishes the proof.
Now we formulate the immediate corollary of Lemma 3.1 which we will be using throughout.

Lemma 3.2. Let $H_{0}$ and $V$ be self-adjoint operators such that $H_{0}$ is bounded below and has compact resolvent and $V$ is bounded. Let $\left\{P^{m}\right\}(m=0, \ldots, T)$ be a collection of orthogonal projections commuting with $H_{0}$ such that if $m \neq n$ then $P^{m} P^{n}=P^{m} V P^{n}=0$. Denote $Q:=I-\sum P^{m}$. Suppose that each $P^{m}$ is a further sum of orthogonal projections commuting with $H_{0}: P^{m}=\sum_{j=0}^{j_{m}} P_{j}^{m}$ such that $P_{j}^{m} V P_{l}^{m}=0$ for $|j-l|>1$ and $P_{j}^{m} V Q=0$ if $j<j_{m}$. Let $v:=\|V\|$ and let us fix an interval $J=\left[\lambda_{1}, \lambda_{2}\right]$ on the spectral axis which satisfies the following properties: spectra of the operators $Q H_{0} Q$ and $P_{j}^{k} H_{0} P_{j}^{k}, j \geq 1$ lie outside J; moreover, the distance from the spectrum of $Q H_{0} Q$ to J is greater than $6 v$ and the distance from the spectrum of $P_{j}^{k} H_{0} P_{j}^{k}(j \geq 1)$ to $J$, which we denote by $a_{j}^{k}$, is greater than $16 v$. Denote by $\mu_{p} \leq \cdots \leq \mu_{q}$ all eigenvalues of $H=H_{0}+V$ which are inside $J$. Then the corresponding eigenvalues $\tilde{\mu}_{p}, \ldots, \tilde{\mu}_{q}$ of the operator

$$
\tilde{H}:=\sum_{m} P^{m} H P^{m}+Q H_{0} Q
$$

are eigenvalues of $\sum_{m} P^{m} H P^{m}$, and they satisfy

$$
\left|\tilde{\mu}_{r}-\mu_{r}\right| \leq \max _{m}\left[(6 v)^{2 j_{m}+1} \prod_{j=1}^{j_{m}}\left(a_{j}^{m}-6 v\right)^{-2}\right]
$$

all other eigenvalues of $\tilde{H}$ are outside the interval $\left[\lambda_{1}+2 v, \lambda_{2}-2 v\right]$.
Proof. Assumptions of the lemma imply that

$$
H=\tilde{H}+\left(Q+\sum_{m} P_{j_{m}}^{m}\right) V\left(Q+\sum_{m} P_{j_{m}}^{m}\right)-\left(\sum_{m} P_{j_{m}}^{m}\right) V\left(\sum_{m} P_{j_{m}}^{m}\right)
$$

Therefore, $\tilde{H}-2 v\left(Q+\sum_{m} P_{j_{m}}^{m}\right) \leq H \leq \tilde{H}+2 v\left(Q+\sum_{m} P_{j_{m}}^{m}\right)$, and the elementary perturbation theory implies that for all $l$

$$
\begin{equation*}
\mu_{l}\left(\tilde{H}-2 v\left(Q+\sum_{m} P_{j_{m}}^{m}\right)\right) \leq \mu_{l}(H) \leq \mu_{l}\left(\tilde{H}+2 v\left(Q+\sum_{m} P_{j_{m}}^{m}\right)\right) . \tag{3.10}
\end{equation*}
$$

The operators $\tilde{H} \pm 2 v\left(Q+\sum_{m} P_{j_{m}}^{m}\right)$ split into the sum of invariant operators $Q H_{0} Q \pm 2 v Q$ and $P^{m} H P^{m} \pm 2 v P_{j_{m}}^{m}(m=0, \ldots, n)$. The spectrum of operators $Q H_{0} Q \pm 2 v Q$ is outside $\left[\lambda_{1}-4 v, \lambda_{2}+4 v\right]$ due to the assumptions of the lemma. Therefore, since the shift of an eigenvalue is at most the norm of the perturbation, for $p \leq l \leq q, \mu_{l}\left(\tilde{H} \pm 2 v\left(Q+\sum_{m} P_{j_{m}}^{m}\right)\right)$ is an eigenvalue of one of the operators $P^{m} H P^{m} \pm 2 v P_{j_{m}}^{m}$. If we now apply Lemma 3.1 to each of the operators $P^{m} H P^{m} \pm$ $2 v P_{j_{m}}^{m}$ with $A:= \pm 2 v P_{j_{m}}^{m}$ and $a=3 v$, we will obtain

$$
\begin{align*}
\mid \mu_{k}\left(P^{m} H P^{m} \pm 2 v P_{j_{m}}^{m}\right) & -\mu_{k}\left(P^{m} H P^{m}\right) \mid \\
& \leq 6^{2 j_{m}+1} v^{2 j_{m}+1} \max _{m} \prod_{j=1}^{j_{m}}\left(a_{j}^{m}-6 v\right)^{-2}  \tag{3.11}\\
& \leq \max _{m}\left[(6 v)^{2 j_{m}+1} \prod_{j=1}^{j_{m}}\left(a_{j}^{m}-6 v\right)^{-2}\right]=: \tau,
\end{align*}
$$

provided $\mu_{k}\left(P^{m} H P^{m}\right) \in\left[\lambda_{1}-4 v, \lambda_{2}+4 v\right]$. Let us now define the bijection $F$ mapping the set of all eigenvalues of $\tilde{H}$ to the set of all eigenvalues of $\left\{\mu_{l}(\tilde{H}+\right.$ $\left.\left.2 v\left(Q+\sum_{m} P_{j_{m}}^{m}\right)\right)\right\}$ (counting multiplicities) in the following way. Suppose, $\mu$ is an eigenvalue of $\tilde{H}$. Then either $\mu=\mu_{k}\left(Q H_{0} Q\right)$, or $\mu=\mu_{k}\left(P^{m} H P^{m}\right)$ for some $k, m$. We define $F(\mu):=\mu_{k}\left(Q H_{0} Q+2 v Q\right)$ in the former case, and $F(\mu):=$ $\mu_{k}\left(P^{m} H P^{m}+2 v P_{j_{m}}^{m}\right)$ in the latter case. Then the mapping $F$ satisfies the following properties:

$$
\begin{equation*}
|F(\mu)-\mu| \leq 2 v \tag{3.12}
\end{equation*}
$$

moreover, if $\mu \in\left[\lambda_{1}-4 v, \lambda_{2}+4 v\right]$, then

$$
\begin{equation*}
|F(\mu)-\mu| \leq \tau \tag{3.13}
\end{equation*}
$$

(this follows from (3.11)). A little thought shows that this implies

$$
\begin{equation*}
\left|\mu_{l}\left(\tilde{H}+2 v\left(Q+\sum_{m} P_{j_{m}}^{m}\right)\right)-\mu_{l}(\tilde{H})\right| \leq \tau \tag{3.14}
\end{equation*}
$$

for $p \leq l \leq q$. Indeed, suppose that (3.14) is not satisfied for some $l$, say

$$
\begin{equation*}
\mu_{l}\left(\tilde{H}+2 v\left(Q+\sum_{m} P_{j_{m}}^{m}\right)\right)-\mu_{l}(\tilde{H})>\tau \tag{3.15}
\end{equation*}
$$

in particular, this implies $\mu_{l}\left(\tilde{H}+2 v\left(Q+\sum_{m} P_{j_{m}}^{m}\right)\right)>\lambda_{1}-2 v$. Then the pigeonhole principle shows that $F$ maps at least one of the eigenvalues $\mu_{k}(\tilde{H}), k \leq l$ to $\mu_{t}\left(\tilde{H}+2 v\left(Q+\sum_{m} P_{j_{m}}^{m}\right)\right)$ with $t \geq l$. If $\mu_{k}(\tilde{H})<\lambda_{1}-4 v$, this contradicts (3.12), and if $\mu_{k}(\tilde{H}) \geq \lambda_{1}-4 v$, this contradicts (3.13). These contradictions prove (3.14). Similarly, we prove that

$$
\begin{equation*}
\left|\mu_{l}\left(\tilde{H}-2 v\left(Q+\sum_{m} P_{j_{m}}^{m}\right)\right)-\mu_{l}(\tilde{H})\right| \leq \tau \tag{3.16}
\end{equation*}
$$

Estimates (3.14) and (3.16) together with (3.10) prove the lemma.
Corollary 3.3. If all conditions of Lemma 3.2 are satisfied, there exists an injection $G$ defined on a set of eigenvalues of the operator $\sum_{m} P^{m} H P^{m}$ (all eigenvalues are counted according to their multiplicities) and mapping them to a subset of the set of eigenvalues of $H$ (again considered counting multiplicities) such that:
(i) all eigenvalues of $H$ inside $J$ have a pre-image,
(ii) If $\mu_{j} \in\left[\lambda_{1}+2 v, \lambda_{2}-2 v\right]$ is an eigenvalue of $\sum_{m} P^{m} H P^{m}$, then

$$
\left|G\left(\mu_{j}\right)-\mu_{j}\right| \leq \max _{m}\left[(6 v)^{2 j_{m}+1} \prod_{j=1}^{j_{m}}\left(a_{j}^{m}-6 v\right)^{-2}\right]
$$

and
(iii) $G\left(\mu_{j}\left(\sum_{m} P^{m} H P^{m}\right)\right)=\mu_{j+l}(H)$, where $l$ is the number of eigenvalues of $Q H_{0} Q$ which are smaller than $\lambda_{1}$.

Proof. Statements (i) and (ii) follow immediately from Lemma 3.2, and to prove (iii) we just notice that if $\mu_{j}\left(\sum_{m} P^{m} H P^{m}\right) \in J$, then

$$
\mu_{j}\left(\sum_{m} P^{m} H P^{m}\right)=\mu_{j+l}\left(Q H_{0} Q+\sum_{m} P^{m} H P^{m}\right)
$$

## 4. Lattice points

In this section, we prove various auxiliary estimates of angles between integer vectors.

Lemma 4.1. Let $\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n} \in \mathbb{Z}^{d}$ be linearly independent. Let $\Gamma=Z\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n}\right)$ and suppose that $\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{n-1} \in \Gamma \cap B(R)$. Then there exists a vector $\boldsymbol{\theta} \in \Gamma, \boldsymbol{\theta} \neq 0$ orthogonal to all $\boldsymbol{\nu}_{j}$ 's, such that

$$
\begin{equation*}
|\boldsymbol{\theta}| \leq 2^{n}|\Gamma| \prod_{j=1}^{n-1}\left|\boldsymbol{\nu}_{j}\right| \tag{4.1}
\end{equation*}
$$

and, therefore, $|\boldsymbol{\theta}| \leq 2^{n}|\Gamma| R^{n-1}$.
Proof. For $r>1$ let $\mathcal{A}_{r} \subset R\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n}\right)$ be the set

$$
\mathcal{A}_{r}=\left\{\boldsymbol{\xi} \in R\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n}\right):\left|\left\langle\boldsymbol{\xi}, \boldsymbol{\nu}_{j}\right\rangle\right|<1, j=1,2, \ldots, n-1, \&|\boldsymbol{\xi}|<r\right\} .
$$

This set is obviously convex and symmetric about the origin. Moreover,

$$
\operatorname{vol}\left(\mathcal{A}_{r}\right)>r \prod_{j=1}^{n-1}\left|\boldsymbol{\nu}_{j}\right|^{-1}
$$

By Minkowski's convex body theorem (see, e.g., [1], §III.2.2 Theorem II), under the condition $\operatorname{vol}\left(\mathcal{A}_{r}\right)>|\Gamma| 2^{n}$ the set $\mathcal{A}_{r}$ contains at least two non-zero points $\pm \boldsymbol{\theta} \in \Gamma$. The above condition is satisfied if $r \prod_{j=1}^{n-1}\left|\boldsymbol{\nu}_{j}\right|^{-1} \geq 2^{d}|\Gamma|$, that is if $r \geq$ $2^{d}|\Gamma| \prod_{j=1}^{n-1}\left|\boldsymbol{\nu}_{j}\right|$. Since $\boldsymbol{\nu}_{j}$ 's and $\boldsymbol{\theta}$ are integer vectors, the condition $\left|\left\langle\boldsymbol{\theta}, \boldsymbol{\nu}_{j}\right\rangle\right|<1$ is equivalent to $\left\langle\boldsymbol{\theta}, \boldsymbol{\nu}_{j}\right\rangle=0$. This implies the required result.

Lemma 4.2. Let $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{n}, \boldsymbol{\mu} \in \mathbb{Z}^{d} \cap B(R)$ be linearly independent. Then the angle between $\boldsymbol{\mu}$ and $R\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{n}\right)$ is $\gg R^{-n-1}$.

Proof. Suppose this angle is smaller than $R^{-n-1}$. Then the lattice $\Gamma=Z\left(\boldsymbol{\theta}_{1}, \ldots\right.$, $\left.\boldsymbol{\theta}_{n}, \boldsymbol{\mu}\right)$ has $|\Gamma| \leq 1$. Lemma 4.1 then implies that there exists a vector $\boldsymbol{\theta} \in \Gamma$, $\boldsymbol{\theta} \perp \boldsymbol{\theta}_{j},|\boldsymbol{\theta}| \ll R^{n}$. Then, since $\boldsymbol{\theta}$ and $\boldsymbol{\mu}$ are non-orthogonal integer vectors, we have: $|\langle\boldsymbol{\mu}, \boldsymbol{\theta}\rangle| \geq 1$, and sin of the angle between $\boldsymbol{\mu}$ and $R\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{n}\right)$, which equals cos of the angle between $\boldsymbol{\mu}$ and $\boldsymbol{\theta}$, is bounded below by $|\boldsymbol{\theta}|^{-1}|\boldsymbol{\mu}|^{-1} \gg R^{-n-1}$.

Corollary 4.3. Let $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{n}, \boldsymbol{\mu} \in \mathbb{Z}^{d} \cap B(R)$ be linearly independent. Then the angle between $\mathbf{F} \boldsymbol{\mu}$ and $R\left(\mathbf{F} \boldsymbol{\theta}_{1}, \ldots, \mathbf{F} \boldsymbol{\theta}_{n}\right)$ is $\gg R^{-n-1}$.

Proof. This is equivalent to saying that for each $\boldsymbol{\xi} \in R\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{n}\right)$ the distance between $\mathbf{F}(n(\boldsymbol{\mu}))$ and $\mathbf{F} \boldsymbol{\xi}$ is larger than $c R^{-n-1}$. But the distance between $\mathbf{F}(n(\boldsymbol{\mu}))$ and $\mathbf{F} \boldsymbol{\xi}$ is not greater than the largest eigenvalue of $\mathbf{F}$ times the distance between $n(\boldsymbol{\mu})$ and $\boldsymbol{\xi}$. Now the statement follows from Lemma 4.2.

It is possible to generalize Lemma 4.2 a bit: if we talk about distance from a vector to a linear sub-space instead of the angle between a vector and a subspace, we can drop the assumption that $|\mu| \leq R$ :

Lemma 4.4. Let $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{n} \in \mathbb{Z}^{d} \cap B(R)$ and $\boldsymbol{\mu} \in \mathbb{Z}^{d}$ be linearly independent. Then the distance between $\boldsymbol{\mu}$ and $R\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{n}\right)$ is $\gg R^{-n}$.

Proof. The distance between $\boldsymbol{\mu}$ and $R\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{n}\right)$ equals $\frac{\left|Z\left(\mu, \boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{n}\right)\right|}{\left|Z\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{n}\right)\right|}$. The square of the denominator of this fraction is the determinant of the $n \times n$ matrix $A$ with $A_{j k}:=\left\langle\boldsymbol{\theta}_{j}, \boldsymbol{\theta}_{k}\right\rangle=O\left(R^{2}\right)$, so the denominator is $O\left(R^{n}\right)$. Similarly, the square of the numerator is the determinant of $(n+1) \times(n+1)$ non-singular matrix with integer entries. Therefore, the absolute value of the numerator is at least 1 . This proves our statement.

The following result is a generalization of Lemma 4.1 and the proof is similar:
Lemma 4.5. Let $\Gamma$ be as above and let $\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{m} \in \Gamma \cap B(R)(m<n)$ Then there exist linearly independent vectors $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{n-m} \in \Gamma$ such that each $\boldsymbol{\theta}_{l}$ is orthogonal to each $\boldsymbol{\nu}_{j}$ and

$$
\begin{equation*}
\prod_{l=1}^{n-m}\left|\boldsymbol{\theta}_{l}\right| \ll|\Gamma| \prod_{j=1}^{m}\left|\boldsymbol{\nu}_{j}\right| \leq|\Gamma| R^{m} \tag{4.2}
\end{equation*}
$$

Proof. Applying Lemma $4.1 n-m$ times, we see that the set of vectors from $\Gamma$ which are orthogonal to $\boldsymbol{\nu}_{j}$ form a lattice $\Gamma_{n-m}$ of dimension $n-m$. Let $\boldsymbol{\theta}_{j}$ $(j=1, \ldots, n-m)$ be successive minimal vectors of $\Gamma_{n-m}$. That means that $\boldsymbol{\theta}_{1}$ is the smallest nonzero vector in $\Gamma_{n-m} ; \boldsymbol{\theta}_{2} \in \Gamma_{n-m}$ is the smallest vector linearly independent of $\boldsymbol{\theta}_{1} ; \boldsymbol{\theta}_{3} \in \Gamma_{n-m}$ is the smallest vector linearly independent of $\boldsymbol{\theta}_{1}, \boldsymbol{\theta}_{2}$, etc.

For $r>\left|\boldsymbol{\theta}_{1}\right|$ let $\mathcal{A}_{r} \subset R\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n}\right)$ be the set

$$
\mathcal{A}_{r}=\left\{\boldsymbol{\xi} \in R\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n}\right):\left|\left\langle\boldsymbol{\xi}, \boldsymbol{\nu}_{j}\right\rangle\right|<1, j=1,2, \ldots, m, \&|\boldsymbol{\xi}|<r\right\} .
$$

This set is obviously convex and symmetric about the origin. Moreover,

$$
\begin{equation*}
\operatorname{vol}\left(\mathcal{A}_{r}\right) \gg r^{n-m} \prod_{j=1}^{m}\left|\boldsymbol{\nu}_{j}\right|^{-1} \tag{4.3}
\end{equation*}
$$

Applying again Minkowski's convex body theorem, we find that the set $\mathcal{A}_{r}$ contains at least

$$
\begin{equation*}
N=\left[2^{-n}|\Gamma|^{-1} \operatorname{vol}\left(\mathcal{A}_{r}\right)\right] \gg|\Gamma|^{-1} r^{n-m} \prod_{j=1}^{m}\left|\boldsymbol{\nu}_{j}\right|^{-1} \tag{4.4}
\end{equation*}
$$

pairs of points $\pm \boldsymbol{\mu}_{k} \in \Gamma, k=1, \ldots, N$. Obviously, each $\boldsymbol{\mu}_{k}$ is orthogonal to each $\boldsymbol{\nu}_{j}$. Suppose, $r<\left|\boldsymbol{\theta}_{n-m}\right|$. Then, obviously, $\left|\boldsymbol{\theta}_{p}\right| \leq r<\left|\boldsymbol{\theta}_{p+1}\right|$ for some $p \leq n-m-1$. The dimension of $R\left(\boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{N}\right)$ is then $\leq p$, and each $\boldsymbol{\mu}_{k}$ is a linear combination of $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{p}$ with integer coefficients. Denote $\Gamma_{p}:=Z\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{p}\right)$. Minkowski's second theorem (see, e.g., [1], §VIII.2, Theorem I) shows that

$$
\begin{equation*}
\prod_{l=1}^{p}\left|\boldsymbol{\theta}_{l}\right| \ll\left|\Gamma_{p}\right| \tag{4.5}
\end{equation*}
$$

A simple packing argument shows that $N\left|\Gamma_{p}\right|$ is smaller than the volume of the ball of radius $(p+1) r$ in $R\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{p}\right)$, i.e., $N\left|\Gamma_{p}\right| \ll r^{p}$. Estimate (4.5) implies

$$
N \prod_{l=1}^{p}\left|\boldsymbol{\theta}_{l}\right| \ll r^{p}
$$

Therefore, if the condition

$$
\begin{equation*}
N \prod_{l=1}^{p}\left|\boldsymbol{\theta}_{l}\right|>C r^{p} \tag{4.6}
\end{equation*}
$$

is satisfied, where $C$ is sufficiently large, this implies that $r \geq\left|\boldsymbol{\theta}_{p+1}\right|$.
Estimate (4.4) shows that if

$$
\begin{equation*}
r>C|\Gamma| \prod_{j=1}^{m}\left|\boldsymbol{\nu}_{j}\right| \prod_{l=1}^{n-m-1}\left|\boldsymbol{\theta}_{l}\right|^{-1} \tag{4.7}
\end{equation*}
$$

then condition (4.6) with $p=n-m-1$ will be satisfied and this would guarantee that $r>\left|\boldsymbol{\theta}_{n-m}\right|$. In other words, if $r$ is greater than the RHS of (4.7), then $r>\left|\boldsymbol{\theta}_{n-m}\right|$. This implies

$$
\left|\boldsymbol{\theta}_{n-m}\right| \ll|\Gamma| \prod_{j=1}^{m}\left|\boldsymbol{\nu}_{j}\right| \prod_{l=1}^{n-m-1}\left|\boldsymbol{\theta}_{l}\right|^{-1}
$$

which finishes the proof.
Let $\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{n} \in \mathbb{R}^{d}(n \leq d)$. We denote by $\mathbf{M}=\mathbf{M}\left(\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{n}\right)$ the $d \times n$ matrix whose $j$ th column equals $\boldsymbol{\nu}_{j}$. We also denote

$$
\begin{equation*}
\left\|\boldsymbol{\nu}_{1} \wedge \cdots \wedge \boldsymbol{\nu}_{n}\right\|_{2}:=\sqrt{\operatorname{det}\left(\mathbf{M}^{*} \mathbf{M}\right)} \tag{4.8}
\end{equation*}
$$

$\left(\mathbf{M}^{*} \mathbf{M}\right.$ is obviously non-negative, and so is the determinant). The reason for the notation is that we can think of $\left\|\boldsymbol{\nu}_{1} \wedge \cdots \wedge \boldsymbol{\nu}_{n}\right\|_{2}$ as being the Hilbert-Schmidt norm of the tensor $\boldsymbol{\nu}_{1} \wedge \cdots \wedge \boldsymbol{\nu}_{n}$.

Lemma 4.6. Let $\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{n}, \boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{m} \in \mathbb{R}^{d}$. Let $V_{1}=R\left(\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{n}\right)$ and $V_{2}=$ $R\left(\boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{m}\right)$. Let $\alpha$ be the angle between $V_{1}$ and $V_{2}$. Then the following inequality holds:

$$
\begin{equation*}
\sin \alpha \geq \frac{\left\|\boldsymbol{\nu}_{1} \wedge \cdots \wedge \boldsymbol{\nu}_{n} \wedge \boldsymbol{\mu}_{1} \wedge \cdots \wedge \boldsymbol{\mu}_{m}\right\|_{2}}{\left\|\boldsymbol{\nu}_{1} \wedge \cdots \wedge \boldsymbol{\nu}_{n}\right\|_{2}\left\|\boldsymbol{\mu}_{1} \wedge \cdots \wedge \boldsymbol{\mu}_{m}\right\|_{2}} . \tag{4.9}
\end{equation*}
$$

Proof. If we multiply matrix $\mathbf{M}$ from the right by a non-singular $n \times n$ matrix $\mathbf{B}$, the expression (4.8) is multiplied by $\operatorname{det} \mathbf{B}$. This observation shows that elementary transformations of the set of vectors $\boldsymbol{\nu}$ (i.e., multiplying $\boldsymbol{\nu}_{j}$ by a non-zero scalar, adding $\boldsymbol{\nu}_{j}$ to $\boldsymbol{\nu}_{k}$, etc) do not change both sides of (4.9); the same is the case for elementary transformations of the vectors $\boldsymbol{\mu}$. Thus, we may assume that vectors $\boldsymbol{\nu}$ form an orthonormal basis of $V_{1}$, vectors $\boldsymbol{\mu}$ form an orthonormal basis of $V_{2}$, and the angle between $\boldsymbol{\nu}_{1}$ and $\boldsymbol{\mu}_{1}$ equals $\alpha$. Notice that now the denominator of the RHS of (4.9) equals 1 . Next, we notice that an orthogonal change of coordinates results in multiplying $\mathbf{M}$ from the left by a $d \times d$ orthogonal matrix and thus doesn't change (4.8) and the RHS of (4.9); the LHS of (4.9) is obviously invariant under an orthogonal change of coordinates as well. Assume, without loss of generality, that $n \geq m$. Then, applying an orthogonal change of coordinates, we can make our vectors to have the following form: $\boldsymbol{\nu}_{j}=\mathbf{e}_{j}\left(j=1, \ldots, n\right.$, where $\mathbf{e}_{j}$ are standard
basis vectors), $\boldsymbol{\mu}_{j}=p_{j} \mathbf{e}_{j}+q_{j} \mathbf{e}_{n+j},\left(p_{j}, q_{j} \geq 0, p_{j}^{2}+q_{j}^{2}=1\right)$. Elementary geometry implies $\cos \alpha=p_{1}$, and so $\sin \alpha=q_{1}$. Computing the determinant, we obtain:

$$
\left\|\boldsymbol{\nu}_{1} \wedge \cdots \wedge \boldsymbol{\nu}_{n} \wedge \boldsymbol{\mu}_{1} \wedge \cdots \wedge \boldsymbol{\mu}_{m}\right\|_{2}=\prod_{j=1}^{n} q_{j} \leq q_{1}
$$

The lemma is proved.
Lemma 4.7. Let $\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{n}, \boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{m} \in \mathbb{Z}^{d} \cap B(R)$ be linearly independent. Let $V_{1}=R\left(\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{n}\right)$ and $V_{2}=R\left(\boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{m}\right)$. Then the angle between $V_{1}$ and $V_{2}$ is $\gg \prod_{j=1}^{n}\left|\boldsymbol{\nu}_{j}\right|^{-1} \prod_{l=1}^{m}\left|\boldsymbol{\mu}_{l}\right|^{-1} \geq R^{-n-m}$.
Remark 4.8. It is not difficult to see that the power $-n-m$ in Lemma 4.7 is optimal.

Proof. We use the inequality (4.9) and notice that the numerator of the RHS is a square root of an integer number (since all vectors involved are integer) and is non-zero (since the vectors are linearly independent). Therefore, the numerator is at least 1. The denominator is, obviously, $\ll \prod_{j=1}^{n}\left|\boldsymbol{\nu}_{j}\right| \prod_{l=1}^{m}\left|\boldsymbol{\mu}_{l}\right|$. This finishes the proof.

Using the same argument we have used while proving Corollary 4.3, we can prove the following
Corollary 4.9. Let $\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{n}, \boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{m} \in \mathbb{Z}^{d} \cap B(R)$ be linearly independent. Let $V_{1}=R\left(\mathbf{F} \boldsymbol{\nu}_{1}, \ldots, \mathbf{F} \boldsymbol{\nu}_{n}\right)$ and $V_{2}=R\left(\mathbf{F} \boldsymbol{\mu}_{1}, \ldots, \mathbf{F} \boldsymbol{\mu}_{m}\right)$. Then the angle between $V_{1}$ and $V_{2}$ is $\gg R^{-n-m}$.

Lemma 4.10. Let $\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{n} \in \mathbb{Z}^{d} \cap B(R)$ and $\boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{m} \in \mathbb{Z}^{d} \cap B(R)$ be two sets. We assume that each set consists of linearly independent vectors (but the union of two sets is not necessary linearly independent). Let $V_{1}=R\left(\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{n}\right)$ and $V_{2}=R\left(\boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{m}\right)$. Suppose, $\operatorname{dim}\left(V_{1} \cap V_{2}\right)=l$. Then there are $l$ integer linearly independent vectors $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{l} \in\left(\mathbb{Z}^{d} \cap V_{1} \cap V_{2}\right)$ such that $\left|\boldsymbol{\theta}_{j}\right| \ll R^{m+n-l+1}$. Moreover, the angle between orthogonal complements to $\left(V_{1} \cap V_{2}\right)$ in $V_{1}$ and $V_{2}$ is bounded below by $C R^{-\alpha}, \alpha=\alpha(n, m, l)=n+m+2 l(m+n-l+1)$.
Proof. Denote $\mathbf{M}=\mathbf{M}\left(\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{n},-\boldsymbol{\mu}_{1} \ldots,-\boldsymbol{\mu}_{m}\right)$. The rank of $\mathbf{M}$ equals $k:=$ $m+n-l$. Without loss of generality we can assume that the top left $k \times k$ minor of this matrix is non-zero (otherwise we just change the order of the vectors $-\boldsymbol{\mu}_{j}$ or the order of the coordinates $x_{j}$ ). In order to find the basis of the intersection $V_{1} \cap V_{2}$ we have to solve the system of equations

$$
\begin{equation*}
\mathbf{M t}=0 \tag{4.10}
\end{equation*}
$$

Indeed, if $\mathbf{t}=\left(t_{1}, \ldots, t_{n+m}\right)^{T}$ is a solution of (4.10), then $\sum_{p=1}^{n} t_{p} \boldsymbol{\nu}_{p}=\sum_{q=1}^{m}$ $t_{n+q} \boldsymbol{\mu}_{q} \in V_{1} \cap V_{2}$. Now the simple linear algebra tells us that the basis of solutions of (4.10) is formed by the vectors of the form $\left(s_{1}, \ldots, s_{k}, 1,0, \ldots, 0\right)$, $\left(t_{1}, \ldots, t_{k}, 0,1, \ldots, 0\right), \ldots,\left(\tau_{1}, \ldots, \tau_{k}, 0, \ldots, 0,1\right)$. Using Cramer's rule, we find that each of the numbers $s_{j}, t_{j}, \tau_{j}$, etc is a ratio of two determinants, each of them
an integer number $\ll R^{k}$; moreover, the denominator is the same for all of the numbers $s_{j}, t_{j}$, etc. After multiplication by the denominator, we obtain an integer basis of solutions of (4.10) with entries $\ll R^{k}$. For any such solution $\mathbf{t}$ the following estimate holds: $\left|\sum_{p=1}^{n} t_{p} \boldsymbol{\nu}_{p}\right| \ll R^{k+1}$. This proves the first statement of lemma. To prove the second statement, we first use Lemma 4.5 to construct integer bases $\left\{\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n-l}\right\}$ and $\left\{\boldsymbol{\xi}_{1}, \ldots, \boldsymbol{\xi}_{m-l}\right\}$ of the orthogonal complements to $V_{1} \cap V_{2}$ in $V_{1}$ and $V_{2}$ correspondingly with properties

$$
\prod_{j=1}^{n-l}\left|\boldsymbol{\eta}_{j}\right| \ll R^{n+l(m+n-l+1)}
$$

and

$$
\prod_{j=1}^{m-l}\left|\boldsymbol{\xi}_{j}\right| \ll R^{m+l(m+n-l+1)}
$$

Now Lemma 4.7 produces the required estimate. This finishes the proof.
Using the same argument we have used while proving Corollary 4.3, we can prove the following
Corollary 4.11. Let $\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{n}, \boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{m} \in \mathbb{Z}^{d} \cap B(R)$ be two linearly independent families of vectors. Let $V_{1}=R\left(\mathbf{F} \boldsymbol{\nu}_{1}, \ldots, \mathbf{F} \boldsymbol{\nu}_{n}\right)$ and $V_{2}=R\left(\mathbf{F} \boldsymbol{\mu}_{1}, \ldots, \mathbf{F} \boldsymbol{\mu}_{m}\right)$. Then the angle between orthogonal complements to $V_{1} \cap V_{2}$ in $V_{1}$ and $V_{2}$ is $\gg R^{-\alpha(n, m, l)}$.

## 5. Reduction to invariant subspaces

Let $\lambda=\rho^{2}$ be a large real number. In this section, we use Lemma 3.2 to construct the family of operators $\tilde{H}(\mathbf{k})$ the spectrum of which (or at least the part of the spectrum near $\lambda$ ) is close to the spectrum of $H(\mathbf{k})$. Consider the truncated potential

$$
\begin{equation*}
V^{\prime}(\mathbf{x})=\sum_{\mathbf{m} \in B(R) \cap \mathbb{Z}^{d}} \hat{V}(\mathbf{m}) e_{\mathbf{m}}(\mathbf{x}), \tag{5.1}
\end{equation*}
$$

where

$$
e_{\mathbf{m}}(\mathbf{x}):=\frac{1}{(2 \pi)^{d / 2}} e^{i\langle\mathbf{m}, \mathbf{x}\rangle}, \quad \mathbf{m} \in \mathbb{Z}^{d}
$$

and

$$
\begin{equation*}
\hat{V}(\mathbf{m})=\int_{[0,2 \pi]^{d}} V(\mathbf{x}) e_{-\mathbf{m}}(\mathbf{x}) \tag{5.2}
\end{equation*}
$$

are the Fourier coefficients of $V . R$ is a large parameter the precise value of which will be chosen later; at the moment we just state that $R \sim \rho^{\gamma}$ with $\gamma>0$ being small. Throughout the text, we will prove various statements which will hold under conditions of the type $R<\rho^{\gamma_{j}}$. After each statement of this type, we will always assume, without possibly specifically mentioning, that these conditions are always satisfied in what follows; at the end, we will choose $\gamma=\min \gamma_{j}$.

Since $V$ is smooth, for each $n$ we have

$$
\begin{equation*}
\sup _{\mathbf{x} \in \mathbb{R}^{d}}\left|V(\mathbf{x})-V^{\prime}(\mathbf{x})\right|<C_{n} R^{-n} \tag{5.3}
\end{equation*}
$$

This implies that if we denote $H^{\prime}(\mathbf{k}):=H_{0}(\mathbf{k})+V^{\prime}$ with the domain $\mathcal{D}(\mathbf{k})$, the following estimate holds for all $n$ :

$$
\begin{equation*}
\left|\mu_{j}(H(\mathbf{k}))-\mu_{j}\left(H^{\prime}(\mathbf{k})\right)\right|<C_{n} R^{-n} . \tag{5.4}
\end{equation*}
$$

Throughout this and the next two sections, we will work with the truncated operators $H^{\prime}(\mathbf{k})$. These sections will be devoted to the construction of mappings $f, g$ with properties specified in the introduction. Let $M \in \mathbb{N}$ be a fixed number. For each natural $j$ we denote

$$
\begin{equation*}
\Theta_{j}:=\mathbb{Z}^{d} \cap B(j R), \quad \Theta_{0}:=\{0\}, \quad \Theta_{j}^{\prime}:=\Theta_{j} \backslash\{0\} . \tag{5.5}
\end{equation*}
$$

Let $\mathfrak{V} \subset \mathbb{R}^{d}$ be a linear subspace of dimension $n$ and $r>0$. We say that $\mathfrak{V}$ is an integer $r$-subspace if $\mathfrak{V}=R\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{n}\right)$ and each $\boldsymbol{\theta}_{j}$ is an integer vector with length smaller than $r$. The set of all integer $r$-subspaces of dimension $n$ will be denoted by $\mathcal{V}(r, n)$. We mostly will be dealing with $\mathcal{V}(6 M R, n)$; for brevity we will denote $\mathcal{V}(n):=\mathcal{V}(6 M R, n)$. If $\boldsymbol{\xi} \in \mathbb{R}^{d}$ and $\mathfrak{V} \in \mathcal{V}(n)$, we denote $\boldsymbol{\xi}_{\mathfrak{V}}$ and $\boldsymbol{\xi}_{\mathfrak{V}}^{\perp}$ vectors such that

$$
\begin{equation*}
\boldsymbol{\xi}=\boldsymbol{\xi}_{\mathfrak{V}}+\boldsymbol{\xi}_{\mathfrak{V}}^{\perp}, \quad \boldsymbol{\xi}_{\mathfrak{V}} \in \mathfrak{V}, \quad \mathbf{G} \boldsymbol{\xi}_{\mathfrak{V}}^{\perp} \perp \mathfrak{V} . \tag{5.6}
\end{equation*}
$$

If $\mathfrak{V} \in \mathcal{V}(n)$, we put $\Theta(\mathfrak{V}):=\Theta_{6 M} \cap \mathfrak{V}, \Theta^{\prime}(\mathfrak{V}):=\Theta(\mathfrak{V}) \backslash\{0\}$. By $p, q_{n}(n=1, \ldots, d)$ we denote positive constants smaller than $1 / 3$; the precise value of these constants will be specified later; we also denote $K=\rho^{p}$ and $L_{n}=\rho^{q_{n}}$.

Let $\mathfrak{V} \in \mathcal{V}(n)$. We denote

$$
\begin{align*}
& \Xi_{0}(\mathfrak{V}):=\left\{\boldsymbol{\xi} \in \mathcal{A},\left|\boldsymbol{\xi}_{\mathfrak{V}}\right|<L_{n}\right\},  \tag{5.7}\\
& \Xi_{1}(\mathfrak{V}):=\left(\Xi_{0}(\mathfrak{V})+\mathfrak{V}\right) \cap \mathcal{A},  \tag{5.8}\\
& \Xi_{2}(\mathfrak{V}):=\Xi_{1}(\mathfrak{V}) \backslash\left(\cup_{m=n+1}^{d} \cup_{\mathfrak{W} \in \mathcal{V}(m): \mathfrak{V} \subset \mathfrak{W}} \Xi_{1}(\mathfrak{W})\right),  \tag{5.9}\\
& \Xi_{3}(\mathfrak{V}):=\Xi_{2}(\mathfrak{V})+B(\mathfrak{V}, K), \tag{5.10}
\end{align*}
$$

and finally,

$$
\begin{equation*}
\Xi(\mathfrak{V}):=\Xi_{3}(\mathfrak{V})+\Theta_{M} \tag{5.11}
\end{equation*}
$$

These objects (especially $\Xi_{3}(\mathfrak{V})$ and $\left.\Xi(\mathfrak{V})\right)$ play a crucial role in what follows; the pictures of them are shown in Figures 1-4 in the case $d=2$ (here, the integer subspaces $\mathfrak{V}$ are 1-dimensional, so $\mathfrak{V}=R(\boldsymbol{\theta})$ with $\boldsymbol{\theta} \in \Theta^{\prime}$; we have called $\Xi_{j}(\boldsymbol{\theta}):=$ $\left.\Xi_{j}(R(\boldsymbol{\theta}))\right)$.

It may seem that the definition of these objects is overcomplicated; for example, one may be tempted to define $\Xi_{3}(\mathfrak{V})$ by Figure 5 . This definition is indeed simpler and it would work in the 2-dimensional case; however, if we try to extend this definition to higher dimensions, we would find out that Lemma 5.12 no longer holds. One more remark concerning the definitions of the sets $\Xi$ is that it is very difficult to make a mental picture of them in high dimensions (even when $d=3$ ).


Figure 1. The set $\Xi_{0}(\boldsymbol{\theta})$ in the 2-dimensional case.


Figure 2. The set $\Xi_{1}(\boldsymbol{\theta})=\Xi_{2}(\boldsymbol{\theta})$ in the 2-dimensional case.

A good approach to working with these sets is to do it on a purely formal level, without trying to imagine how they look like.

We also put

$$
\begin{equation*}
\mathcal{D}:=\cup_{m=1}^{d} \cup_{\mathfrak{W} \in \mathcal{V}(m)} \Xi_{1}(\mathfrak{W}) \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{B}:=\mathcal{A} \backslash \mathcal{D} . \tag{5.13}
\end{equation*}
$$



Figure 3. The set $\Xi_{3}(\boldsymbol{\theta})$ in the 2-dimensional case.


Figure 4. The set $\boldsymbol{\Xi}(\boldsymbol{\theta})$ in the 2-dimensional case; here, $\Theta=$ $\{(0,0),( \pm 1,0),(0, \pm 1)\}$ consists of five elements.

We will often call the set $\mathcal{D}$ the resonance region and the set $\mathcal{B}$ the non-resonance region.

Note that the definitions (5.7)-(5.11) make sense for the subspace $\mathfrak{U}_{0}:=$ $\{0\} \in \mathcal{V}(0)$. In particular, we have $\Xi_{0}\left(\mathfrak{U}_{0}\right)=\Xi_{1}\left(\mathfrak{U}_{0}\right)=\mathcal{A}, \Xi_{2}\left(\mathfrak{U}_{0}\right)=\Xi_{3}\left(\mathfrak{U}_{0}\right)=\mathcal{B}$, and

$$
\begin{equation*}
\Xi\left(\mathfrak{U}_{0}\right)=\mathcal{B}+\Theta_{M} . \tag{5.14}
\end{equation*}
$$



Figure 5. Bad definition of the set $\Xi_{3}(\boldsymbol{\theta})$ in the 2-dimensional case.

Let us now formulate several properties of the sets $\Xi_{j}$. In what follows, we always assume that $\rho$ and $R$ are sufficiently large. We also assume that $L_{n}=\rho^{q_{n}}$ with $q_{n+1} \geq q_{n}+3 p$ for all $n, q_{d} \leq 1 / 3$, and $K=\rho^{p}$ with $q_{1} \geq 3 p>0$. We also put $q_{0}=0$ so that $L_{0}=1$. From now on, we fix the values $p$ and $q_{n}$ satisfying these conditions; say, we put

$$
\begin{equation*}
q_{n}=3 n p, \quad p=(9 d)^{-1} . \tag{5.15}
\end{equation*}
$$

Finally, we assume that $M>2$ and that $\rho^{p}>R^{2 \beta}$, where $\beta$ is the maximal possible value the exponent $\alpha(n, m, l)$ from Lemma 4.10 can attain.

Lemma 5.1. $\Xi_{0}\left(\mathbb{R}^{d}\right)=\emptyset$.
Proof. This statement is obvious since if $\mathfrak{V}=\mathbb{R}^{d}$, then for each $\boldsymbol{\xi}$ we have $\boldsymbol{\xi}=\boldsymbol{\xi}_{\mathfrak{V}}$; therefore one cannot have a point $\boldsymbol{\xi} \in \mathcal{A}$ with $\left|\boldsymbol{\xi}_{\mathfrak{V}}\right|<L_{d} \leq \rho^{1 / 3}$.
Lemma 5.2. Let $\mathfrak{V} \in \mathcal{V}(n), 0 \leq n<d$, and $\boldsymbol{\xi} \in \Xi_{1}(\mathfrak{V})$. Then $\left|\boldsymbol{\xi}_{\mathfrak{V}}\right|<2 L_{n}$.
Proof. The condition $\boldsymbol{\xi} \in \Xi_{1}(\mathfrak{V})$ means that $\boldsymbol{\xi} \in \mathcal{A}$ and there exists $\boldsymbol{\xi}^{\prime} \in \mathcal{A}$, $\left|\boldsymbol{\xi}_{\mathfrak{V}}^{\prime}\right|<L_{n}$ such that $\boldsymbol{\xi}-\boldsymbol{\xi}^{\prime} \in \mathfrak{V}$. These conditions imply

$$
\left\|\left.\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}\right|^{2}-\left|\mathbf{F} \boldsymbol{\xi}_{\mathfrak{N}}^{\prime}\right|^{2}|=\| \mathbf{F} \boldsymbol{\xi}|^{2}-\left|\mathbf{F} \boldsymbol{\xi}^{\prime}\right|^{2} \mid \ll 1\right.
$$

Now the statement is obvious.
Corollary 5.3. If $\boldsymbol{\xi} \in \Xi(\mathfrak{V})$, then $\left|\boldsymbol{\xi}_{\mathfrak{V}}\right| \ll L_{n}$.
Lemma 5.4. Suppose, $\mathfrak{V}_{1} \in \mathcal{V}\left(n_{1}\right)$ and $\mathfrak{V}_{2} \in \mathcal{V}\left(n_{2}\right)$ are two subspaces such that neither of them is contained in the other one. Let $\boldsymbol{\xi}_{j} \in \Xi_{2}\left(\mathfrak{V}_{j}\right)$. Then $\left|\boldsymbol{\xi}_{1}-\boldsymbol{\xi}_{2}\right|>L_{1}$.

Proof. The conditions of lemma imply $\left|\left(\boldsymbol{\xi}_{j}\right)_{\mathfrak{V}_{j}}\right| \ll L_{n_{j}}, j=1,2$. Let $\mathfrak{W}=\mathfrak{V}_{1}+$ $\mathfrak{V}_{2}, \mathfrak{U}=\mathfrak{V}_{1} \cap \mathfrak{V}_{2}, \operatorname{dim} \mathfrak{U}=l$. Then $\mathfrak{W}$ is an integer $6 M R$-subspace, say $\mathfrak{W} \in$ $\mathcal{V}(m)$. Also, conditions of lemma imply that $\mathfrak{W} \neq \mathfrak{V}_{j}$, so $m>n_{j}$. Suppose, the statement of lemma does not hold, i.e., $\left|\boldsymbol{\xi}_{1}-\boldsymbol{\xi}_{2}\right| \leq L_{1}$. Then $\left|\left(\boldsymbol{\xi}_{1}-\boldsymbol{\xi}_{2}\right)_{\mathfrak{V}_{2}}\right| \ll$ $L_{1}$ and thus $\left|\left(\boldsymbol{\xi}_{1}\right)_{\mathfrak{V}_{2}}\right| \ll L_{n_{2}}$. By Corollary 4.11, the angle between $\mathbf{F} \mathfrak{V}_{1}$ and $\mathbf{F} \mathfrak{V}_{2}$ is at least $C R^{-\alpha\left(n_{1}, n_{2}, l\right)}$. Since the projections of $\boldsymbol{\xi}_{1}$ onto $\mathfrak{V}_{1}$ and $\mathfrak{V}_{2}$ are smaller than $L_{n_{1}}$ and $2 L_{n_{2}}$ respectively, it is a simple geometry to deduce that $\left|\left(\boldsymbol{\xi}_{1}\right)_{\mathfrak{W}}\right| \ll\left(L_{n_{1}}+L_{n_{2}}\right) R^{\alpha\left(n_{1}, n_{2}, l\right)}$. Due to the conditions stated before Lemma 5.1, this implies $\left|\left(\boldsymbol{\xi}_{1}\right)_{\mathfrak{W}}\right|<L_{m}$. Therefore, $\boldsymbol{\xi}_{1} \in \Xi_{1}(\mathfrak{W})$. Now definition (5.9) implies that $\boldsymbol{\xi}_{1} \notin \Xi_{2}\left(\mathfrak{V}_{1}\right)$, which contradicts our assumptions. Thus, $\left|\boldsymbol{\xi}_{1}-\boldsymbol{\xi}_{2}\right|>L_{1}$.

Corollary 5.5. Suppose, $\mathfrak{V}_{1} \in \mathcal{V}\left(n_{1}\right)$ and $\mathfrak{V}_{2} \in \mathcal{V}\left(n_{2}\right)$ are two subspaces such that neither of them is contained in the other one. Let $\boldsymbol{\xi}_{j} \in \Xi\left(\mathfrak{V}_{j}\right)$. Then $\left|\boldsymbol{\xi}_{1}-\boldsymbol{\xi}_{2}\right| \gg L_{1}$.

Lemma 5.6. Let $\mathfrak{V} \in \mathcal{V}(n)$ and $\boldsymbol{\xi} \in \Xi_{3}(\mathfrak{V})$. Then $\left||\mathbf{F} \boldsymbol{\xi}|^{2}-\rho^{2}\right| \ll K L_{n}$ and $\left|\left|\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}^{\perp}\right|^{2}-\right.$ $\rho^{2} \mid \ll L_{n}^{2}$.
Proof. The assumption of lemma imply that there exists $\boldsymbol{\eta} \in \Xi_{2}(\mathfrak{V})$ such that $\boldsymbol{\xi}-\boldsymbol{\eta} \in \mathfrak{V}$ and $|\boldsymbol{\xi}-\boldsymbol{\eta}|<K$. Lemma 5.2 implies $\left|\boldsymbol{\xi}_{\mathfrak{V}}\right| \ll L_{n}$, and thus $\left||\mathbf{F} \boldsymbol{\xi}|^{2}-\right.$ $|\mathbf{F} \boldsymbol{\eta}|^{2}\left|=\left|\left|\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}\right|^{2}-\left|\mathbf{F} \boldsymbol{\eta}_{\mathfrak{V}}\right|^{2}\right| \ll K L_{n}\right.$. The first statement now follows from the fact that $\boldsymbol{\eta} \in \mathcal{A}$. Now we compute:

$$
\rho^{2}-\|\left.\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}^{\perp}\right|^{2}=|\mathbf{F} \boldsymbol{\xi}|^{2}+O\left(K L_{n}\right)-\left|\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}^{\perp}\right|^{2}=\left|\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}\right|^{2}+O\left(K L_{n}\right)=O\left(L_{n}^{2}\right)
$$

by Corollary 5.3.
Factorizing the LHS's of the estimates from this lemma, we immediately obtain the following

Corollary 5.7. Let $\mathfrak{V} \in \mathcal{V}(n)$ and $\boldsymbol{\xi} \in \Xi_{3}(\mathfrak{V})$. Then $||\mathbf{F} \boldsymbol{\xi}|-\rho| \ll \rho^{p+q_{n}-1}$ and $\left|\left|\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V} \mid}^{\perp}\right|-\rho\right| \ll \rho^{2 q_{n}-1}$.

Lemma 5.8. Let $\mathfrak{V} \in \mathcal{V}(n)$ and $\boldsymbol{\xi} \in \Xi_{3}(\mathfrak{V})$. Suppose, for some $\boldsymbol{\eta} \in \mathcal{A}$ we have $\boldsymbol{\xi}-\boldsymbol{\eta} \in \mathfrak{V}$. Then $\boldsymbol{\eta} \in \Xi_{2}(\mathfrak{V})$.
Proof. Definition (5.8) implies that $\boldsymbol{\eta} \in \Xi_{1}(\mathfrak{V})$. Therefore, in order to prove our lemma, we need to show that for any $\mathfrak{W} \in \mathcal{V}(m)(m>n)$, $\mathfrak{V} \subset \mathfrak{W}$, we have $\boldsymbol{\eta} \notin \Xi_{1}(\mathfrak{W})$. Suppose, this is not the case and $\boldsymbol{\eta} \in \Xi_{1}(\mathfrak{W})$. Then the fact that $\boldsymbol{\xi} \in \Xi_{3}(\mathfrak{V})$ means that there exists a vector $\tilde{\boldsymbol{\xi}} \in \Xi_{2}(\mathfrak{V})$ with $\boldsymbol{\xi}-\tilde{\boldsymbol{\xi}} \in \mathfrak{V}$. But then $\boldsymbol{\eta}-\tilde{\boldsymbol{\xi}} \in \mathfrak{V} \subset \mathfrak{W}$. Therefore, $\tilde{\boldsymbol{\xi}} \in \Xi_{1}(\mathfrak{W})$. This contradicts the assumption $\tilde{\boldsymbol{\xi}} \in \Xi_{2}(\mathfrak{V})$. The lemma is proved.

Lemma 5.9. Let $\mathfrak{V} \in \mathcal{V}(n)$ and $\boldsymbol{\xi} \in \Xi_{3}(\mathfrak{V})$. Suppose, for some $\boldsymbol{\eta} \in \mathfrak{V}$ we have $\boldsymbol{\alpha}:=\boldsymbol{\xi}+\boldsymbol{\eta} \notin \Xi_{3}(\mathfrak{V})$. Then $\left||\mathbf{F} \boldsymbol{\alpha}|^{2}-\rho^{2}\right| \gg K^{2}$.

Proof. Let $\tilde{\boldsymbol{\alpha}}$ be the point which satisfies the following conditions: $\tilde{\boldsymbol{\alpha}}-\boldsymbol{\alpha} \in \mathfrak{V}$, $\tilde{\boldsymbol{\alpha}} \in \mathcal{A}$, and the vector $\boldsymbol{\alpha}_{\mathfrak{V}}$ is a non-negative multiple of $\tilde{\boldsymbol{\alpha}}_{\mathfrak{V}}$ (a simple geometrical argument shows that such a point always exists). Then Lemma 5.8 implies that
$\tilde{\boldsymbol{\alpha}} \in \Xi_{2}(\mathfrak{V})$. Therefore, since $\boldsymbol{\alpha} \notin \Xi_{3}(\mathfrak{V})$, we have $\| \mathbf{F} \tilde{\boldsymbol{\alpha}}_{\mathfrak{V}}\left|-\left|\mathbf{F} \boldsymbol{\alpha}_{\mathfrak{V}}\right|\right|=\mid \mathbf{F} \tilde{\boldsymbol{\alpha}}_{\mathfrak{V}}-$ $\mathbf{F} \boldsymbol{\alpha}_{\mathfrak{V}} \mid \gg K$. Moreover,

This finishes the proof, since $\left||\mathbf{F} \tilde{\boldsymbol{\alpha}}|^{2}-\rho^{2}\right| \ll 1$.
Lemma 5.10. Let $\mathfrak{V} \in \mathcal{V}(n)$ and $\boldsymbol{\xi} \in \Xi_{3}(\mathfrak{V})$. Suppose, $\boldsymbol{\theta} \in \Theta_{6 M}^{\prime}$, $\boldsymbol{\theta} \notin \mathfrak{V}$. Denote $\boldsymbol{\eta}:=\boldsymbol{\xi}+\boldsymbol{\theta}$. Then $\left||\mathbf{F} \boldsymbol{\eta}|^{2}-\rho^{2}\right| \gg K^{2} L_{n}$.
Proof. Let $\mathfrak{W}$ be the linear span of $\mathfrak{V}$ and $\boldsymbol{\theta}$, and let $\mathfrak{U}:=R(\boldsymbol{\theta})$ be the onedimensional subspace.

Assume first that $\left|\boldsymbol{\xi}_{\mathfrak{U}}\right| \leq K^{2} L_{n}$. Then, since $\left|\boldsymbol{\xi}_{\mathfrak{V}}\right| \leq L_{n}$, the geometrical argument similar to the one used in the proof of Lemma 5.4 implies that $\left|\boldsymbol{\xi}_{\mathfrak{W}}\right|<$ $L_{n+1} / 2$ (recall that the assumption we have made on the exponents $p$ and $q_{n}$ imply that $\left.L_{n+1} \geq K^{3} L_{n}\right)$. Since $\boldsymbol{\xi} \in \Xi_{3}(\mathfrak{V})$, there exists a vector $\tilde{\boldsymbol{\xi}} \in \Xi_{2}(\mathfrak{V}),|\boldsymbol{\xi}-\tilde{\boldsymbol{\xi}}|<K$. Therefore, $\left|\tilde{\boldsymbol{\xi}}_{\mathfrak{W}}\right| \leq\left|\boldsymbol{\xi}_{\mathfrak{W}}\right|+\left|(\tilde{\boldsymbol{\xi}}-\boldsymbol{\xi})_{\mathfrak{W}}\right|<L_{n+1}$, which implies $\tilde{\boldsymbol{\xi}} \in \Xi_{1}(\mathfrak{W})$. This contradicts the condition $\tilde{\boldsymbol{\xi}} \in \Xi_{2}(\mathfrak{V})$.

Therefore, we must have $\left|\boldsymbol{\xi}_{\mathfrak{U}}\right|>K^{2} L_{n}$. This implies

$$
\left||\mathbf{F} \boldsymbol{\eta}|^{2}-|\mathbf{F} \boldsymbol{\xi}|^{2}\right|=\left|\left|\mathbf{F}\left(\boldsymbol{\xi}_{\mathfrak{U}}+\boldsymbol{\theta}\right)\right|^{2}-\left|\mathbf{F} \boldsymbol{\xi}_{\mathfrak{U}}\right|^{2}\right| \gg K^{2} L_{n}
$$

Now it remains to notice that Lemma 5.6 implies that $\left||\mathbf{F} \boldsymbol{\xi}|^{2}-\rho^{2}\right| \ll K L_{n}$. This finishes the proof.
Corollary 5.11. Let $\mathfrak{V} \in \mathcal{V}(n)$ and $\boldsymbol{\xi} \in \Xi_{3}(\mathfrak{V})$. Suppose, $\boldsymbol{\theta} \in \Theta_{6 M}^{\prime}$ and $\boldsymbol{\eta}=\boldsymbol{\xi}+\boldsymbol{\theta} \notin$ $\Xi_{3}(\mathfrak{V})$. Then $\left||\mathbf{F} \boldsymbol{\eta}|^{2}-\rho^{2}\right| \gg K^{2}$.

Proof. If $\boldsymbol{\theta} \in \mathfrak{V}$, then the statement follows from Lemma 5.9, and if $\boldsymbol{\theta} \notin \mathfrak{V}$, the statement follows from Lemma 5.10.

Lemma 5.12. For each two different integer subspaces $\mathfrak{V}_{j} \in \mathcal{V}\left(n_{j}\right), j=1,2,0 \leq$ $n_{j}<d$ we have $\left(\Xi\left(\mathfrak{V}_{1}\right)+\Theta_{1}\right) \cap\left(\Xi\left(\mathfrak{V}_{2}\right)+\Theta_{1}\right)=\emptyset$.
Proof. Suppose, $\boldsymbol{\xi} \in\left(\Xi\left(\mathfrak{V}_{1}\right)+\Theta_{1}\right) \cap\left(\Xi\left(\mathfrak{V}_{2}\right)+\Theta_{1}\right)$. Then Corollary 5.5 implies that one of the subspaces $\mathfrak{V}_{j}$ is inside the other, say $\mathfrak{V}_{1} \subset \mathfrak{V}_{2}$. Moreover, there exist two points, $\boldsymbol{\xi}_{1} \in \Xi_{3}\left(\mathfrak{V}_{1}\right)$ and $\boldsymbol{\xi}_{2} \in \Xi_{3}\left(\mathfrak{V}_{2}\right)$ such that $\boldsymbol{\theta}_{j}:=\boldsymbol{\xi}_{j}-\boldsymbol{\xi} \in \Theta_{M+1}$. Then $\boldsymbol{\theta}:=\boldsymbol{\xi}_{1}-\boldsymbol{\xi}_{2}=\boldsymbol{\theta}_{1}-\boldsymbol{\theta}_{2} \in \Theta_{3 M}$.

There are two possibilities: either $\boldsymbol{\theta} \in \mathfrak{V}_{2}$, or $\boldsymbol{\theta} \notin \mathfrak{V}_{2}$.
Assume first that $\boldsymbol{\theta} \in{\underset{\sim}{\mathfrak{V}}}_{2}$. Since $\boldsymbol{\xi}_{j} \in \Xi_{3}\left(\mathfrak{V}_{j}\right)$, there exist points $\tilde{\boldsymbol{\xi}}_{j} \in \Xi_{2}\left(\mathfrak{V}_{j}\right)$ such that $\tilde{\boldsymbol{\xi}}_{j}-\boldsymbol{\xi}_{j} \in \mathfrak{V}_{j},\left|\tilde{\boldsymbol{\xi}}_{j}-\boldsymbol{\xi}_{j}\right|<K$. But then $\tilde{\boldsymbol{\xi}}_{1}-\tilde{\boldsymbol{\xi}}_{2} \in \mathfrak{V}_{2}$. Since $\tilde{\boldsymbol{\xi}}_{2} \in$ $\Xi_{2}\left(\mathfrak{V}_{2}\right) \subset \Xi_{1}\left(\mathfrak{V}_{2}\right)$, according to definition (5.8) this means that $\tilde{\boldsymbol{\xi}}_{1} \in \Xi_{1}\left(\mathfrak{V}_{2}\right)$. Now definition (5.9) implies $\tilde{\boldsymbol{\xi}}_{1} \notin \Xi_{2}\left(\mathfrak{V}_{1}\right)$ which contradicts our assumption.

Assume now $\boldsymbol{\theta} \notin \mathfrak{V}_{2}$. Then Lemma 5.10 implies

$$
\left|\left|\mathbf{F} \boldsymbol{\xi}_{1}\right|^{2}-\rho^{2}\right|=\left|\left|\mathbf{F}\left(\boldsymbol{\xi}_{2}+\boldsymbol{\theta}\right)\right|^{2}-\rho^{2}\right| \gg K^{2} L_{n_{2}} .
$$

However, this contradicts the inequality $\left|\left|\mathbf{F} \boldsymbol{\xi}_{1}\right|^{2}-\rho^{2}\right| \ll K L_{n_{1}}$ which was established in Lemma 5.6.

Corollary 5.13. Each point $\boldsymbol{\xi} \in \mathcal{A}$ belongs to precisely one of the sets $\Xi(\mathfrak{V})$.
Proof. Indeed, definitions (5.7)-(5.14) imply that each point $\boldsymbol{\xi} \in \mathcal{A}$ belongs to at least one of the sets $\Xi(\mathfrak{V})$. The rest follows from Lemma 5.12.

Let us introduce more notation. Let $\mathcal{C} \subset \mathbb{R}^{d}$ be a measurable set. We denote by $\mathcal{P}^{(\mathbf{k})}(\mathcal{C})$ the orthogonal projection in $\mathfrak{H}=L^{2}\left([0,2 \pi]^{d}\right)$ onto the subspace spanned by the exponentials $e_{\boldsymbol{\xi}}(\mathbf{x}), \boldsymbol{\xi} \in \mathcal{C},\{\boldsymbol{\xi}\}=\mathbf{k}$.

Lemma 5.14. For arbitrary set $\mathcal{C} \subset \mathbb{R}^{d}$ and arbitrary $\mathbf{k}$ we have:

$$
\begin{equation*}
V^{\prime} \mathcal{P}^{(\mathbf{k})}(\mathcal{C})=\mathcal{P}^{(\mathbf{k})}\left(\mathcal{C}+\Theta_{1}\right) V^{\prime} \mathcal{P}^{(\mathbf{k})}(\mathcal{C}) . \tag{5.16}
\end{equation*}
$$

Proof. This follows from the obvious observation that if $\boldsymbol{\xi}=\mathbf{m}+\mathbf{k} \in \mathcal{C}$ and $|\mathbf{n}| \leq R$, then $\boldsymbol{\xi}+\mathbf{n} \in\left(\mathcal{C}+\Theta_{1}\right)$.

We are going to apply Lemma 3.2 and now we will specify what are the projections $P_{j}^{l}$. The construction will be the same for all values of quasi-momenta, so often we will skip $\mathbf{k}$ from the superscripts. For each $\mathfrak{V} \in \mathcal{V}(n), n=0,1, \ldots, d-1$ we put $P(\mathfrak{V}):=\mathcal{P}^{(\mathbf{k})}(\Xi(\mathfrak{V}))$. We also define $P_{j}(\mathfrak{V}):=\mathcal{P}^{(\mathbf{k})}\left(\left(\Xi_{3}(\mathfrak{V})+\Theta_{j}\right) \backslash\left(\Xi_{3}(\mathfrak{V})+\Theta_{j-1}\right)\right)$, $j=1, \ldots, M, P_{0}(\mathfrak{V})=\mathcal{P}^{(\mathbf{k})}\left(\Xi_{3}(\mathfrak{V})\right.$. We also denote $Q:=I-\left(\sum_{\mathfrak{V}} P(\mathfrak{V})\right)$ (the sum is over all integer $6 M R$-subspaces of dimension $n=0,1, \ldots, d-1)$. Now we apply Lemma 3.2 with the set of projections being $\{P(\mathfrak{V})\}, J:=[\lambda-20 v, \lambda+20 v]$, and $H_{0}=H_{0}(\mathbf{k})$. Let us check that all the conditions of Lemma 3.2 are satisfied assuming, as before, that all the conditions before Lemma 5.1 are fulfilled. Indeed, Lemmas 5.12 and 5.14 imply that $P\left(\mathfrak{V}_{1}\right) P\left(\mathfrak{V}_{2}\right)=0$ and $P\left(\mathfrak{V}_{1}\right) V P\left(\mathfrak{V}_{2}\right)=0$ for different subsets $\mathfrak{V}_{1}$ and $\mathfrak{V}_{2}$ (in particular, $Q$ is also a projection). Properties $P(\mathfrak{V})=\sum_{j=0}^{M} P_{j}(\mathfrak{V}), P_{j}(\mathfrak{V}) V P_{l}(\mathfrak{V})=0$ for $|j-l|>1$ and $P_{j}(\mathfrak{V}) V Q=0$ for $j<M$ follow from the construction of the projections $P_{j}(\mathfrak{V})$ and Lemma 5.14. Since $\mathcal{A} \subset \cup_{\mathfrak{V}} \Xi_{3}(\mathfrak{V})$, the distance between the spectrum of $Q H_{0} Q$ and $J$ is greater than $6 v$. Corollary 5.11 implies that the distances between the spectra of $P_{j}(\mathfrak{V}) H_{0} P_{j}(\mathfrak{V}), j=1, \ldots, M$ and $J$ are $\gg K^{2}$. All these remarks imply that we can apply Lemma 3.2 (or rather Corollary 3.3) and, instead of studying eigenvalues inside $J$ of $H^{\prime}(\mathbf{k})$, study eigenvalues of $\tilde{H}(\mathbf{k}):=\sum_{\mathfrak{V}} P(\mathfrak{V}) H^{\prime}(\mathbf{k}) P(\mathfrak{V})$; the distance between any eigenvalue of $H^{\prime}(\mathbf{k})$ lying inside $J$ and the corresponding eigenvalue of $\tilde{H}(\mathbf{k})$ is $\ll \rho^{-4 M p}$.

To be more precise, we do the following. Assume $\boldsymbol{\xi}=\mathbf{n}+\mathbf{k} \in \mathcal{A}$. Then $\boldsymbol{\xi} \in \Xi(\mathfrak{V})$ for some uniquely defined $\mathfrak{V} \in \mathcal{V}(n)$. In the following sections, we will define a mapping $\tilde{g}: \boldsymbol{\xi} \mapsto \mu_{\tau(\boldsymbol{\xi})}\left(P(\mathfrak{V}) H^{\prime}(\mathbf{k}) P(\mathfrak{V})\right)$, where $\tau=\tau(\boldsymbol{\xi})$ is a function with values in $\mathbb{N}$. The mapping $\tilde{g}$ will be an injection and any eigenvalue of $P(\mathfrak{V}) H^{\prime}(\mathbf{k}) P(\mathfrak{V})$ inside $J$ will have a pre-image under $\tilde{g}$. Then, $\tilde{g}(\boldsymbol{\xi})$ is also an eigenvalue of $\sum_{\mathfrak{V}} P(\mathfrak{V}) H^{\prime}(\mathbf{k}) P(\mathfrak{V})+Q H^{\prime}(\mathbf{k}) Q$, say

$$
\tilde{g}(\boldsymbol{\xi})=\mu_{\tau_{1}(\boldsymbol{\xi})}\left(\sum_{\mathfrak{V}} P(\mathfrak{V}) H^{\prime}(\mathbf{k}) P(\mathfrak{V})+Q H^{\prime}(\mathbf{k}) Q\right) .
$$

Then Lemma 3.2 implies that $\left|\tilde{g}(\boldsymbol{\xi})-\mu_{\tau_{1}(\boldsymbol{\xi})}\left(H^{\prime}(\mathbf{k})\right)\right| \ll \rho^{-4 M p}$. We then define $f(\boldsymbol{\xi}):=\mu_{\tau_{1}(\boldsymbol{\xi})}(H(\mathbf{k}))$ so that $|\tilde{g}(\boldsymbol{\xi})-f(\boldsymbol{\xi})| \ll \rho^{-4 M p}$. In order to construct the mapping $g$, we compute $\tilde{g}$ (or at least obtain an asymptotic formula for it) and then, roughly speaking, throw away terms which are sufficiently small for our purposes.

In the next two sections, we discuss how to obtain an asymptotic formula for $\tilde{g}$ when $\rho$ is large. We will consider separately the case $\boldsymbol{\xi} \in \Xi_{2}\left(\mathfrak{U}_{0}\right)=\mathcal{B}$ (recall that $\mathfrak{U}_{0}=\{0\} \in \mathcal{V}(0)$ and we have called $\mathcal{B}$ the non-resonance region) and the case of $\boldsymbol{\xi}$ lying inside the resonance region $\mathcal{D}$. We start by looking at the case $\boldsymbol{\xi} \in \mathcal{B}$.

## 6. Computation of the eigenvalues outside resonance layers

First of all, we notice that Lemma 5.10 implies that the operator $P\left(\mathfrak{U}_{0}\right) H^{\prime}(\mathbf{k}) P\left(\mathfrak{U}_{0}\right)$ splits into the direct sum of operators. Namely,

$$
\begin{equation*}
P\left(\mathfrak{U}_{0}\right) H^{\prime}(\mathbf{k}) P\left(\mathfrak{U}_{0}\right)=\bigoplus \mathcal{P}^{(\mathbf{k})}\left(\boldsymbol{\xi}+\Theta_{M}\right) H^{\prime}(\mathbf{k}) \mathcal{P}^{(\mathbf{k})}\left(\boldsymbol{\xi}+\Theta_{M}\right) \tag{6.1}
\end{equation*}
$$

the sum being over all $\boldsymbol{\xi} \in \mathcal{B}$ with $\{\boldsymbol{\xi}\}=\mathbf{k}$. We denote by $\tilde{g}(\boldsymbol{\xi})$ the eigenvalue of $\mathcal{P}^{(\mathbf{k})}\left(\boldsymbol{\xi}+\Theta_{M}\right) H^{\prime}(\mathbf{k}) \mathcal{P}^{(\mathbf{k})}\left(\boldsymbol{\xi}+\Theta_{M}\right)$ which lies within the distance $v$ from $|\mathbf{F} \boldsymbol{\xi}|^{2}$ (Lemma 5.10 implies that this eigenvalue is unique). Our next task is to compute $\tilde{g}(\boldsymbol{\xi})$. In this section we will prove the following lemma:

Lemma 6.1. Let $R<\rho^{p d^{-1} / 2}$. Then the following asymptotic formula holds:

$$
\begin{align*}
\tilde{g}(\boldsymbol{\xi}) \sim & |\mathbf{F} \boldsymbol{\xi}|^{2} \\
& +\sum_{r=1}^{\infty} \sum_{\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{r} \in \Theta_{M}^{\prime}} \sum_{n_{1}+\cdots+n_{r} \geq 2} A_{n_{1}, \ldots, n_{r}}\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{1}\right\rangle^{-n_{1}} \cdots\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{r}\right\rangle^{-n_{r}} \tag{6.2}
\end{align*}
$$

in the sense that for each $m \in \mathbb{N}$ we have

$$
\begin{align*}
& \tilde{g}(\boldsymbol{\xi})-|\mathbf{F} \boldsymbol{\xi}|^{2} \\
&-\sum_{r=1}^{m} \sum_{\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{r} \in \Theta_{M}^{\prime}} \sum_{2 \leq n_{1}+\cdots+n_{r} \leq m} A_{n_{1}, \ldots, n_{r}}\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{1}\right\rangle^{-n_{1}} \cdots\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{r}\right\rangle^{-n_{r}} \\
&=O\left(\rho^{-(m+1) p}\right), \tag{6.3}
\end{align*}
$$

uniformly over $R<\rho^{p d^{-1} / 2}$. Here, $A_{n_{1}, \ldots, n_{p}}$ is a polynomial of the Fourier coefficients $\hat{V}\left(\boldsymbol{\eta}_{j}\right)$ and $\hat{V}\left(\boldsymbol{\eta}_{j}-\boldsymbol{\eta}_{l}\right)$ of the potential.

Proof. Let us denote

$$
\begin{equation*}
a(\boldsymbol{\eta})=|\mathbf{F}(\boldsymbol{\xi}+\boldsymbol{\eta})|^{2} . \tag{6.4}
\end{equation*}
$$

The matrix of $P\left(\boldsymbol{\xi}+\Theta_{M}\right) H^{\prime}(\mathbf{k}) P\left(\boldsymbol{\xi}+\Theta_{M}\right)$ has the following form:

$$
\left(\begin{array}{cccccc}
\frac{a(0)}{\hat{V}\left(\boldsymbol{\eta}_{1}\right)} & \hat{V}\left(\boldsymbol{\eta}_{1}\right) & \hat{V}\left(\boldsymbol{\eta}_{2}\right) & \ldots & \hat{V}\left(\boldsymbol{\eta}_{n}\right) & \ldots  \tag{6.5}\\
\frac{a\left(\boldsymbol{\eta}_{1}\right)}{\hat{V}\left(\boldsymbol{\eta}_{2}\right)} & \hat{V}\left(\boldsymbol{\eta}_{2}-\boldsymbol{\eta}_{1}\right) & \hat{V}\left(\boldsymbol{\eta}_{2}-\boldsymbol{\eta}_{1}\right) & \ldots & \hat{V}\left(\boldsymbol{\eta}_{n}-\boldsymbol{\eta}_{1}\right) & \ldots \\
\vdots & \vdots & \vdots & \ldots & \hat{V}\left(\boldsymbol{\eta}_{n}-\boldsymbol{\eta}_{2}\right) & \ldots \\
\frac{\hat{V}\left(\boldsymbol{\eta}_{n}\right)}{} & \frac{\hat{V}\left(\boldsymbol{\eta}_{n}-\boldsymbol{\eta}_{1}\right)}{} & \frac{\hat{V}\left(\boldsymbol{\eta}_{n}-\boldsymbol{\eta}_{2}\right)}{} & \ldots & \vdots & \ldots \\
\vdots & \vdots & \vdots & \ldots & \vdots & \ddots
\end{array}\right)
$$

The diagonal elements of this matrix equal $|\mathbf{F}(\boldsymbol{\xi}+\boldsymbol{\eta})|^{2}$ (with $\boldsymbol{\eta}$ running over $\Theta_{M}$ ) and off-diagonal elements are Fourier coefficients of the potential (and are thus bounded). Let $L$ be the number of columns of this matrix; obviously, $L \asymp R^{d}$.

Let us compute the characteristic polynomial $p(\mu)$ of (6.5). The definition of the determinant implies

$$
\begin{equation*}
p(\mu)=\left(\prod_{\boldsymbol{\eta} \in \Theta_{M}}(a(\boldsymbol{\eta})-\mu)\right)+\sum_{m=2}^{L} J_{m}(\mu), \tag{6.6}
\end{equation*}
$$

where $J_{m}$ consists of products of exactly $(L-m)$ diagonal terms of (6.5) and $m$ off-diagonal terms. Put $J_{m}=J_{m}^{\prime}+J_{m}^{\prime \prime}$, where $J_{m}^{\prime}$ (resp. $J_{m}^{\prime \prime}$ ) consists of all terms, not containing (resp. containing) $(a(0)-\mu)$. Then we can re-write (6.6) as

$$
\begin{equation*}
p(\mu)=\left(\prod_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}}(a(\boldsymbol{\eta})-\mu)\right)((a(0)-\mu)+I(\mu)) \tag{6.7}
\end{equation*}
$$

where $I(\mu):=\sum_{m=1}^{L-1} I_{m}(\mu)+\sum_{m=2}^{L} \tilde{I}_{m}(\mu)$ with

$$
I_{m}:=\frac{J_{m+1}^{\prime}}{\prod_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}}(a(\boldsymbol{\eta})-\mu)}
$$

and

$$
\tilde{I}_{m}:=\frac{J_{m}^{\prime \prime}}{\prod_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}}(a(\boldsymbol{\eta})-\mu)} .
$$

We can easily compute the first several terms:

$$
\begin{align*}
& I_{1}(\mu):=-\sum_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}} \frac{|\hat{V}(\boldsymbol{\eta})|^{2}}{a(\boldsymbol{\eta})-\mu},  \tag{6.8}\\
& I_{2}(\mu):=-\sum_{\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime} \in \Theta_{M}^{\prime}, \boldsymbol{\eta} \neq \boldsymbol{\eta}^{\prime}} \frac{2 \Re\left(\hat{V}(\boldsymbol{\eta}) \hat{V}\left(\boldsymbol{\eta}-\boldsymbol{\eta}^{\prime}\right) \overline{\hat{V}\left(\boldsymbol{\eta}^{\prime}\right)}\right)}{(a(\boldsymbol{\eta})-\mu)\left(a\left(\boldsymbol{\eta}^{\prime}\right)-\mu\right)},  \tag{6.9}\\
& \tilde{I}_{2}(\mu):=-(a(0)-\mu) \sum_{\boldsymbol{\eta}, \boldsymbol{\eta}^{\prime} \in \Theta_{M}^{\prime}, \boldsymbol{\eta} \neq \boldsymbol{\eta}^{\prime}} \frac{\left|\hat{V}\left(\boldsymbol{\eta}-\boldsymbol{\eta}^{\prime}\right)\right|^{2}}{(a(\boldsymbol{\eta})-\mu)\left(a\left(\boldsymbol{\eta}^{\prime}\right)-\mu\right)} .
\end{align*}
$$

Overall, $I_{m}$ is the sum of $O\left(R^{d n}\right)$ terms of the form

$$
\begin{equation*}
\frac{W_{m}\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n}\right)}{\left(a\left(\boldsymbol{\eta}_{1}\right)-\mu\right) \ldots\left(a\left(\boldsymbol{\eta}_{n}\right)-\mu\right)}, \tag{6.10}
\end{equation*}
$$

and $\tilde{I}_{m}$ is the sum of $O\left(R^{d n}\right)$ terms of the form

$$
\begin{equation*}
(a(0)-\mu) \frac{\tilde{W}_{m}\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n}\right)}{\left(a\left(\boldsymbol{\eta}_{1}\right)-\mu\right) \ldots\left(a\left(\boldsymbol{\eta}_{n}\right)-\mu\right)} . \tag{6.11}
\end{equation*}
$$

Here, $W_{m}\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n}\right)$ and $\tilde{W}_{m}\left(\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{n}\right)$ are some polynomials of $\hat{V}\left(\boldsymbol{\eta}_{j}\right)$ and $\hat{V}\left(\boldsymbol{\eta}_{j}-\boldsymbol{\eta}_{l}\right)$.

On the interval $[a(0)-v, a(0)+v]$ the equation $p(\mu)=0$ has a unique solution, which we have called $\tilde{g}(\boldsymbol{\xi})$; this is the solution of the equation $a(0)-\mu+I(\mu)=0$. After denoting $F(\mu):=a(0)+I(\mu)$, this equation becomes equivalent to $\mu=F(\mu)$. Throughout the rest of the section we will assume that $\mu \in[a(0)-v, a(0)+v]$. Then, since $\boldsymbol{\xi} \in \mathcal{B}$, Lemma 5.10 guarantees that $|a(\boldsymbol{\eta})-a(0)| \gg \rho^{2 p}$ for $\boldsymbol{\eta} \in$ $\Theta_{M}^{\prime}$. This implies $I_{n}(\mu)=O\left(R^{d n} \rho^{-2 n p}\right)=O\left(\rho^{-n p}\right)$; similarly, $\tilde{I}_{n}(\mu)=O\left(\rho^{-n p}\right)$. Computing the derivatives, we see that $\frac{d}{d \mu} I_{n}(\mu)$ and $\frac{d}{d \mu} \tilde{I}_{n}(\mu)$ are $O\left(\rho^{-n p}\right)$ as well. Slightly more careful analysis shows that in fact $I_{1}=O\left(R^{d} \rho^{-4 p}\right)=O\left(\rho^{-2 p}\right)$ and $\frac{d}{d \mu} I_{1}=O\left(R^{d} \rho^{-4 p}\right)=O\left(\rho^{-2 p}\right)$. Indeed, we have:

$$
\begin{align*}
I_{1}(\mu) & =-\sum_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}} \frac{|\hat{V}(\boldsymbol{\eta})|^{2}}{a(\boldsymbol{\eta})-\mu} \\
& =-\frac{1}{2} \sum_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}}|\hat{V}(\boldsymbol{\eta})|^{2}\left(\frac{1}{a(\boldsymbol{\eta})-\mu}+\frac{1}{a(-\boldsymbol{\eta})-\mu}\right) \\
& =-\frac{1}{2} \sum_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}}|\hat{V}(\boldsymbol{\eta})|^{2}\left(\frac{a(\boldsymbol{\eta})+a(-\boldsymbol{\eta})-2 \mu}{(a(\boldsymbol{\eta})-\mu)(a(-\boldsymbol{\eta})-\mu)}\right)  \tag{6.12}\\
& =-\sum_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}}|\hat{V}(\boldsymbol{\eta})|^{2}\left(\frac{a(0)+|\mathbf{F} \boldsymbol{\eta}|^{2}-\mu}{(a(\boldsymbol{\eta})-\mu)(a(-\boldsymbol{\eta})-\mu)}\right),
\end{align*}
$$

and it remains to notice that $\sum_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}}|\hat{V}(\boldsymbol{\eta})|^{2}$ is bounded by the square of the $L_{2}$-norm of $V$. These estimates show that when $R<\rho^{p d^{-1} / 2}$, we have $I(\mu)=$ $O\left(\rho^{-2 p}\right)$ and $\frac{d}{d \mu} F(\mu)=\frac{d}{d \mu} I(\mu)=O\left(\rho^{-2 p}\right)$. We will find $\tilde{\lambda}(\boldsymbol{\xi})$ using a sequence of approximations. We define a sequence $\mu_{k}$ in the following way: $\mu_{0}=a(0), \mu_{k+1}=$ $F\left(\mu_{k}\right)=a(0)+I\left(\mu_{k}\right)$. Since $\left|\mu_{k+1}-\tilde{g}(\boldsymbol{\xi})\right|=\left|F\left(\mu_{k}\right)-F(\tilde{g}(\boldsymbol{\xi}))\right|=\left|\mu_{k}-\tilde{g}(\boldsymbol{\xi})\right| O\left(\rho^{-2 p}\right)$ and $\left|\mu_{0}-\tilde{g}(\boldsymbol{\xi})\right|=O(1)$, we have:

$$
\begin{equation*}
\left|\mu_{k}-\tilde{g}(\boldsymbol{\xi})\right|=O\left(\rho^{-2 k p}\right) . \tag{6.13}
\end{equation*}
$$

Therefore, we will prove the lemma if we show that for all $k \geq 1$ the approximation $\mu_{k}$ enjoys the same asymptotic behaviour (6.2), at least up to an error $O\left(\rho^{-k p}\right)$.

This computation is straightforward. For example, we have

$$
\mu_{1}=|\mathbf{F} \boldsymbol{\xi}|^{2}+I_{1}\left(|\mathbf{F} \boldsymbol{\xi}|^{2}\right)+I_{2}\left(|\mathbf{F} \boldsymbol{\xi}|^{2}\right)+\tilde{I}_{2}\left(|\mathbf{F} \boldsymbol{\xi}|^{2}\right)+O\left(\rho^{-3 p}\right),
$$

and, using (6.12), we obtain:

$$
\begin{align*}
I_{1}(a(0)) & =-\sum_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}}|V(\boldsymbol{\eta})|^{2}\left(\frac{|\mathbf{F} \boldsymbol{\eta}|^{2}}{(a(\boldsymbol{\eta})-a(0))(a(-\boldsymbol{\eta})-a(0))}\right) \\
& =\sum_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}}|V(\boldsymbol{\eta})|^{2}\left(\frac{|\mathbf{F} \boldsymbol{\eta}|^{2}}{\left(2\langle\mathbf{F} \boldsymbol{\xi}, \mathbf{F} \boldsymbol{\eta}\rangle+|\mathbf{F} \boldsymbol{\eta}|^{2}\right)\left(2\langle\mathbf{F} \boldsymbol{\xi}, \mathbf{F} \boldsymbol{\eta}\rangle-|\mathbf{F} \boldsymbol{\eta}|^{2}\right)}\right) \\
& =\sum_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}}|V(\boldsymbol{\eta})|^{2}\left(\frac{|\mathbf{F} \boldsymbol{\eta}|^{2}}{4\langle\mathbf{F} \boldsymbol{\xi}, \mathbf{F} \boldsymbol{\eta}\rangle^{2}-|\mathbf{F} \boldsymbol{\eta}|^{4}}\right) \\
& =\sum_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}}|V(\boldsymbol{\eta})|^{2}\left(\frac{4^{-1}|\mathbf{F} \boldsymbol{\eta}|^{2}\langle\mathbf{F} \boldsymbol{\xi}, \mathbf{F} \boldsymbol{\eta}\rangle^{-2}}{1-4^{-1}|\mathbf{F} \boldsymbol{\eta}|^{4}\langle\mathbf{F} \boldsymbol{\xi}, \mathbf{F} \boldsymbol{\eta}\rangle^{-2}}\right)  \tag{6.14}\\
& =\sum_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}}|V(\boldsymbol{\eta})|^{2} \sum_{n=1}^{\infty} 4^{-n}|\mathbf{F} \boldsymbol{\eta}|^{4 n-2}\langle\mathbf{F} \boldsymbol{\xi}, \mathbf{F} \boldsymbol{\eta}\rangle^{-2 n} \\
& =\sum_{\boldsymbol{\eta} \in \Theta_{M}^{\prime}}|V(\boldsymbol{\eta})|^{2} \sum_{n=1}^{\infty} 4^{-n}|\mathbf{F} \boldsymbol{\eta}|^{4 n-2}\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}\rangle^{-2 n} .
\end{align*}
$$

Computations of $I_{2}(a(0))$ are similar (and, obviously, $\tilde{I}_{2}(a(0))=0$ ), only now the result will have terms which involve inner products of $\xi$ with two different $\boldsymbol{\eta}$ 's. Thus,

$$
\begin{equation*}
\mu_{1}=|\mathbf{F} \boldsymbol{\xi}|^{2}+\sum_{\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2} \in \Theta_{M}^{\prime}} \sum_{n_{1}, n_{2}} A_{n_{1}, n_{2}}\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{1}\right\rangle^{-n_{1}}\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{2}\right\rangle^{-n_{2}}+O\left(\rho^{-3 p}\right), \tag{6.15}
\end{equation*}
$$

the sum being over all $n_{1}, n_{2}$ with $n_{1}+n_{2} \geq 2$ (in fact, we can take the sum over $n_{1}+n_{2}=2$, since other terms will be $\left.O\left(\rho^{-3 p}\right)\right)$. Using induction, it is easy to prove now that

$$
\begin{align*}
\mu_{k}= & |\mathbf{F} \boldsymbol{\xi}|^{2} \\
& +\sum_{r=1}^{k+1} \sum_{\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{r} \in \Theta_{M}^{\prime}} \sum_{n_{1}, \ldots, n_{r}} A_{n_{1}, \ldots, n_{r}}\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{1}\right\rangle^{-n_{1}} \cdots\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{r}\right\rangle^{-n_{r}}  \tag{6.16}\\
& +O\left(\rho^{-(k+2) p}\right)
\end{align*}
$$

the sum being over $2 \leq \sum_{j=1}^{r} n_{j} \leq k+1 ; A_{n_{1}, \ldots, n_{p}}$ is a polynomial of $\left\{\hat{V}\left(\boldsymbol{\eta}_{j}\right)\right\}$ and $\left\{\hat{V}\left(\boldsymbol{\eta}_{j}-\boldsymbol{\eta}_{l}\right)\right\}$. Indeed, if $\mu_{k}$ satisfies (6.16), then a calculation similar to (6.14) shows that for each $\boldsymbol{\eta} \in \Theta_{M}^{\prime}$ the fraction $\frac{1}{a(\boldsymbol{\eta})-\mu_{k}}$ can be decomposed as a sum of products of negative powers of $\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{j}\right\rangle$. Therefore, all functions $I_{n}\left(\mu_{k}\right)$ (and, thus,
$\left.I\left(\mu_{k}\right)\right)$ admit similar decomposition. This implies that the next approximation $\mu_{k+1}=|\mathbf{F} \boldsymbol{\xi}|^{2}+I\left(\mu_{k}\right)$ also satisfies (6.16).

Estimate (6.13) now shows that the asymptotic formula (6.3) holds.
We now define $g(\boldsymbol{\xi})$ as the finite part of the RHS of the expansion (6.2), namely

$$
\begin{align*}
g(\boldsymbol{\xi})= & |\mathbf{F} \boldsymbol{\xi}|^{2} \\
& +\sum_{r=1}^{4 M} \sum_{\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{r} \in \Theta_{M}^{\prime}} \sum_{n_{1}+\cdots+n_{r} \geq 2} A_{n_{1}, \ldots, n_{r}}\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{1}\right\rangle^{-n_{1}} \ldots\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{r}\right\rangle^{-n_{r}} . \tag{6.17}
\end{align*}
$$

Lemma 6.2. We have:

$$
\begin{equation*}
|g(\boldsymbol{\xi})-\tilde{g}(\boldsymbol{\xi})| \ll \rho^{-4 M p} . \tag{6.18}
\end{equation*}
$$

Proof. This follows from Lemma 6.1.

## 7. Computation of the eigenvalues inside resonance layers

Now let us fix $\mathfrak{V} \in \mathcal{V}(n), 1 \leq n \leq d-1$, and try to study the eigenvalues of $P(\mathfrak{V}) H^{\prime}(\mathbf{k}) P(\mathfrak{V})$. Let $\boldsymbol{\xi}=\mathbf{n}+\mathbf{k} \in \Xi_{3}(\mathfrak{V})$. We denote

$$
\begin{align*}
\mathbf{\Upsilon}_{j}=\mathbf{\Upsilon}_{j}(\boldsymbol{\xi}) & :=\left(\left(\boldsymbol{\xi}+\left(\mathfrak{V} \cap \mathbb{Z}^{d}\right)\right) \cap \Xi_{j}(\mathfrak{V})\right), \quad j=0,1,2,3,  \tag{7.1}\\
\mathbf{\Upsilon}=\mathbf{\Upsilon}(\boldsymbol{\xi}) & :=\mathbf{\Upsilon}_{3}(\boldsymbol{\xi})+\Theta_{M},  \tag{7.2}\\
P(\boldsymbol{\xi}) & :=\mathcal{P}^{(\mathbf{k})}(\mathbf{\Upsilon}(\boldsymbol{\xi})),  \tag{7.3}\\
H^{\prime}(\boldsymbol{\xi}) & :=P(\boldsymbol{\xi}) H^{\prime}(\mathbf{k}) P(\boldsymbol{\xi}),  \tag{7.4}\\
H_{0}(\boldsymbol{\xi}) & :=P(\boldsymbol{\xi}) H_{0}(\mathbf{k}) P(\boldsymbol{\xi}), \tag{7.5}
\end{align*}
$$

and

$$
\begin{equation*}
V_{\boldsymbol{\xi}}^{\prime}:=P(\boldsymbol{\xi}) V^{\prime} P(\boldsymbol{\xi}) . \tag{7.6}
\end{equation*}
$$

Out of all sets denoted by the letter $\mathbf{\Upsilon}$, we will mostly use $\mathbf{\Upsilon}_{3}(\boldsymbol{\xi})$ and $\mathbf{\Upsilon}(\boldsymbol{\xi})$; see Figures 6 and 7 for an illustration of these sets when $d=2$. Let us establish some simple properties of these sets.

Lemma 7.1. Suppose, $\boldsymbol{\eta} \in \mathbf{\Upsilon}(\boldsymbol{\xi}) \backslash \mathbf{\Upsilon}_{3}(\boldsymbol{\xi})$. Then $\|\left.\mathbf{F} \boldsymbol{\eta}\right|^{2}-\lambda \mid \gg K^{2}$ (in particular, $\boldsymbol{\eta} \notin \mathcal{A})$.
Proof. The assumptions of the lemma imply that $\boldsymbol{\eta}=\tilde{\boldsymbol{\xi}}+\boldsymbol{\theta}$ with $\tilde{\boldsymbol{\xi}} \in \mathbf{\Upsilon}_{3}(\boldsymbol{\xi})$ and $\boldsymbol{\theta} \in \Theta_{M}$. If $\boldsymbol{\theta} \notin \mathfrak{V}$, the statement follows from Lemma 5.10. Assume $\boldsymbol{\theta} \in \mathfrak{V}$. Then $\boldsymbol{\eta} \notin \Xi_{3}(\mathfrak{V})$ (otherwise we had $\boldsymbol{\eta} \in \mathbf{\Upsilon}_{3}(\boldsymbol{\xi})$ ). Now the statement follows from Lemma 5.9.

Lemma 7.2. We have $\mathbf{\Upsilon}_{3}(\boldsymbol{\xi}) \subset \Xi_{3}(\mathfrak{V})$ and $\mathbf{\Upsilon}(\boldsymbol{\xi}) \subset \Xi(\mathfrak{V})$. If $\boldsymbol{\eta} \in \mathbf{\Upsilon}(\boldsymbol{\xi})$, then $\boldsymbol{\eta}-\boldsymbol{\xi} \in$ $\mathbb{Z}^{d}$. If for some $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2} \in \Xi_{3}(\mathfrak{V})$ we have $\boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{1}\right) \cap \mathbf{\Upsilon}\left(\boldsymbol{\xi}_{2}\right) \neq \emptyset$, then $\mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1}\right)=\mathbf{\Upsilon}\left(\boldsymbol{\xi}_{2}\right)$.


Figure 6. The sets $\Xi_{3}(\boldsymbol{\theta})$ and $\boldsymbol{\Upsilon}_{3}(\boldsymbol{\xi})$.


Figure 7. The sets $\Xi_{3}(\boldsymbol{\theta})$ and $\boldsymbol{\Upsilon}(\boldsymbol{\xi})$; here, $\Theta=\{(0,0),( \pm 1,0)$, $(0, \pm 1)\}$ consists of five elements.

Proof. The first three statements follow immediately from the definitions. Assume $\boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{1}\right) \cap \boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{2}\right) \neq \emptyset$, say $\boldsymbol{\eta} \in \mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1}\right) \cap \mathbf{\Upsilon}\left(\boldsymbol{\xi}_{2}\right)$. Then $\boldsymbol{\eta}=\tilde{\boldsymbol{\xi}}_{j}+\boldsymbol{\theta}_{j}, j=1,2$, with $\tilde{\boldsymbol{\xi}}_{j} \in \Xi_{3}(\mathfrak{V})$ and $\boldsymbol{\theta}_{j} \in \Theta_{M}$. Then $\tilde{\boldsymbol{\xi}}_{1}=\tilde{\boldsymbol{\xi}}_{2}+\left(\boldsymbol{\theta}_{2}-\boldsymbol{\theta}_{1}\right)$. Since $\boldsymbol{\theta}_{2}-\boldsymbol{\theta}_{1} \in \Theta_{2 M}$,

Lemmas 5.10 and 5.6 imply that $\boldsymbol{\theta}_{2}-\boldsymbol{\theta}_{1} \in \mathfrak{V}$. Therefore, $\boldsymbol{\xi}_{2}-\boldsymbol{\xi}_{1} \in\left(\mathfrak{V} \cap \mathbb{Z}^{d}\right)$, so $\boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{1}\right)=\boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{2}\right)$.

Lemma 7.2 implies that the operator $P(\mathfrak{V}) H^{\prime}(\mathbf{k}) P(\mathfrak{V})$ splits into the direct sum:

$$
\begin{equation*}
P(\mathfrak{V}) H^{\prime}(\mathbf{k}) P(\mathfrak{V})=\bigoplus H^{\prime}(\boldsymbol{\xi}) \tag{7.7}
\end{equation*}
$$

the sum being over all classes of equivalence of $\boldsymbol{\xi} \in \Xi_{3}(\mathfrak{V})$ with $\{\boldsymbol{\xi}\}=\mathbf{k}$. Two vectors $\boldsymbol{\xi}_{1}$ and $\boldsymbol{\xi}_{2}$ are equivalent if $\mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1}\right)=\mathbf{\Upsilon}\left(\boldsymbol{\xi}_{2}\right)$.
Remark 7.3. The programme formulated at the end of Section 5 requires to put into correspondence to each point $\boldsymbol{\xi} \in \Xi_{3}(\mathfrak{V})$ a number $\tilde{g}(\boldsymbol{\xi})$ which is an eigenvalue of $P(\mathfrak{V}) H^{\prime}(\mathbf{k}) P(\mathfrak{V})$. It is natural to choose $\tilde{g}(\boldsymbol{\xi})$ to be an eigenvalue of $H^{\prime}(\boldsymbol{\xi})$, say $\tilde{g}(\boldsymbol{\xi})=\mu_{j}\left(H^{\prime}(\boldsymbol{\xi})\right)$, where $j=j(\boldsymbol{\xi})$ is some natural number, and the mapping $j: \mathbf{\Upsilon}(\boldsymbol{\xi}) \rightarrow \mathbb{N}$ is (at least) an injection. There are certain technical problems with defining the function $j$. The first problem is that the sets $\boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{1}\right)$ and $\boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{2}\right)$ can have different number of elements for different $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2} \in \Xi_{3}(\mathfrak{V})$ (as Figure 8 illustrates), and the mapping $j$ obviously has to take care of this fact. The second problem is that the mapping $j$ cannot possibly be continuous (otherwise, since it takes only natural values, it would be constant and therefore not an injection), so $\tilde{g}$ as well cannot be continuous. Finally, we want $\tilde{g}(\boldsymbol{\xi})$ not to change too much when we change $\boldsymbol{\xi}$ a little. We cannot exactly achieve this (since, as we mentioned above, $\tilde{g}$ must be discontinuous), but we can achieve some weaker version of this (see Lemma 7.11 for the precise statement).


Figure 8. The sets $\boldsymbol{\Upsilon}_{3}\left(\boldsymbol{\xi}_{1}\right)$ (dots) and $\boldsymbol{\Upsilon}_{3}\left(\boldsymbol{\xi}_{2}\right)$ (crosses) have different number of elements.

Hence, we will study operators $H^{\prime}(\mathbf{k})$ for each $\boldsymbol{\xi}=\mathbf{m}+\mathbf{k} \in \Xi(\mathfrak{V})$ with $\{\boldsymbol{\xi}\}=\mathbf{k}$. Recall that we have denoted by $\boldsymbol{\xi}_{\mathfrak{V}}$ and $\boldsymbol{\xi}_{\mathfrak{V}}^{\perp}$ vectors such that $\boldsymbol{\xi}=\boldsymbol{\xi}_{\mathfrak{V}}+\boldsymbol{\xi}_{\mathfrak{V}}^{\perp}$, $\boldsymbol{\xi}_{\mathfrak{V}} \in \mathfrak{V}, \mathbf{G} \boldsymbol{\xi}_{\mathfrak{V}}^{\perp} \perp \mathfrak{V}$. Let us also define

$$
\begin{equation*}
r=r(\boldsymbol{\xi}):=\left|\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}^{\perp}\right|, \quad \boldsymbol{\xi}_{\mathfrak{V}}^{\prime}:=\boldsymbol{\xi}_{\mathfrak{V}}^{\perp} / r \tag{7.8}
\end{equation*}
$$

so that $\left|\mathbf{F} \boldsymbol{\xi}_{\mathfrak{N}}^{\prime}\right|=1$. We can think of the triple $\left(r, \boldsymbol{\xi}_{\mathfrak{V}}^{\prime}, \boldsymbol{\xi}_{\mathfrak{V}}\right)$ as the cylindrical coordinates on $\Xi(\mathfrak{V})$. Corollary 5.3 implies that $\left|\boldsymbol{\xi}_{\mathfrak{V}}\right| \ll \rho^{q_{n}}$; Corollary 5.7 implies

$$
\begin{equation*}
|r-\rho|=O\left(\rho^{2 q_{n}-1}\right)=O\left(\rho^{-1 / 3}\right) \tag{7.9}
\end{equation*}
$$

since $q_{n} \leq 1 / 3$; in particular, we have $r>0$. The current objective is to express the asymptotic behaviour of eigenvalues of $H^{\prime}(\boldsymbol{\xi})$ inside $J$ in terms of $r$. In order to do this, we want to compare the eigenvalues of $H^{\prime}\left(\boldsymbol{\xi}_{1}\right)$ and $H^{\prime}\left(\boldsymbol{\xi}_{2}\right)$ when $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2} \in \Xi(\mathfrak{V})$ are two points which are close to each other. Since the operators $H^{\prime}\left(\boldsymbol{\xi}_{1}\right)$ and $H^{\prime}\left(\boldsymbol{\xi}_{2}\right)$ act in different Hilbert spaces $P\left(\boldsymbol{\xi}_{j}\right) \mathfrak{H}$, we first need to map these Hilbert spaces onto each other. A natural idea is to employ the mapping $F_{\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}}: P\left(\boldsymbol{\xi}_{1}\right) \mathfrak{H} \rightarrow$ $P\left(\boldsymbol{\xi}_{2}\right) \mathfrak{H}$ defined in the following way:

$$
\begin{equation*}
F_{\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}}\left(e_{\boldsymbol{\eta}}\right)=e_{\boldsymbol{\eta}+\boldsymbol{\xi}_{2}-\boldsymbol{\xi}_{1}} . \tag{7.10}
\end{equation*}
$$

This mapping is 'almost' an isometry, except for the fact that it is not well-defined, i.e., it could happen for example that $\boldsymbol{\eta} \in \boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{1}\right)$, but $\left(\boldsymbol{\eta}+\boldsymbol{\xi}_{2}-\boldsymbol{\xi}_{1}\right) \notin \mathbf{\Upsilon}\left(\boldsymbol{\xi}_{2}\right)$ (Figure 8 illustrates how this can happen). In order to avoid this, we will extend the sets $\boldsymbol{\Upsilon}(\boldsymbol{\xi})$. We do this in the following way. First, for $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2} \in \Xi_{2}(\mathfrak{V})$ we define

$$
\begin{equation*}
\boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right):=\mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1}\right) \cup\left(\boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{2}\right)-\boldsymbol{\xi}_{2}+\boldsymbol{\xi}_{1}\right) \tag{7.11}
\end{equation*}
$$

and, similarly,

$$
\boldsymbol{\Upsilon}_{3}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right):=\boldsymbol{\Upsilon}_{3}\left(\boldsymbol{\xi}_{1}\right) \cup\left(\mathbf{\Upsilon}_{3}\left(\boldsymbol{\xi}_{2}\right)-\boldsymbol{\xi}_{2}+\boldsymbol{\xi}_{1}\right)
$$

(the set $\boldsymbol{\Upsilon}_{3}\left(\boldsymbol{\xi}_{2} ; \boldsymbol{\xi}_{1}\right)$ is shown on Figure 9). We also define

$$
\begin{equation*}
P\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right):=\mathcal{P}^{\left(\mathbf{k}_{1}\right)}\left(\mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)\right), \tag{7.12}
\end{equation*}
$$

where $\mathbf{k}_{1}:=\left\{\boldsymbol{\xi}_{1}\right\} ;$

$$
\begin{equation*}
H^{\prime}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right):=P\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right) H^{\prime}\left(\boldsymbol{\xi}_{1}\right) P\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right), \tag{7.13}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{0}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right):=P\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right) H_{0}\left(\boldsymbol{\xi}_{1}\right) P\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right) . \tag{7.14}
\end{equation*}
$$

Suppose also that $\boldsymbol{\xi} \in \Xi_{2}(\mathfrak{V})$ and let $U \subset \Xi_{2}(\mathfrak{V})$ be a set containing $\boldsymbol{\xi}$ of diameter $\ll \rho^{-1}$. Denote

$$
\begin{align*}
\mathbf{\Upsilon}(\boldsymbol{\xi} ; U) & :=\cup_{\boldsymbol{\eta} \in U} \mathbf{\Upsilon}(\boldsymbol{\xi} ; \boldsymbol{\eta}),  \tag{7.15}\\
\mathbf{\Upsilon}_{3}(\boldsymbol{\xi} ; U) & :=\cup_{\boldsymbol{\eta} \in U} \mathbf{\Upsilon}_{3}(\boldsymbol{\xi} ; \boldsymbol{\eta}), \\
P(\boldsymbol{\xi} ; U) & =\mathcal{P}^{(\mathbf{k})}(\mathbf{\Upsilon}(\boldsymbol{\xi} ; U)), \\
H^{\prime}(\boldsymbol{\xi} ; U) & :=P(\boldsymbol{\xi} ; U) H^{\prime}(\boldsymbol{\xi}) P(\boldsymbol{\xi} ; U), \tag{7.16}
\end{align*}
$$

and

$$
\begin{equation*}
H_{0}(\boldsymbol{\xi} ; U):=P(\boldsymbol{\xi} ; U) H_{0}(\boldsymbol{\xi}) P(\boldsymbol{\xi} ; U) . \tag{7.17}
\end{equation*}
$$

Notice that $\mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)=\mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1} ;\left\{\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}\right\}\right)$.


Figure 9. Now the sets $\boldsymbol{\Upsilon}_{3}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)=\boldsymbol{\Upsilon}_{3}\left(\boldsymbol{\xi}_{1}\right)$ (dots) and $\boldsymbol{\Upsilon}_{3}\left(\boldsymbol{\xi}_{2} ; \boldsymbol{\xi}_{1}\right)$ (stars) have the same number of elements.

Now if we define the mapping $F_{\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}}: P\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right) \mathfrak{H} \rightarrow P\left(\boldsymbol{\xi}_{2} ; \boldsymbol{\xi}_{1}\right) \mathfrak{H}$ by formula (7.10), this mapping will be a bijection and an isometry, since obviously

$$
\boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{2} ; \boldsymbol{\xi}_{1}\right)=\boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)+\boldsymbol{\xi}_{2}-\boldsymbol{\xi}_{1} .
$$

Similarly, if $U$ is any set containing $\boldsymbol{\xi}_{1}$ and $\boldsymbol{\xi}_{2}$, then the mapping $F_{\boldsymbol{\xi}_{1} ; U}: P\left(\boldsymbol{\xi}_{1} ; U\right) \mathfrak{H}$ $\rightarrow P\left(\boldsymbol{\xi}_{2} ; U\right) \mathfrak{H}$ defined by (7.10) will be a bijection and an isometry, since

$$
\mathbf{\Upsilon}\left(\boldsymbol{\xi}_{2} ; U\right)=\mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1} ; U\right)+\boldsymbol{\xi}_{2}-\boldsymbol{\xi}_{1} .
$$

Note also that if $\boldsymbol{\eta} \in \boldsymbol{\Upsilon}(\boldsymbol{\xi} ; U)$, then $\boldsymbol{\eta}-\boldsymbol{\xi} \in \mathbb{Z}^{d}$.
The problem, of course, is that in general the spectra of $H^{\prime}\left(\boldsymbol{\xi}_{1}\right)$ and $H^{\prime}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)$ (or $H^{\prime}\left(\boldsymbol{\xi}_{1} ; U\right)$ ) can be quite far from each other. However, we can give sufficient conditions which guarantee that the spectra of $H^{\prime}\left(\boldsymbol{\xi}_{1}\right)$ and $H^{\prime}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)$ (or rather the parts of the spectra lying inside $J$ ) are within a small distance (of order $\left.O\left(\rho^{-4 M p}\right)\right)$ from each other. The following statement is a straightforward corollary of Lemma 3.2.

## Lemma 7.4.

a) Let $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2} \in \Xi_{2}(\mathfrak{V}) \subset \mathcal{A}$ satisfy $\left|\boldsymbol{\xi}_{1}-\boldsymbol{\xi}_{2}\right|<\rho^{-1}$. Then there exists a bijection $G=G_{\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}}$ defined on a subset of the set of all eigenvalues of $H^{\prime}\left(\boldsymbol{\xi}_{1}\right)$ and mapping them to a subset of the set of all eigenvalues of $H^{\prime}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)$ (eigenvalues in both sets are counted including multiplicities) satisfying the following properties:
(i) all eigenvalues of $H^{\prime}\left(\boldsymbol{\xi}_{1}\right)$ (resp. $H^{\prime}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)$ ) inside $J$ are in the domain (resp. range) of $G_{\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}}$;
(ii) for any eigenvalue $\mu_{j}\left(H^{\prime}\left(\boldsymbol{\xi}_{1}\right)\right) \in J$ (and thus in the domain of $G_{\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}}$ ) we have:

$$
\begin{equation*}
\left|\mu_{j}\left(H^{\prime}\left(\boldsymbol{\xi}_{1}\right)\right)-G\left(\mu_{j}\left(H^{\prime}\left(\boldsymbol{\xi}_{1}\right)\right)\right)\right| \ll \rho^{-4 M p} \tag{7.18}
\end{equation*}
$$

b) Suppose $\boldsymbol{\xi} \in U \subset \Xi_{2}(\mathfrak{V})$ and the diameter of $U$ is $\ll \rho^{-1}$. Then there exists a bijection $G=G_{\boldsymbol{\xi}, U}$ defined on a subset of the set of all eigenvalues of $H^{\prime}(\boldsymbol{\xi})$ and mapping them to a subset of the set of all eigenvalues of $H^{\prime}(\boldsymbol{\xi} ; U)$ (eigenvalues in both sets are counted including multiplicities) satisfying the following properties:
(i) all eigenvalues of $H^{\prime}(\boldsymbol{\xi})\left(\right.$ resp. $\left.H^{\prime}(\boldsymbol{\xi} ; U)\right)$ inside $J$ are in the domain (resp. range) of $G_{\xi, U}$;
(ii) for any eigenvalue $\mu_{j}\left(H^{\prime}(\boldsymbol{\xi})\right) \in J$ (and thus in the domain of $G_{\boldsymbol{\xi}, U}$ ) we have:

$$
\begin{equation*}
\left|\mu_{j}\left(H^{\prime}(\boldsymbol{\xi})\right)-G\left(\mu_{j}\left(H^{\prime}(\boldsymbol{\xi})\right)\right)\right| \ll \rho^{-4 M p} \tag{7.19}
\end{equation*}
$$

Proof. Let us prove part a) of this lemma; part b) is proved analogously. Suppose, $\boldsymbol{\xi} \in\left(\boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right) \backslash \boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{1}\right)\right)$. Let us prove that then

$$
\begin{equation*}
\left\|\left.\mathbf{F} \boldsymbol{\xi}\right|^{2}-\rho^{2}\right\| \gg K^{2} \tag{7.20}
\end{equation*}
$$

Indeed, we obviously have $\tilde{\boldsymbol{\xi}}:=\boldsymbol{\xi}+\boldsymbol{\xi}_{2}-\boldsymbol{\xi}_{1} \in \boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{2}\right) \subset \Xi(\mathfrak{V})$. Then definitions (5.10), (5.11), (7.1) and (7.2) imply that $\tilde{\boldsymbol{\xi}}=\tilde{\boldsymbol{\eta}}+\mathbf{a}+\boldsymbol{\theta}, \boldsymbol{\eta} \in\left(\Xi_{2}(\mathfrak{V}) \cap\left(\boldsymbol{\xi}_{2}+\mathfrak{V}\right)\right)$, $\mathbf{a} \in B(\mathfrak{V}, K), \boldsymbol{\theta} \in \Theta_{M}$. If $\boldsymbol{\theta} \notin \mathfrak{V},(7.20)$ follows from Lemma 5.10 and the inequality

$$
\left||\mathbf{F} \boldsymbol{\xi}|^{2}-|\mathbf{F} \tilde{\boldsymbol{\xi}}|^{2}\right| \ll 1
$$

which in turn follows from the conditions of lemma. Suppose $\boldsymbol{\theta} \in \mathfrak{V}$. Then $\boldsymbol{\xi}-\boldsymbol{\xi}_{1}=$ $\mathbf{a}+\boldsymbol{\theta}+\left(\boldsymbol{\eta}-\boldsymbol{\xi}_{2}\right) \in \mathfrak{V}$ and, since $\boldsymbol{\xi} \notin \mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1}\right)$, we have $\boldsymbol{\xi} \notin \mathbf{\Upsilon}_{3}\left(\boldsymbol{\xi}_{1}\right)$, which in turn implies $\boldsymbol{\xi} \notin \Xi_{3}(\mathfrak{V})$. Now (7.20) follows from Lemma 5.9.

Inequality (7.20) shows that as before we can apply Lemma 3.2, or rather its Corollary 3.3. This time, we apply this lemma with $H=H^{\prime}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right), H_{0}=$ $H_{0}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right), n=0, P^{0}=P\left(\boldsymbol{\xi}_{1}\right), Q=P\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)-P\left(\boldsymbol{\xi}_{1}\right), P_{0}^{0}=\mathcal{P}^{\left(\mathbf{k}_{1}\right)}\left(\boldsymbol{\Upsilon}_{3}\left(\boldsymbol{\xi}_{1}\right)\right)$, $P_{j}^{0}(\mathfrak{V}):=P\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right) \mathcal{P}^{\left(\mathbf{k}_{1}\right)}\left(\left(\mathbf{\Upsilon}_{3}\left(\boldsymbol{\xi}_{1}\right)+\Theta_{j}\right) \backslash\left(\mathbf{\Upsilon}_{3}\left(\boldsymbol{\xi}_{1}\right)+\Theta_{j-1}\right)\right) P\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right), j=1, \ldots, M$. The fulfillment of all conditions of Lemma 3.2 follows from (7.20) and Lemma 5.14. Now the statement of lemma immediately follows from Corollary 3.3.

Remark 7.5. Part (iii) of Corollary 3.3 shows that the bijection $G_{\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}}$ is given by the following formula. Let $l=l\left(\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}\right)$ be the number of points

$$
\begin{equation*}
\boldsymbol{\eta} \in \mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right) \backslash \mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1}\right) \tag{7.21}
\end{equation*}
$$

with $|\mathbf{F} \boldsymbol{\eta}|^{2}<\lambda$ (notice that if $\boldsymbol{\eta}$ satisfies (7.21), then $\left.|\mathbf{F} \boldsymbol{\eta}| \notin J\right)$. Then $G_{\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}}\left(\mu_{j}\right.$ $\left.\left(H^{\prime}\left(\boldsymbol{\xi}_{1}\right)\right)\right)=\mu_{j+l}\left(H^{\prime}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)\right)$. Similarly, if $l=l(\boldsymbol{\xi}, U)$ is the number of points

$$
\begin{equation*}
\boldsymbol{\eta} \in \mathbf{\Upsilon}(\boldsymbol{\xi} ; U) \backslash \mathbf{\Upsilon}(\boldsymbol{\xi}) \tag{7.22}
\end{equation*}
$$

with $|\mathbf{F} \boldsymbol{\eta}|^{2}<\lambda$, then $G_{\boldsymbol{\xi}, U}\left(\mu_{j}\left(H^{\prime}(\boldsymbol{\xi})\right)\right)=\mu_{j+l}\left(H^{\prime}(\boldsymbol{\xi} ; U)\right)$.

The next lemma shows that the eigenvalues of $H^{\prime}(\boldsymbol{\xi} ; U)$ do not change much if we increase $U$; this lemma is an immediate corollary of Lemma 7.4.

Lemma 7.6. Let $\boldsymbol{\xi} \in U_{1} \subset U_{2} \subset \Xi_{2}(\mathfrak{V})$ and let the diameter of $U_{2}$ be $\ll \rho^{-1}$. Denote by $l=l\left(\boldsymbol{\xi} ; U_{1}, U_{2}\right)$ the number of points

$$
\begin{equation*}
\boldsymbol{\eta} \in \mathbf{\Upsilon}\left(\boldsymbol{\xi} ; U_{2}\right) \backslash \mathbf{\Upsilon}\left(\boldsymbol{\xi} ; U_{1}\right) \tag{7.23}
\end{equation*}
$$

with $|\mathbf{F} \boldsymbol{\eta}|^{2}<\lambda$. Then:
a) for any eigenvalue $\mu_{j}\left(H^{\prime}\left(\boldsymbol{\xi} ; U_{1}\right)\right) \in J$ we have:

$$
\begin{equation*}
\left|\mu_{j}\left(H^{\prime}\left(\boldsymbol{\xi} ; U_{1}\right)\right)-\mu_{j+l}\left(H^{\prime}\left(\boldsymbol{\xi} ; U_{2}\right)\right)\right| \ll \rho^{-4 M p} ; \tag{7.24}
\end{equation*}
$$

b) the number $l\left(\boldsymbol{\xi} ; U_{1}, U_{2}\right)$ does not depend on $\boldsymbol{\xi}$, i.e., if $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2} \in U_{1}$, then $l\left(\boldsymbol{\xi}_{1} ; U_{1}, U_{2}\right)=l\left(\boldsymbol{\xi}_{2} ; U_{1}, U_{2}\right)$.

Proof. Part a) of lemma follows from Lemma 7.4 and Remark 7.5, since $l\left(\boldsymbol{\xi} ; U_{1}, U_{2}\right)=l_{2}-l_{1}, l_{j}:=l\left(\boldsymbol{\xi} ; U_{j}\right)$, and we have

$$
\begin{equation*}
\left|\mu_{j}\left(H^{\prime}(\boldsymbol{\xi})\right)-\mu_{j+l_{j}}\left(H^{\prime}\left(\boldsymbol{\xi} ; U_{j}\right)\right)\right| \ll \rho^{-4 M p}, \quad j=1,2 \tag{7.25}
\end{equation*}
$$

Let us prove part b). Suppose, $\boldsymbol{\eta}_{1} \in \mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1} ; U_{2}\right) \backslash \mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1} ; U_{1}\right)$. Then, in the same way as we have proved (7.20), we can show that $\|\left.\mathbf{F} \boldsymbol{\eta}_{1}\right|^{2}-\lambda \mid \gg K^{2}$. Denote $\boldsymbol{\eta}_{2}:=$ $\boldsymbol{\eta}_{1}+\left(\boldsymbol{\xi}_{2}-\boldsymbol{\xi}_{1}\right)$. The definitions of the sets $\boldsymbol{\Upsilon}$ imply that $\boldsymbol{\eta}_{2} \in \mathbf{\Upsilon}\left(\boldsymbol{\xi}_{2} ; U_{2}\right) \backslash \boldsymbol{\Upsilon}\left(\boldsymbol{\xi}_{2} ; U_{1}\right)$. Since $\left|\boldsymbol{\xi}_{2}-\boldsymbol{\xi}_{1}\right| \ll \rho^{-1}$, we have $\left|\left|\mathbf{F} \boldsymbol{\eta}_{2}\right|^{2}-\left|\mathbf{F} \boldsymbol{\eta}_{1}\right|^{2}\right| \ll 1$. Therefore, the inequality $\left|\mathbf{F} \boldsymbol{\eta}_{1}\right|^{2}<\lambda$ is satisfied if and only if the inequality $\left|\mathbf{F} \boldsymbol{\eta}_{2}\right|^{2}<\lambda$ is satisfied. This proves that $l\left(\boldsymbol{\xi}_{1} ; U_{1}, U_{2}\right)=l\left(\boldsymbol{\xi}_{2} ; U_{1}, U_{2}\right)$.

As we have already mentioned, if $\boldsymbol{\xi}, \boldsymbol{\eta} \in U$, we have $\mathbf{\Upsilon}(\boldsymbol{\eta} ; U)=\mathbf{\Upsilon}(\boldsymbol{\xi} ; U)+$ $(\boldsymbol{\eta}-\boldsymbol{\xi})$, which implies that the mapping $F_{\boldsymbol{\xi}, \boldsymbol{\eta}}: P(\boldsymbol{\xi} ; U) \mathfrak{H} \rightarrow P(\boldsymbol{\eta} ; U) \mathfrak{H}$ defined by (7.10) is an isometry. Thus, by considering the sets $\boldsymbol{\Upsilon}(\boldsymbol{\xi} ; U)$ instead of $\boldsymbol{\Upsilon}(\boldsymbol{\xi})$ we have overcome the first difficulty mentioned in Remark 7.3. Now we will try to face the other problems mentioned there.

Let $\boldsymbol{\eta}_{0}=0, \boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{p}$ be the complete system of representatives of $\Theta_{M}$ modulo $\mathfrak{V}$ (we assume of course that $\boldsymbol{\eta}_{j} \in \Theta_{M}$ ). That means that each vector $\boldsymbol{\theta} \in \Theta_{M}$ has a unique representation $\boldsymbol{\theta}=\boldsymbol{\eta}_{j}+\mathbf{a}, \mathbf{a} \in \mathfrak{V}$. Denote $\boldsymbol{\Psi}_{j}=\boldsymbol{\Psi}_{j}(\boldsymbol{\xi}):=$ $\left(\boldsymbol{\xi}+\boldsymbol{\eta}_{j}+\left(\mathfrak{V} \cap \mathbb{Z}^{d}\right)\right) \cap \boldsymbol{\Upsilon}(\boldsymbol{\xi})$. Then

$$
\begin{equation*}
\mathbf{\Upsilon}(\boldsymbol{\xi})=\bigcup_{j} \boldsymbol{\Psi}_{j} \tag{7.26}
\end{equation*}
$$

and this is a disjoint union (on Figure 7, the set $\boldsymbol{\Psi}_{0}$ is the middle column of dots, and $\boldsymbol{\Psi}_{1}$ and $\boldsymbol{\Psi}_{2}$ are the left and right columns).

Let us compute diagonal elements of $H^{\prime}(\boldsymbol{\xi})$. Let $\boldsymbol{\eta} \in \mathbf{\Upsilon}(\boldsymbol{\xi})$. Then $\boldsymbol{\eta}$ can be uniquely decomposed as

$$
\begin{equation*}
\boldsymbol{\eta}=\boldsymbol{\xi}+\boldsymbol{\mu}+\boldsymbol{\eta}_{j} \tag{7.27}
\end{equation*}
$$

with $\boldsymbol{\mu} \in \mathfrak{V} \cap \mathbb{Z}^{d}$. Recall that $H^{\prime}(\boldsymbol{\xi})=H_{0}(\boldsymbol{\xi})+V_{\boldsymbol{\xi}}^{\prime}$ and $H_{0}(\boldsymbol{\xi}) e_{\boldsymbol{\eta}}=|\mathbf{F} \boldsymbol{\eta}|^{2} e_{\boldsymbol{\eta}}$ whenever $\boldsymbol{\eta} \in \boldsymbol{\Upsilon}(\boldsymbol{\xi})$. Since $\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}^{\prime} \perp \mathbf{F} \boldsymbol{\mu}$ and $\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}^{\prime} \perp \mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}$, we have:

$$
\begin{align*}
|\mathbf{F} \boldsymbol{\eta}|^{2} & =\left|\mathbf{F}\left(\boldsymbol{\xi}+\boldsymbol{\eta}_{j}+\boldsymbol{\mu}\right)\right|^{2}=\left|\mathbf{F}\left(r \boldsymbol{\xi}_{\mathfrak{V}}^{\prime}+\boldsymbol{\xi}_{\mathfrak{V}}+\boldsymbol{\eta}_{j}+\boldsymbol{\mu}\right)\right|^{2} \\
& =r^{2}+2\left\langle\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}^{\prime}, \mathbf{F} \boldsymbol{\eta}_{j}\right\rangle r+\left|\mathbf{F}\left(\left(\boldsymbol{\xi}+\boldsymbol{\eta}_{j}\right)_{\mathfrak{V}}+\boldsymbol{\mu}\right)\right|^{2} . \tag{7.28}
\end{align*}
$$

This simple computation implies that

$$
\begin{equation*}
H^{\prime}(\boldsymbol{\xi})=r^{2} I+r A+B \tag{7.29}
\end{equation*}
$$

Here, $A=A(\boldsymbol{\xi})=A\left(\boldsymbol{\xi}_{\mathfrak{V}}, \boldsymbol{\xi}_{\mathfrak{V}}^{\prime}, r\right)$ and $B=B(\boldsymbol{\xi})=B\left(\boldsymbol{\xi}_{\mathfrak{V}}, \boldsymbol{\xi}_{\mathfrak{V}}^{\prime}, r\right)$ are self-adjoint operators acting in $P(\boldsymbol{\xi}) \mathfrak{H}$ in the following way:

$$
A=2 \sum_{j=0}^{p}\left\langle\mathbf{F} \boldsymbol{\xi}_{\mathfrak{D}}^{\prime}, \mathbf{F} \boldsymbol{\eta}_{j}\right\rangle \mathcal{P}^{(\mathbf{k})}\left(\mathbf{\Psi}_{j}\right)
$$

in other words,

$$
\begin{equation*}
A e_{\boldsymbol{\eta}}=2\left\langle\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}^{\prime}, \mathbf{F} \boldsymbol{\eta}_{j}\right\rangle e_{\boldsymbol{\eta}}=2\left\langle\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}^{\prime}, \mathbf{F}(\boldsymbol{\eta}-\boldsymbol{\xi})\right\rangle e_{\boldsymbol{\eta}}, \tag{7.30}
\end{equation*}
$$

and

$$
\begin{equation*}
B e_{\boldsymbol{\eta}}=\left|\mathbf{F}\left(\left(\boldsymbol{\xi}+\boldsymbol{\eta}_{j}\right)_{\mathfrak{V}}+\boldsymbol{\mu}\right)\right|^{2} e_{\boldsymbol{\eta}}+V_{\boldsymbol{\xi}}^{\prime} e_{\boldsymbol{\eta}}=\left(\left|\mathbf{F} \boldsymbol{\eta}_{\mathfrak{V}}\right|^{2}+V_{\boldsymbol{\xi}}^{\prime}\right) e_{\boldsymbol{\eta}} \tag{7.31}
\end{equation*}
$$

for all $\boldsymbol{\eta} \in \boldsymbol{\Psi}_{j}(\boldsymbol{\xi})$ with $\boldsymbol{\eta}_{j}$ and $\boldsymbol{\mu}$ being defined by (7.27). These definitions imply that $\operatorname{ker} A=\mathcal{P}^{(\mathbf{k})}\left(\boldsymbol{\Psi}_{0}\right) \mathfrak{H}$. Notice that

$$
\begin{equation*}
\|A(\boldsymbol{\xi})\| \ll R<\rho^{1 / 3} \tag{7.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\|B(\boldsymbol{\xi})\| \ll L_{n}^{2}<\rho^{2 / 3} \tag{7.33}
\end{equation*}
$$

due to our assumptions made before Lemma 5.1; see also Corollary 5.3.
The dependence of the operator pencil $H^{\prime}=r^{2} I+r A+B$ on $r$ is two-fold: together with the obvious quadratic dependence, the coefficients $A$ and $B$ depend on $r$ as well. However, as we will show in Lemma 7.7, the second type of dependence is rather weak. Put

$$
D(\boldsymbol{\xi}):=r(\boldsymbol{\xi}) A(\boldsymbol{\xi})+B(\boldsymbol{\xi})
$$

By $\left\{\nu_{j}(\boldsymbol{\xi})\right\}$ we denote the eigenvalues of $D(\boldsymbol{\xi})$. Then according to (7.29) the eigenvalues of $H^{\prime}(\boldsymbol{\xi})$ are equal to

$$
\begin{equation*}
\lambda_{j}(\boldsymbol{\xi})=r^{2}(\boldsymbol{\xi})+\nu_{j}(\boldsymbol{\xi}) . \tag{7.34}
\end{equation*}
$$

If $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2} \in \Xi_{3}(\mathfrak{V})$, then we can define the operator $A\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)$ as the operator defined by (7.30) with the domain $P\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right) \mathfrak{H}$. Similarly, if $U$ is a set containing $\boldsymbol{\xi}$ of diameter $\ll \rho^{-1}$, then we define the operator $A(\boldsymbol{\xi} ; U)$ as the operator defined by (7.30) with the domain $P(\boldsymbol{\xi} ; U) \mathfrak{H}$. In the same way, we can define $B\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right), B(\boldsymbol{\xi} ; U)$ (they are defined by means of (7.31)), $D\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)=$ $r\left(\boldsymbol{\xi}_{1}\right) A\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)+B\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)$, and $D(\boldsymbol{\xi} ; U)$. We also denote by $\nu_{j}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)$ the eigenvalues of $D\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)$ and by

$$
\lambda_{j}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)=r^{2}\left(\boldsymbol{\xi}_{1}\right)+\nu_{j}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right)
$$

the eigenvalues of $H^{\prime}\left(\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2}\right) ; \nu_{j}(\boldsymbol{\xi} ; U)$ and $\lambda_{j}(\boldsymbol{\xi} ; U)$ are defined analogously.

Let us now study how the eigenvalues change under the change of $r$.
Lemma 7.7. Let $\boldsymbol{\xi} \in \Xi_{3}(\mathfrak{V}), r=r(\boldsymbol{\xi})$. Let $U$ be a set of diameter $\ll \rho^{-1}$ containing $\boldsymbol{\xi}$. Let $t$ be a real number with $|t-r| \ll \rho^{-1}$ and $\mathbf{a}=\mathbf{a}(t) \in \Xi_{2}(\mathfrak{V})$ be a unique point satisfying $(\mathbf{a})_{\mathfrak{V}}=(\boldsymbol{\xi})_{\mathfrak{V}},(\mathbf{a})_{\mathfrak{V}}^{\prime}=(\boldsymbol{\xi})_{\mathfrak{V}}^{\prime}$, and $r(\mathbf{a})=t$ (thus, when we vary $t$, the path $\mathbf{a}(t)$ is a straight interval which goes along the $\mathbf{F}$-perpendicular dropped from the point $\boldsymbol{\xi}$ onto $\mathfrak{V})$. Suppose, $\mathbf{a} \in U$. Let $\nu_{j}(t)\left(\right.$ resp. $\left.\lambda_{j}(t)\right)$ denote the eigenvalues of $D(\mathbf{a}(t) ; U)$ (resp. $\left.H^{\prime}(\mathbf{a}(t) ; U)\right)$. Then

$$
\begin{equation*}
\frac{d \nu_{j}(t)}{d t}=O\left(\rho^{1 / 3}\right) \tag{7.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \lambda_{j}(t)}{d t}=2 t+O\left(\rho^{1 / 3}\right) \tag{7.36}
\end{equation*}
$$

Proof. Let $t_{1}, t_{2}$ be real numbers satisfying $\left|t_{j}-r\right| \ll \rho^{-1}$ and $\mathbf{a}_{1}=\mathbf{a}\left(t_{1}\right), \mathbf{a}_{2}=$ $\mathbf{a}\left(t_{2}\right)$ be the corresponding points inside $\Xi_{3}(\mathfrak{V}) \cap U$. First of all, we notice that the mapping $F_{\mathbf{a}_{1}, \mathbf{a}_{2}}$ defined by (7.10) is an isometry which maps $P\left(\mathbf{a}_{1} ; U\right) \mathfrak{H}$ onto $P\left(\mathbf{a}_{2} ; U\right) \mathfrak{H}$. Moreover, the definitions of the operators $A$ and $B$ imply that

$$
A\left(\mathbf{a}_{1} ; U\right)=F_{\mathbf{a}_{2}, \mathbf{a}_{1}} A\left(\mathbf{a}_{2} ; U\right) F_{\mathbf{a}_{1}, \mathbf{a}_{2}}
$$

similarly,

$$
B\left(\mathbf{a}_{1} ; U\right)=F_{\mathbf{a}_{2}, \mathbf{a}_{1}} B\left(\mathbf{a}_{2} ; U\right) F_{\mathbf{a}_{1}, \mathbf{a}_{2}}
$$

These unitary equivalences show that the eigenvalues $\nu_{j}(t)$ are in fact the eigenvalues of the linear operator pencil $t A+B$, with $A$ and $B$ being any of the operators $A(\mathbf{a} ; U)$ and $B(\mathbf{a} ; U)$ with a satisfying $(\mathbf{a})_{\mathfrak{V}}=(\boldsymbol{\xi})_{\mathfrak{V}}$ and $(\mathbf{a})_{\mathfrak{V}}^{\prime}=(\boldsymbol{\xi})_{\mathfrak{V}}^{\prime} ;$ it does not matter which particular point a we have chosen, since all corresponding operators are unitarily equivalent. For example, we can choose $A=A(\boldsymbol{\xi} ; U)$ and $B=B(\boldsymbol{\xi} ; U)$. Now an elementary perturbation theory shows that

$$
\begin{equation*}
\frac{d \nu_{j}}{d t}=\left\langle A u_{j}, u_{j}\right\rangle \tag{7.37}
\end{equation*}
$$

where $u_{j}$ is the eigenvector of $D$ corresponding to the eigenvalue $\nu_{j}$. The estimate (7.32) shows that $d \nu_{j} / d t=O\left(\rho^{1 / 3}\right)$. This proves (7.35). The estimate (7.36) follows from this and the identity $\lambda_{j}(t)=t^{2}+\nu_{j}(t)$.

Using similar perturbative argument, we can study how the eigenvalues change when we change the other variables, namely, $\boldsymbol{\xi}_{\mathfrak{V}}$ and $\boldsymbol{\xi}_{\mathfrak{V}}^{\prime}$.
Lemma 7.8. Let $\boldsymbol{\xi} \in \Xi_{3}(\mathfrak{V})$, and let $\mathbf{a} \in \Xi_{3}(\mathfrak{V})$ be the point satisfying $r(\mathbf{a})=r(\boldsymbol{\xi})$, $|\mathbf{a}-\boldsymbol{\xi}| \ll \rho^{-1}$. Suppose, $\boldsymbol{\xi}, \mathbf{a} \in U$. Then

$$
\begin{equation*}
\left|\lambda_{j}(\mathbf{a} ; U)-\lambda_{j}(\boldsymbol{\xi} ; U)\right|=\left|\nu_{j}(\mathbf{a} ; U)-\nu_{j}(\boldsymbol{\xi} ; U)\right| \ll|\mathbf{a}-\boldsymbol{\xi}| \rho^{1 / 3} . \tag{7.38}
\end{equation*}
$$

Proof. Formula (7.34) and the condition $r(\mathbf{a})=r(\boldsymbol{\xi})$ imply that $\lambda_{j}(\mathbf{a} ; U)-\lambda_{j}(\boldsymbol{\xi} ; U)$ $=\nu_{j}(\mathbf{a} ; U)-\nu_{j}(\boldsymbol{\xi} ; U)$. Moreover, definitions (7.30) and (7.31) imply that

$$
\begin{equation*}
\left\|A(\boldsymbol{\xi} ; U)-F_{\mathbf{a}, \boldsymbol{\xi}} A(\mathbf{a} ; U) F_{\boldsymbol{\xi}, \mathbf{a}}\right\| \ll\left|\boldsymbol{\xi}_{\mathfrak{V}}^{\prime}-\mathbf{a}_{\mathfrak{V}}^{\prime}\right| R \ll|\mathbf{a}-\boldsymbol{\xi}| \rho^{-2 / 3} \tag{7.39}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|B(\boldsymbol{\xi} ; U)-F_{\boldsymbol{\xi}, \mathbf{a}} B(\mathbf{a} ; U) F_{\mathbf{a}, \boldsymbol{\xi}}\right\| \ll\left|\boldsymbol{\xi}_{\mathfrak{V}}-\mathbf{a}_{\mathfrak{V}}\right|\left(\left|\boldsymbol{\xi}_{\mathfrak{V}}\right|+L_{n}\right) \ll|\mathbf{a}-\boldsymbol{\xi}| \rho^{1 / 3} \tag{7.40}
\end{equation*}
$$

Indeed, let us check for example (7.39). Suppose, $\boldsymbol{\eta} \in \boldsymbol{\Upsilon}$ (say, $\boldsymbol{\eta} \in \boldsymbol{\Psi}_{j}$ ). Then we have:

$$
A(\boldsymbol{\xi} ; U) \epsilon_{\boldsymbol{\eta}}=2\left\langle\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}^{\prime}, \mathbf{F} \boldsymbol{\eta}_{j}\right\rangle e_{\boldsymbol{\eta}}
$$

and

$$
F_{\mathbf{a}, \boldsymbol{\xi}} A F_{\boldsymbol{\xi}, \mathbf{a}} \epsilon_{\boldsymbol{\eta}}=2\left\langle\mathbf{F a}_{\mathfrak{V}}^{\prime}, \mathbf{F} \boldsymbol{\eta}_{j}\right\rangle e_{\boldsymbol{\eta}}
$$

Since

$$
\left|\mathbf{a}_{\mathfrak{V}}^{\prime}-\boldsymbol{\xi}_{\mathfrak{V}}^{\prime}\right| \ll|\mathbf{a}-\boldsymbol{\xi}| \rho^{-1}
$$

and

$$
\left|\boldsymbol{\eta}_{j}\right| \ll R
$$

we have (7.39). The estimate (7.40) can be proved analogously.
Therefore, since $r(\boldsymbol{\xi}) \sim \rho$, we have

$$
\left\|D(\boldsymbol{\xi} ; U)-F_{\boldsymbol{\xi}, \mathbf{a}} D(\mathbf{a} ; U) F_{\mathbf{a}, \boldsymbol{\xi}}\right\| \ll|\mathbf{a}-\boldsymbol{\xi}| \rho^{1 / 3}
$$

Since the spectra of $D(\mathbf{a} ; U)$ and $F_{\boldsymbol{\xi}, \mathbf{a}} D(\mathbf{a} ; U) F_{\mathbf{a}, \boldsymbol{\xi}}$ coinside, this implies

$$
\left|\nu_{j}(\boldsymbol{\xi} ; U)-\nu_{j}(\mathbf{a} ; U)\right| \ll|\mathbf{a}-\boldsymbol{\xi}| \rho^{1 / 3},
$$

which finishes the proof.
Let us summarize the information about the spectra of $H^{\prime}(\boldsymbol{\xi})$ we have obtained so far. Recall that $\mathcal{A}_{1}$ is a slightly 'slimmed down' version of $\mathcal{A}$; it consists of all points $\boldsymbol{\xi}$ with $|\mathbf{F} \boldsymbol{\xi}|^{2} \in J$.

Lemma 7.9. Let $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2} \in U \subset \Xi_{2}(\mathfrak{V}) \cap \mathcal{A}_{1}$ with the diameter of $U$ being $\rho^{-1}$. Assume that $\mu_{j}\left(H^{\prime}\left(\boldsymbol{\xi}_{1} ; U\right)\right) \in J$. Then

$$
\left|\mu_{j}\left(H^{\prime}\left(\boldsymbol{\xi}_{1} ; U\right)\right)-\mu_{j}\left(H^{\prime}\left(\boldsymbol{\xi}_{2} ; U\right)\right)\right| \ll \rho\left|\boldsymbol{\xi}_{1}-\boldsymbol{\xi}_{2}\right|+\rho^{-4 M p}
$$

If we assume, moreover, that $\left(\boldsymbol{\xi}_{1}\right)_{\mathfrak{V}}=\left(\boldsymbol{\xi}_{2}\right)_{\mathfrak{V}}$ and $\left(\boldsymbol{\xi}_{1}\right)_{\mathfrak{V}}^{\prime}=\left(\boldsymbol{\xi}_{2}\right)_{\mathfrak{W}}^{\prime}$, then

$$
\mu_{j}\left(H^{\prime}\left(\boldsymbol{\xi}_{1} ; U\right)\right)-\mu_{j}\left(H^{\prime}\left(\boldsymbol{\xi}_{2} ; U\right)\right)=\left(2 \rho+O\left(\rho^{1 / 3}\right)\right)\left(r\left(\boldsymbol{\xi}_{1}\right)-r\left(\boldsymbol{\xi}_{2}\right)\right)+O\left(\rho^{-4 M p}\right) .
$$

Finally, if $\left(\boldsymbol{\xi}_{1}\right)_{\mathfrak{V}}=\left(\boldsymbol{\xi}_{2}\right)_{\mathfrak{V}},\left(\boldsymbol{\xi}_{1}\right)_{\mathfrak{V}}^{\prime}=\left(\boldsymbol{\xi}_{2}\right)_{\mathfrak{W}}^{\prime}$, and $U$ contains the interval I joining $\boldsymbol{\xi}_{1}$ and $\boldsymbol{\xi}_{2}$, then

$$
\mu_{j}\left(H^{\prime}\left(\boldsymbol{\xi}_{1} ; U\right)\right)-\mu_{j}\left(H^{\prime}\left(\boldsymbol{\xi}_{2} ; U\right)\right)=\left(2 \rho+O\left(\rho^{1 / 3}\right)\right)\left(r\left(\boldsymbol{\xi}_{1}\right)-r\left(\boldsymbol{\xi}_{2}\right)\right)
$$

Proof. The last statement follows directly from Lemma 7.7. Assume now that $\left(\boldsymbol{\xi}_{1}\right)_{\mathfrak{V}}=\left(\boldsymbol{\xi}_{2}\right)_{\mathfrak{V}}$ and $\left(\boldsymbol{\xi}_{1}\right)_{\mathfrak{V}}^{\prime}=\left(\boldsymbol{\xi}_{2}\right)_{\mathfrak{W}}^{\prime}$. Denote $U_{1}:=U, U_{2}:=U \cup I$, where $I$ is the interval joining $\boldsymbol{\xi}_{1}$ and $\boldsymbol{\xi}_{2}$, and $l=l\left(\boldsymbol{\xi}_{1} ; U_{1}, U_{2}\right)=l\left(\boldsymbol{\xi}_{2} ; U_{1}, U_{2}\right)$ (the last equality follows from Lemma 7.6). Then Lemma 7.6 implies that

$$
\left|\mu_{j}\left(H^{\prime}\left(\boldsymbol{\xi}_{m} ; U_{1}\right)\right)-\mu_{j+l}\left(H^{\prime}\left(\boldsymbol{\xi}_{m} ; U_{2}\right)\right)\right| \ll \rho^{-4 M p}, \quad m=1,2 .
$$

Now the statement follows from Lemma 7.7. If $r\left(\boldsymbol{\xi}_{1}\right)=r\left(\boldsymbol{\xi}_{2}\right)$, the statement follows in a similar way from Lemmas 7.6 and 7.8. In the general case, we join $\boldsymbol{\xi}_{1}$ and $\boldsymbol{\xi}_{2}$ by a path consisting of intervals falling into either of the two cases above.

Now we will 'globalize' the local mappings constructed so far, in other words, we will define the function $j: \mathbf{\Upsilon}(\boldsymbol{\xi}) \rightarrow \mathbb{N}$ mentioned in the Remark 7.3. Let $\boldsymbol{\xi} \in \Xi(\mathfrak{V})$ and $\{\boldsymbol{\xi}\}=\mathbf{k}$. Then the set of eigenvalues $\left\{\mu_{j}\left(H_{0}^{\prime}(\boldsymbol{\xi})\right)\right\}$ of the unperturbed operator $H_{0}^{\prime}(\boldsymbol{\xi})$ coincides with the set $\left\{|\mathbf{F} \boldsymbol{\eta}|^{2}, \boldsymbol{\eta} \in \mathbf{\Upsilon}(\boldsymbol{\xi})\right\}$. Let us label all numbers $\left\{|\mathbf{F} \boldsymbol{\eta}|^{2}, \boldsymbol{\eta} \in \mathbf{\Upsilon}(\boldsymbol{\xi})\right\}$ in the increasing order; if there are two different vectors $\boldsymbol{\eta}, \tilde{\boldsymbol{\eta}} \in \mathbf{\Upsilon}(\boldsymbol{\xi})$ with $|\mathbf{F} \boldsymbol{\eta}|^{2}=|\mathbf{F} \tilde{\boldsymbol{\eta}}|^{2}$, we label them in the lexicographic order of their coordinates (i.e., we put $\boldsymbol{\eta}$ before $\tilde{\boldsymbol{\eta}}$ if either $\eta_{1}<\tilde{\eta}_{1}$, or $\eta_{1}=\tilde{\eta}_{1}$ and $\eta_{2}<\tilde{\eta}_{2}$, etc.) Then to each point $\boldsymbol{\eta} \in \mathbf{\Upsilon}(\boldsymbol{\xi})$ we have put into correspondence a natural number $j=j(\boldsymbol{\eta})$ such that

$$
\begin{equation*}
|\mathbf{F} \boldsymbol{\eta}|^{2}=\mu_{j}\left(H_{0}^{\prime}(\boldsymbol{\xi})\right) . \tag{7.41}
\end{equation*}
$$

Next we define

$$
\tilde{g}(\boldsymbol{\eta}):=\mu_{j(\boldsymbol{\eta})}\left(H^{\prime}(\boldsymbol{\xi})\right) .
$$

This mapping is well-defined and satisfies the following obvious property: $\mid \tilde{g}(\boldsymbol{\eta})-$ $|\mathbf{F} \boldsymbol{\eta}|^{2} \mid \leq v$ (recall that $v=\|V\|_{\infty}$ ).

The problem with the mapping $\tilde{g}$ defined in this way is that we cannot apply Lemma 7.7 to it, since Lemma 7.7 treats not the eigenvalues of $H^{\prime}(\boldsymbol{\xi})$, but the eigenvalues of $H^{\prime}(\boldsymbol{\xi} ; U)$ with the set $U$ containing certain intervals perpendicular to $\mathfrak{V}$. Thus, we need to introduce a different definition which takes care of Lemma 7.7 and at the same time is reasonably canonical.

Let $\boldsymbol{\xi} \in \Xi_{2}(\mathfrak{V})$. Denote

$$
X=X(\boldsymbol{\xi}):=\left\{\boldsymbol{\eta} \in \Xi_{2}(\mathfrak{V}): \boldsymbol{\eta}_{\mathfrak{V}}=\boldsymbol{\xi}_{\mathfrak{V}}, \boldsymbol{\eta}_{\mathfrak{V}}^{\prime}=\boldsymbol{\xi}_{\mathfrak{V}}^{\prime}\right\} .
$$

Simple geometry implies that $X(\boldsymbol{\xi})$ is an interval of length $\ll \rho^{-1}$. Similarly to our actions when we were defining $\tilde{g}$, we notice that the set of eigenvalues $\left\{\mu_{j}\left(H_{0}^{\prime}(\boldsymbol{\xi} ; X(\boldsymbol{\xi}))\right)\right\}$ coincides with the set $\left\{|\mathbf{F} \boldsymbol{\eta}|^{2}, \boldsymbol{\eta} \in \boldsymbol{\Upsilon}(\boldsymbol{\xi} ; X)\right\}$. Let us label all numbers $\left\{|\mathbf{F} \boldsymbol{\eta}|^{2}, \boldsymbol{\eta} \in \mathbf{\Upsilon}(\boldsymbol{\xi} ; X)\right\}$ in the increasing order; if there are two different vectors $\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2} \in \mathbf{\Upsilon}(\boldsymbol{\xi} ; X)$ with $\left|\mathbf{F} \boldsymbol{\eta}_{1}\right|^{2}=\left|\mathbf{F} \boldsymbol{\eta}_{2}\right|^{2}$, we label them in the lexicographic order of their coordinates. Then to the point $\boldsymbol{\xi}$ we have put into correspondence a natural number $i=i(\boldsymbol{\xi})$ such that

$$
\begin{equation*}
|\mathbf{F} \boldsymbol{\xi}|^{2}=\mu_{i}\left(H_{0}^{\prime}(\boldsymbol{\xi} ; X)\right) . \tag{7.42}
\end{equation*}
$$

Next we define $g(\boldsymbol{\xi}):=\mu_{i(\boldsymbol{\xi})}\left(H^{\prime}(\boldsymbol{\xi} ; X)\right)$. This mapping is well-defined and satisfies the property $\left|g(\boldsymbol{\xi})-|\mathbf{F} \boldsymbol{\xi}|^{2}\right| \leq v$.
Lemma 7.10. Let $\boldsymbol{\xi} \in \Xi_{2}(\mathfrak{V}) \cap \mathcal{A}_{1}$. Then the following properties are satisfied:
(i) $|g(\boldsymbol{\xi})-\tilde{g}(\boldsymbol{\xi})| \ll \rho^{-4 M p}$;
(ii) $g(\boldsymbol{\xi})=r^{2}+s$, where $r=r(\boldsymbol{\xi})$ and $s=s(\boldsymbol{\xi})=s\left(\boldsymbol{\xi}_{\mathfrak{V}}, \boldsymbol{\xi}_{\mathfrak{V}}^{\prime}, r\right)$ is a function which smoothly depends on $r$ with $\frac{\partial s}{\partial r}=O\left(\rho^{1 / 3}\right)$.

Proof. Let us prove the first statement. First, we notice that the difference $i(\boldsymbol{\xi})$ $j(\boldsymbol{\xi})$ is equal to the number of points $\boldsymbol{\eta} \in\left(\mathbf{\Upsilon}(\boldsymbol{\xi} ; X(\boldsymbol{\xi})) \backslash \mathbf{\Upsilon}(\boldsymbol{\xi})\right.$ satisfying $|\mathbf{F} \boldsymbol{\eta}|^{2}<\lambda$. Now the statement follows from Lemma 7.4 and Remark 7.5.

Let us now prove the second statement. Suppose, $\boldsymbol{\xi}_{1} \in X(\boldsymbol{\xi})$ and $\boldsymbol{\eta} \in \mathbf{\Upsilon}(\boldsymbol{\xi} ; X)$. Then

$$
\boldsymbol{\eta}_{1}:=\boldsymbol{\eta}+\left(\boldsymbol{\xi}_{1}-\boldsymbol{\xi}\right) \in \mathbf{\Upsilon}\left(\boldsymbol{\xi}_{1} ; X\right) .
$$

Note that $(\boldsymbol{\xi})_{\mathfrak{V}}=\left(\boldsymbol{\xi}_{1}\right)_{\mathfrak{V}}$ and therefore $(\boldsymbol{\eta})_{\mathfrak{V}}=\left(\boldsymbol{\eta}_{1}\right)_{\mathfrak{V}}$. Let us assume that

$$
\begin{equation*}
|\mathbf{F} \boldsymbol{\xi}| \geq|\mathbf{F} \boldsymbol{\eta}| \tag{7.43}
\end{equation*}
$$

and prove that this implies $\left|\mathbf{F} \boldsymbol{\xi}_{1}\right| \geq\left|\mathbf{F} \boldsymbol{\eta}_{1}\right|$. Indeed, there are two possible cases:
(i) $\boldsymbol{\xi}-\boldsymbol{\eta} \in \mathfrak{V}$. Then, since $\boldsymbol{\xi}_{1}-\boldsymbol{\eta}_{1}=\boldsymbol{\xi}-\boldsymbol{\eta} \in \mathfrak{V}$, we have:

$$
\begin{aligned}
\left|\mathbf{F} \boldsymbol{\xi}_{1}\right|^{2}-\left|\mathbf{F} \boldsymbol{\eta}_{1}\right|^{2} & =\left|\mathbf{F}\left(\boldsymbol{\xi}_{1}\right)_{\mathfrak{V}}\right|^{2}-\left|\mathbf{F}\left(\boldsymbol{\eta}_{1}\right)_{\mathfrak{V}}\right|^{2} \\
& =\left|\mathbf{F}(\boldsymbol{\xi})_{\mathfrak{V}}\right|^{2}-\left|\mathbf{F}(\boldsymbol{\eta})_{\mathfrak{V}}\right|^{2}=|\mathbf{F} \boldsymbol{\xi}|^{2}-|\mathbf{F} \boldsymbol{\eta}|^{2} \geq 0 .
\end{aligned}
$$

(ii) $\boldsymbol{\xi}-\boldsymbol{\eta} \notin \mathfrak{V}$. Then, in the same way we have proved estimate (7.20), using Lemma 5.10 we can show that $\|\left.\mathbf{F} \boldsymbol{\eta}\right|^{2}-\lambda \mid \gg K^{2}$. But since $\boldsymbol{\xi} \in \Xi_{2}(\mathfrak{V}) \subset$ $\mathcal{A}$, we have $\left||\mathbf{F} \boldsymbol{\xi}|^{2}-\lambda\right| \ll 1$. Thus, (7.43) implies $\lambda-|\mathbf{F} \boldsymbol{\eta}|^{2} \gg K^{2}$. Since $\left|\boldsymbol{\eta}_{1}-\boldsymbol{\eta}\right|=\left|\boldsymbol{\xi}_{1}-\boldsymbol{\xi}\right| \ll \rho^{-1}$, we have $\lambda-\left|\mathbf{F} \boldsymbol{\eta}_{1}\right|^{2} \gg K^{2}$. Since $\boldsymbol{\xi}_{1} \in \mathcal{A}$, this implies $\left|\mathbf{F} \boldsymbol{\xi}_{1}\right| \geq\left|\mathbf{F} \boldsymbol{\eta}_{1}\right|$.
Thus, we have proved that the inequality $\left|\mathbf{F} \boldsymbol{\xi}_{1}\right| \geq\left|\mathbf{F} \boldsymbol{\eta}_{1}\right|$ is equivalent to $|\mathbf{F} \boldsymbol{\xi}| \geq|\mathbf{F} \boldsymbol{\eta}|$. This implies that $i\left(\boldsymbol{\xi}_{1}\right)=i(\boldsymbol{\xi})$, where $i$ is the function defined by (7.42). Now the second statement of lemma follows from Lemma 7.7.

This lemma shows that the mapping $g$ behaves in a nice way as a function of $r$. Unfortunately, the dependence on other variables is not quite so nice. In fact, this mapping is not continuous, even modulo $O\left(\rho^{-4 M p}\right)$, because the functions $i(\boldsymbol{\xi})$ are not continuous; moreover, a little thought shows that we cannot, in general, define the mapping $g$ to have all properties formulated in the introduction and be continuous at the same time. Indeed, if the function $i=i(\boldsymbol{\xi})$ were continuous, it would necessary have been a constant. Thus, the function $i$ has discontinuities, and the function $g$ may have discontinuities at the same points as $i$. However, Lemmas 7.4, 7.7, and 7.8 show that for each small neighbourhood $U$ in the space of quasi-momenta we can find a family of representatives of the functions $g$ which is 'almost' smooth. Namely, the following statement holds:

Lemma 7.11. Let $I=[\mathbf{a}, \mathbf{b}] \subset \Xi_{2}(\mathfrak{V}) \cap \mathcal{A}_{1}$ be a straight interval of length $L:=$ $|\mathbf{b}-\mathbf{a}| \ll \rho^{-1}$. Then there exists an integer vector $\mathbf{n}$ such that $|g(\mathbf{b}+\mathbf{n})-g(\mathbf{a})| \ll$ $L \rho+\rho^{-4 M p}$. Moreover, suppose in addition that there exists an integer vector $\mathbf{m} \neq 0$ such that the interval $I+\mathbf{m}$ is entirely inside $\Xi_{2}(\mathfrak{V}) \cap \mathcal{A}_{1}$. Then there exist two different integer vectors $\mathbf{n}_{1}$ and $\mathbf{n}_{2}$ such that $\left|g\left(\mathbf{b}+\mathbf{n}_{1}\right)-g(\mathbf{a})\right| \ll L \rho+\rho^{-4 M p}$ and $\left|g\left(\mathbf{b}+\mathbf{n}_{2}\right)-g(\mathbf{a}+\mathbf{m})\right| \ll L \rho+\rho^{-4 M p}$.

Proof. Lemmas 7.4 and 7.10 show that $g(\mathbf{a})=\lambda_{l}(\mathbf{a} ; I)+O\left(\rho^{-4 M p}\right)$ for some integer $l$. Lemma 7.9 now implies that

$$
\begin{equation*}
\left|\lambda_{l}(\mathbf{a} ; I)-\lambda_{l}(\mathbf{b} ; I)\right| \ll L \rho+\rho^{-4 M p} . \tag{7.44}
\end{equation*}
$$

Once again using Lemma 7.4, we deduce that $\lambda_{l}(\mathbf{b} ; I)=g(\boldsymbol{\eta})+O\left(\rho^{-4 M p}\right)$ for some $\boldsymbol{\eta} \in \mathbf{\Upsilon}(\mathbf{b} ; I)$; in particular, we have $\boldsymbol{\eta}=\mathbf{b}+\mathbf{n}$ for some integer vector $\mathbf{n}$. This proves the first statement.

Let us prove the second statement. Conditions of lemma imply that $g(\mathbf{a})=$ $\lambda_{j}(\mathbf{a} ; I)+O\left(\rho^{-4 M p}\right)$ and $g(\mathbf{a}+\mathbf{m})=\lambda_{l}(\mathbf{a}+\mathbf{m} ; I+\mathbf{m})+O\left(\rho^{-4 M p}\right)$ for some integers $j, l$. Moreover, if $\mathbf{a}+\mathbf{m} \in \mathbf{\Upsilon}(\mathbf{a} ; I)$ (so that $\mathbf{\Upsilon}(\mathbf{a} ; I)=\mathbf{\Upsilon}(\mathbf{a}+\mathbf{m} ; I+\mathbf{m})$ ), then, since $\mathbf{m} \neq 0$ we have

$$
\begin{equation*}
j \neq l \tag{7.45}
\end{equation*}
$$

Lemma 7.9 now implies that together with (7.44) we have

$$
\begin{equation*}
\left|\lambda_{l}(\mathbf{a}+\mathbf{m} ; I+\mathbf{m})-\lambda_{l}(\mathbf{b}+\mathbf{m} ; I+\mathbf{m})\right| \ll L \rho+\rho^{-4 M p} . \tag{7.46}
\end{equation*}
$$

Once again using Lemma 7.4, we deduce that $\lambda_{j}(\mathbf{b} ; I)=g\left(\boldsymbol{\eta}_{1}\right)+O\left(\rho^{-4 M p}\right)$ and $\lambda_{l}(\mathbf{b}+\mathbf{m} ; I+\mathbf{m})=g\left(\boldsymbol{\eta}_{2}\right)+O\left(\rho^{-4 M p}\right)$ for different points $\boldsymbol{\eta}_{1} \in \mathbf{\Upsilon}(\mathbf{b} ; I)$ and $\boldsymbol{\eta}_{2} \in \mathbf{\Upsilon}(\mathbf{b}+\mathbf{m} ; I+\mathbf{m})$ (the points $\boldsymbol{\eta}_{1}$ and $\boldsymbol{\eta}_{2}$ are different because of (7.45)). In particular, these inclusions imply $\boldsymbol{\eta}_{1}-\mathbf{b} \in \mathbb{Z}^{d}$ and $\boldsymbol{\eta}_{2}-\mathbf{b} \in \mathbf{m}+\mathbb{Z}^{d}=\mathbb{Z}^{d}$. This proves the second statement.

Thus, we have proved the following lemma, which is the main result of this section:
Lemma 7.12. Let $\mathfrak{V} \in \mathcal{V}(n)$. Then there are two mappings $\tilde{g}, g: \Xi_{2}(\mathfrak{V}) \rightarrow \mathbb{R}$ which satisfy the following properties:
(i) $\tilde{g}(\boldsymbol{\xi})$ is an eigenvalue of $P(\mathfrak{V}) H^{\prime}(\mathbf{k}) P(\mathfrak{V})$ with $\{\boldsymbol{\xi}\}=\mathbf{k}$. All eigenvalues of $P(\mathfrak{V}) H^{\prime}(\mathbf{k}) P(\mathfrak{V})$ inside $J$ are in the image of $\tilde{g}$.
(ii) If $\boldsymbol{\xi} \in \mathcal{A}_{1}$, then $|\tilde{g}(\boldsymbol{\xi})-g(\boldsymbol{\xi})| \leq C \rho^{-4 M p}$ and $\left|g(\boldsymbol{\xi})-|\mathbf{F} \boldsymbol{\xi}|^{2}\right| \leq 2 v$.
(iii) $g(\boldsymbol{\xi})=r^{2}+s(\boldsymbol{\xi})$ with $r:=\left|\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}^{\perp}\right|$ and $\frac{\partial s}{\partial r}=O\left(\rho^{1 / 3}\right)$.

Proof. The only statement which has not been checked so far is that $\left|g(\boldsymbol{\xi})-|\mathbf{F} \boldsymbol{\xi}|^{2}\right| \leq$ $2 v$. This follows immediately from the second statement of this lemma together with the inequality $\left|\tilde{g}(\boldsymbol{\xi})-|\mathbf{F} \boldsymbol{\xi}|^{2}\right| \leq v$ and $|\tilde{g}(\boldsymbol{\xi})-g(\boldsymbol{\xi})| \leq C \rho^{-4 M p}$.

Now, we can put together the results of the previous sections.
Theorem 7.13. Suppose, $R$ is sufficiently large, all conditions before Lemma 5.1 are satisfied, and $R<\rho^{p d^{-1} / 2}$. Then there are two mappings $f, g: \mathcal{A} \rightarrow \mathbb{R}$ which satisfy the following properties:
(i) $f(\boldsymbol{\xi})$ is an eigenvalue of $H^{\prime}(\mathbf{k})$ with $\{\boldsymbol{\xi}\}=\mathbf{k} ;\left|f(\boldsymbol{\xi})-|\mathbf{F} \boldsymbol{\xi}|^{2}\right| \leq 2 v . f$ is an injection (if we count all eigenvalues with multiplicities) and all eigenvalues of $H^{\prime}(\mathbf{k})$ inside $J$ are in the image of $f$.
(ii) If $\boldsymbol{\xi} \in \mathcal{A}_{1}$, then $|f(\boldsymbol{\xi})-g(\boldsymbol{\xi})| \leq C \rho^{-4 M p}$.
(iii) We can decompose the domain of $g$ into the disjoint union: $\mathcal{A}=\mathcal{B} \cup \bigcup_{n=1}^{d-1}$ $\bigcup_{\mathfrak{V} \in \mathcal{V}(6 M R, n)} \Xi_{2}(\mathfrak{V})$. For any $\boldsymbol{\xi} \in \mathcal{B}$

$$
\begin{align*}
& g(\boldsymbol{\xi})=|\mathbf{F} \boldsymbol{\xi}|^{2} \\
& +\sum_{j=1}^{2 M} \sum_{\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{j} \in \Theta_{M}^{\prime}} \sum_{2 \leq n_{1}+\cdots+n_{j} \leq 2 M} C_{n_{1}, \ldots, n_{j}}\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{1}\right\rangle^{-n_{1}} \cdots\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{j}\right\rangle^{-n_{j}} . \tag{7.47}
\end{align*}
$$

$$
\begin{align*}
& \text { For any } \boldsymbol{\xi} \in \Xi_{2}(\mathfrak{V}) \\
& \qquad g(\boldsymbol{\xi})=r^{2}(\boldsymbol{\xi})+s(\boldsymbol{\xi})  \tag{7.48}\\
& \text { with } r(\boldsymbol{\xi})=\left|\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}^{\perp}\right|, s(\boldsymbol{\xi})=s\left(r, \boldsymbol{\xi}_{\mathfrak{V}}, \boldsymbol{\xi}_{\mathfrak{V}}^{\prime}\right), \frac{\partial s}{\partial r}=O\left(\rho^{1 / 3}\right)
\end{align*}
$$

Proof. We have described the construction of the mapping $f$ at the end of Section 5. Mapping $g$ is constructed in Sections 6 and 7.

Let us formulate an important property of the mapping $g$, which is a global version of Lemma 7.11.

Lemma 7.14. Let $I=[\mathbf{a}, \mathbf{b}] \subset \mathcal{A}_{1}$ be a straight interval of length $L:=|\mathbf{b}-\mathbf{a}| \ll \rho^{-1}$. Then there exists an integer vector $\mathbf{n}$ such that $|g(\mathbf{b}+\mathbf{n})-g(\mathbf{a})| \ll L \rho+\rho^{-4 M p+d}$. Moreover, suppose in addition that there exists an integer vector $\mathbf{m} \neq 0$ such that the interval $I+\mathbf{m}$ is entirely inside $\mathcal{A}_{1}$. Then there exist two different integer vectors $\mathbf{n}_{1}$ and $\mathbf{n}_{2}$ such that $\left|g\left(\mathbf{b}+\mathbf{n}_{1}\right)-g(\mathbf{a})\right| \ll L \rho+\rho^{-4 M p+d}$ and $\mid g\left(\mathbf{b}+\mathbf{n}_{2}\right)-$ $g(\mathbf{a}+\mathbf{m}) \mid \ll L \rho+\rho^{-4 M p+d}$.

Proof. Let us parametrise the interval $I$ so that

$$
I=\left\{\boldsymbol{\xi}(t), t \in\left[t_{\min }, t_{\max }\right]\right\},
$$

$\mathbf{a}=\boldsymbol{\xi}\left(t_{\min }\right), \mathbf{b}=\boldsymbol{\xi}\left(t_{\max }\right)$. Let us prove the first statement. If the interval $\boldsymbol{\xi}(t)$ lies entirely inside $\mathcal{B}$, then the statement is obvious since the length of the gradient of $g$ inside $\mathcal{B}$ is $\ll \rho$, so we can take $\mathbf{n}=0$. If the interval $\boldsymbol{\xi}(t)$ lies entirely inside $\Xi_{2}(\mathfrak{V})$ for $\mathfrak{V} \in \mathcal{V}(n)$, the statement has been proved in Lemma 7.11. Consider the general case. Denote by $y_{j}(\mathbf{k}):=\mu_{j}\left(H^{\prime}(\mathbf{k})\right)$ the $j$-th eigenvalue of $H^{\prime}(\mathbf{k})$. Then the definition of the mapping $f$ implies that if $y_{j}(\mathbf{k}) \in J$, then

$$
y_{j}(\mathbf{k})=f(\mathbf{n}+\mathbf{k})
$$

for some integer vector $\mathbf{n}$; the opposite is also true, namely if $f(\mathbf{n}+\mathbf{k}) \in J$, then $f(\mathbf{n}+\mathbf{k})=y_{j}(\mathbf{k})$ for some $j$. Notice also that for each $j$ the function $y_{j}$ is continuous.

Now let us return to the study of the behaviour of the function $g(\boldsymbol{\xi}(t))$. Suppose for definiteness that $\boldsymbol{\xi}\left(t_{\text {min }}\right) \in \mathcal{B}$. Then, as we mentioned in the beginning of proof, since the gradient of $g$ has length $\ll \rho$, we have $\left|g(\boldsymbol{\xi}(t))-g\left(\boldsymbol{\xi}\left(t_{\text {min }}\right)\right)\right| \ll$ $\left|\boldsymbol{\xi}(t)-\boldsymbol{\xi}\left(t_{\text {min }}\right)\right| \rho$ as soon as $\boldsymbol{\xi}(t)$ stays inside $\mathcal{B}$. Suppose that $t_{1}$ is the point at which $\boldsymbol{\xi}(t)$ crosses the boundary of $\mathcal{B}$. Then

$$
\begin{equation*}
\left|g\left(\boldsymbol{\xi}\left(t_{1}-0\right)\right)-g\left(\boldsymbol{\xi}\left(t_{\min }\right)\right)\right| \ll\left|\boldsymbol{\xi}(t)-\boldsymbol{\xi}\left(t_{\min }\right)\right| \rho \tag{7.49}
\end{equation*}
$$

According to the relationship between the mapping $f$ and functions $y_{j}$ stated above, there exists an index $j$ such that $f\left(\boldsymbol{\xi}\left(t_{1}-0\right)\right)=y_{j}\left(\left\{\boldsymbol{\xi}\left(t_{1}-0\right)\right\}\right)$ (recall that if $\boldsymbol{\xi}=\mathbf{n}+\mathbf{k}$, then we call $\mathbf{k}=\{\boldsymbol{\xi}\}$ the fractional part of $\boldsymbol{\xi})$. Since $y_{j}$ is continuous function, $y_{j}\left(\left\{\boldsymbol{\xi}\left(t_{1}-0\right)\right\}\right)=y_{j}\left(\left\{\boldsymbol{\xi}\left(t_{1}+0\right)\right\}\right)$. Using the relationship between the mapping $f$ and functions $y_{j}$ again, we deduce that there exists an integer vector $\mathbf{n}_{1}$ such that $y_{j}\left(\left\{\boldsymbol{\xi}\left(t_{1}+0\right)\right\}\right)=f\left(\boldsymbol{\xi}\left(t_{1}+0\right)+\mathbf{n}_{1}\right)$. Property (ii) of

Theorem 7.13 implies that $f\left(\boldsymbol{\xi}\left(t_{1}-0\right)\right)=g\left(\boldsymbol{\xi}\left(t_{1}-0\right)\right)+O\left(\rho^{-4 M p}\right)$ and, similarly, $f\left(\boldsymbol{\xi}\left(t_{1}+0\right)+\mathbf{n}_{1}\right)=g\left(\boldsymbol{\xi}\left(t_{1}+0\right)+\mathbf{n}_{1}\right)+O\left(\rho^{-4 M p}\right)$. All these estimates imply

$$
\begin{equation*}
g\left(\boldsymbol{\xi}\left(t_{1}+0\right)+\mathbf{n}_{1}\right)=g\left(\boldsymbol{\xi}\left(t_{1}-0\right)\right)+O\left(\rho^{-4 M p}\right) \tag{7.50}
\end{equation*}
$$

Since $\boldsymbol{\xi}\left(t_{1}+0\right)+\mathbf{n}_{1} \in \mathcal{A}_{1}$, we have either $\boldsymbol{\xi}\left(t_{1}+0\right)+\mathbf{n}_{1} \in \Xi_{2}(\mathfrak{V})$ or $\boldsymbol{\xi}\left(t_{1}+0\right)+\mathbf{n}_{1} \in \mathcal{B}$. Assume the former. Let $t_{2}>t_{1}$ be the smallest value of $t$ at which $\boldsymbol{\xi}(t)+\mathbf{n}_{1}$ crosses the boundary of $\Xi_{2}(\mathfrak{V})$. Then Lemma 7.11 implies that thee exists an integer vector $\mathbf{n}_{2}$ such that

$$
\begin{equation*}
\left|g\left(\boldsymbol{\xi}\left(t_{2}-0\right)+\mathbf{n}_{2}\right)-g\left(\boldsymbol{\xi}\left(t_{1}+0\right)+\mathbf{n}_{1}\right)\right| \ll\left|\boldsymbol{\xi}\left(t_{2}\right)-\boldsymbol{\xi}\left(t_{1}\right)\right| \rho+O\left(\rho^{-4 M p}\right) . \tag{7.51}
\end{equation*}
$$

Now repeating the argument we have already used at the moment $t_{1}$, we deduce that there exists an integer $\mathbf{n}_{3}$ such that

$$
\begin{equation*}
g\left(\boldsymbol{\xi}\left(t_{2}+0\right)+\mathbf{n}_{3}\right)=g\left(\boldsymbol{\xi}\left(t_{2}-0\right)+\mathbf{n}_{2}\right)+O\left(\rho^{-4 M p}\right) . \tag{7.52}
\end{equation*}
$$

Now we repeat the process and increase $t$ beginning from $t_{2}$ until we hit another piece of boundary of some $\Xi_{2}(\mathfrak{W})$ at $t=t_{3}$, etc. The shift of the function $g$ at each of the points $t_{j}$ of hitting the boundary is $O\left(\rho^{-4 M p}\right)$. The number of such points is $\ll \rho^{d}$, since for each fixed integer vector $\mathbf{m}$ the number of intersections of the interval $(\boldsymbol{\xi}(t)+\mathbf{m})\left(t \in\left[t_{\text {min }}, t_{\text {max }}\right]\right)$ with the boundaries of all sets $\Xi_{2}(\mathfrak{V})$ is finite, and the number of possible integer vectors $\mathbf{m}$ allowed here is $\ll \rho^{d}$ (obviously, the length of each of these integer vectors is $\ll \rho$ ). Now formulas (7.49)-(7.52) lead to the desired result.

The proof of the second statement is similar and can be derived from the proof of the first statement in the same way as the proof of the second part of Lemma 7.11 follows from the proof of the first part of that lemma.

Now it remains to extend the above results to the 'full' operator $H(\mathbf{k})$.
Corollary 7.15. For each natural $N$ there exist mappings $f, g: \mathcal{A} \rightarrow \mathbb{R}$ which satisfy the following properties:
(i) $f(\boldsymbol{\xi})$ is an eigenvalue of $H(\mathbf{k})$ with $\{\boldsymbol{\xi}\}=\mathbf{k} ;\left|f(\boldsymbol{\xi})-|\mathbf{F} \boldsymbol{\xi}|^{2}\right| \leq 2 v . f$ is an injection (if we count all eigenvalues with multiplicities) and all eigenvalues of $H(\mathbf{k})$ inside $J$ are in the image of $f$.
(ii) If $\boldsymbol{\xi} \in \mathcal{A}_{1}$, then $|f(\boldsymbol{\xi})-g(\boldsymbol{\xi})| \leq \rho^{-N}$.
(iii) We can decompose the domain of $g$ into the disjoint union: $\mathcal{A}=\mathcal{B} \cup \bigcup_{n=1}^{d-1}$ $\bigcup_{\mathfrak{V} \in \mathcal{V}(n)} \Xi_{2}(\mathfrak{V})$. For any $\boldsymbol{\xi} \in \mathcal{B}_{\rho}$

$$
\begin{align*}
& g(\boldsymbol{\xi})=|\mathbf{F} \boldsymbol{\xi}|^{2} \\
& +\sum_{j=1}^{2 M} \sum_{\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{j} \in \Theta_{M}^{\prime}} \sum_{2 \leq n_{1}+\cdots+n_{j} \leq 2 M} C_{n_{1}, \ldots, n_{j}}\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{1}\right\rangle^{-n_{1}} \cdots\left\langle\boldsymbol{\xi}, \mathbf{G} \boldsymbol{\eta}_{j}\right\rangle^{-n_{j}}  \tag{7.53}\\
& \text { with } M=\left[(N+d)(4 p)^{-1}\right]+1 . \text { For any } \boldsymbol{\xi} \in\left(\Xi_{2}(\mathfrak{V}) \cap \mathcal{A}_{1}\right) \\
& g(\boldsymbol{\xi})=r^{2}+s(\boldsymbol{\xi}),  \tag{7.54}\\
& \text { with } r:=\left|\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}^{\perp}\right|, s(\boldsymbol{\xi})=s\left(r, \boldsymbol{\xi}_{\mathfrak{V}}, \boldsymbol{\xi}_{\mathfrak{V}}^{\prime}\right) \text { and } \frac{\partial s}{\partial r}=O\left(\rho^{1 / 3}\right) .
\end{align*}
$$

(iv) Let $I=[\mathbf{a}, \mathbf{b}] \subset \mathcal{A}_{1}$ be a straight interval of length $L:=|\mathbf{b}-\mathbf{a}| \ll \rho^{-1}$. Then there exists an integer vector $\mathbf{n}$ such that $|g(\mathbf{b}+\mathbf{n})-g(\mathbf{a})| \ll L \rho+\rho^{-N}$. Moreover, suppose $\mathbf{m} \neq 0$ is a given integer vector such that the interval $I+\mathbf{m}$ is entirely inside $\mathcal{A}_{1}$. Then there exist two different integer vectors $\mathbf{n}_{1}$ and $\mathbf{n}_{2}$ such that $\left|g\left(\mathbf{b}+\mathbf{n}_{1}\right)-g(\mathbf{a})\right| \ll L \rho+\rho^{-N}$ and $\left|g\left(\mathbf{b}+\mathbf{n}_{2}\right)-g(\mathbf{a}+\mathbf{m})\right| \ll L \rho+\rho^{-N}$.

Proof. We use Theorem 7.13 for the operator $H^{\prime}(\mathbf{k})$ with $M=\left[(N+d)(4 p)^{-1}\right]+1$. Estimate (5.4) implies that $\left|\mu_{j}(H(\mathbf{k}))-\mu_{j}\left(H^{\prime}(\mathbf{k})\right)\right|<\rho^{-N-1}$, so that all the required properties are fulfilled.

Remark 7.16. The function $f$ is not necessarily continuous.
Before we continue with the proof of the Bethe-Sommerfeld conjecture, let us formulate a theorem which immediately follows from our results, just to illustrate their usefulness. Recall that by $N(\lambda)$ we have denoted the integrated density of states of the operator (1.4) defined in (2.2).

Theorem 7.17. For each natural $n$ we have the following estimate: $N\left(\lambda+\lambda^{-n}\right)-$ $N\left(\lambda-\lambda^{-n}\right)=O\left(\lambda^{d / 2-n-1}\right)$.
Proof. We use Corollary 7.15 with $N=2 n+1$. Then

$$
\begin{align*}
N\left(\lambda+\lambda^{-n}\right)-N\left(\lambda-\lambda^{-n}\right) & =\operatorname{vol}\left(f^{-1}\left(\left[\lambda-\lambda^{-n}, \lambda+\lambda^{-n}\right]\right)\right) \\
& \leq \operatorname{vol}\left(g^{-1}\left(\left[\lambda-2 \lambda^{-n}, \lambda+2 \lambda^{-n}\right]\right)\right)  \tag{7.55}\\
& =O\left(\lambda^{d / 2-n-1}\right),
\end{align*}
$$

the last equality being an easy geometric exercise (which will anyway be established in the next section).

Remark 7.18. As it was pointed out to the author by Yu. Karpeshina, it seems possible that using the results of this paper (including the results from the next section) one can prove the following lower bound:

$$
N(\lambda+\varepsilon)-N(\lambda) \gg \varepsilon \lambda^{(d-2) / 2}
$$

uniformly over $\varepsilon<1$ as $\lambda \rightarrow \infty$ (in particular, $\varepsilon$ does not have to be a negative power of $\lambda$ ). We will not prove this estimate in our paper though.

## 8. Proof of the Bethe-Sommerfeld conjecture

Throughout this section we keep the notation from the previous section. Without specific mentioning, we always assume that $\rho$ is sufficiently large; the precise value of the power $N$ will be chosen later. In what follows, it will be convenient to consider a slightly slimmed down resonance set. Namely, we introduce the set

$$
\tilde{\mathcal{B}}:=\left\{\boldsymbol{\xi} \in \mathcal{A}_{1}:\left|\boldsymbol{\xi}_{\mathfrak{U}}\right|>\rho^{1 / 2}, \forall \mathfrak{U} \in \mathcal{V}(1)\right\} .
$$

In other words, $\tilde{\mathcal{B}}$ consists of all points $\boldsymbol{\xi} \in \mathcal{A}_{1}$ the $\mathbf{F}$-projections of which to all vectors $\boldsymbol{\eta} \in \Theta_{6 M}^{\prime}$ has $\mathbf{F}$-length larger than $\rho^{1 / 2}$. Obviously, $\tilde{\mathcal{B}} \subset \mathcal{B}$. We also denote $\tilde{\mathcal{D}}:=\mathcal{A}_{1} \backslash \tilde{\mathcal{B}}$.

Now we will study various properties of mappings $f$ and $g$. We begin with the function $g$.

For each positive $\delta \leq v$ denote $\mathcal{A}(\delta), \mathcal{B}(\delta)$, and $\mathcal{D}(\delta)$ to be intersections of $g^{-1}\left(\left[\rho^{2}-\delta, \rho^{2}+\delta\right]\right)$ with $\mathcal{A}_{1}, \tilde{\mathcal{B}}$, and $\tilde{\mathcal{D}}$ correspondingly. The following is a simple geometry:

Lemma 8.1. The following estimates hold:

$$
\begin{align*}
& \operatorname{vol}(\mathcal{A}(\delta)) \asymp \rho^{d-2} \delta,  \tag{8.1}\\
& \operatorname{vol}(\mathcal{B}(\delta)) \asymp \rho^{d-2} \delta, \tag{8.2}
\end{align*}
$$

and

$$
\begin{equation*}
\operatorname{vol}(\mathcal{D}(\delta)) \ll \rho^{(3 d-7) / 3} \delta \tag{8.3}
\end{equation*}
$$

Proof. Let $\boldsymbol{\xi}=r \boldsymbol{\xi}^{\prime} \in \mathcal{B},\left|\mathbf{F} \boldsymbol{\xi}^{\prime}\right|=1$. Then the definition of $g$ implies that

$$
\begin{equation*}
\frac{\partial g}{\partial r} \asymp \rho \tag{8.4}
\end{equation*}
$$

uniformly over $\boldsymbol{\xi}^{\prime}$. Therefore, for each fixed $\boldsymbol{\xi}^{\prime}$ the intersection of $g^{-1}\left(\left[\rho^{2}-\delta, \rho^{2}+\delta\right]\right)$ with the set $\left\{r \boldsymbol{\xi}^{\prime}, r>0\right\}$ is an interval of length $\asymp \delta \rho^{-1}$. Integrating over $\boldsymbol{\xi}^{\prime}$, we obtain (8.2). Estimate (8.3) is obtained in a similar way, only for $\boldsymbol{\xi} \in \Xi(\mathfrak{V})$ we put $r:=\left|\mathbf{F} \boldsymbol{\xi}_{\mathfrak{V}}^{\perp}\right|$. Then the estimate (8.4) is still valid. Let $\boldsymbol{\eta} \in \Theta_{M}^{\prime}$. Then (8.4) implies that the set of all points $\boldsymbol{\xi} \in \mathcal{A}(\delta)$ such that the $\mathbf{F}$-projection of $\boldsymbol{\xi}$ onto $\boldsymbol{\eta}$ has $\mathbf{F}$-length smaller than $\rho^{1 / 2}$ has volume $O\left(\rho^{(2 d-5) / 2} \delta\right)$. Since the number of elements in $\Theta_{M}^{\prime}$ is $O\left(R^{d}\right)=O\left(\rho^{p / 2}\right)$, we have

$$
\operatorname{vol}(\mathcal{D}(\delta)) \ll \rho^{(2 d-5+p) / 2} \delta \ll \rho^{(3 d-7) / 3} \delta,
$$

since $p<1 / 3$. Finally, (8.1) is the sum of (8.2) and (8.3).
Remark 8.2. Putting $\delta=2 \lambda^{-n}$ in (8.1), we establish the last equality in (7.55).
The next estimate is more subtle.
Lemma 8.3. Let $d \geq 3$. Then for large enough $\rho$ and $\delta<\rho^{-1}$ the following estimate holds uniformly over $\mathbf{a} \in \mathbb{R}^{d}$ with $|\mathbf{a}|>1$ :

$$
\begin{equation*}
\operatorname{vol}(\mathcal{B}(\delta) \cap(\mathcal{B}(\delta)+\mathbf{a})) \ll\left(\delta^{2} \rho^{d-3}+\delta \rho^{-d}\right) \tag{8.5}
\end{equation*}
$$

If $d=2$, similar estimate holds with $\delta^{3 / 2}+\delta \rho^{-2}$ in the RHS.
Proof. After making the substitution $\boldsymbol{\nu}=\mathbf{F} \boldsymbol{\xi}$, the function $g$ in new coordinates will have the form $h(\boldsymbol{\nu})=|\boldsymbol{\nu}|^{2}+G(\boldsymbol{\nu})$, with

$$
\begin{equation*}
G(\boldsymbol{\nu})=O\left(|\boldsymbol{\nu}|^{-1 / 2}\right) \tag{8.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial G}{\partial \nu_{j}} \leq C_{2}|\boldsymbol{\nu}|^{-1} \tag{8.7}
\end{equation*}
$$

for all $j=1, \ldots, d$, provided $\boldsymbol{\nu} \in \mathbf{F} \tilde{\mathcal{B}}$; these estimates follow from Lemma 6.1. We need to estimate the volume of the set

$$
\begin{align*}
X=\{\boldsymbol{\nu} \in(\mathbf{F}(\mathcal{B}) \cap(\mathbf{F}(\mathcal{B})+\mathbf{F a})), h(\boldsymbol{\nu}) \in[ & \left.\rho^{2}-\delta, \rho^{2}+\delta\right] \\
& \left.h(\boldsymbol{\nu}-\mathbf{F a}) \in\left[\rho^{2}-\delta, \rho^{2}+\delta\right]\right\} . \tag{8.8}
\end{align*}
$$

Indeed, we have $\mathcal{X}=\mathbf{F}(\mathcal{B}(\delta) \cap(\mathcal{B}(\delta)+\mathbf{a}))$, so the volume of $\mathcal{X}$ equals $\operatorname{det} \mathbf{F}$ times the volume of the set $\mathcal{B}(\delta) \cap(\mathcal{B}(\delta)+\mathbf{a})$. Denote $\mathbf{b}:=\mathbf{F a}$. First, we will estimate the 2-dimensional area of the intersection of $\mathcal{X}$ with arbitrary 2-dimensional plane containing the origin and vector $\mathbf{b}$; the volume of $\mathcal{X}$ then can be obtained using the integration in cylindrical coordinates. So, let $\mathfrak{V}$ be any 2 -dimensional plane containing the origin and $\mathbf{b}$, and let us estimate the area of $X_{\mathfrak{V}}:=\mathfrak{V} \cap X$. Let us introduce cartesian coordinates in $\mathfrak{V}$ so that $\boldsymbol{\nu} \in \mathfrak{V}$ has coordinates $\left(\nu_{1}, \nu_{2}\right)$ with $\nu_{1}$ going along $\mathbf{b}$, and $\nu_{2}$ being orthogonal to $\mathbf{b}$. For any $\boldsymbol{\nu} \in \mathcal{X}_{\mathfrak{V}}$ estimate (8.6) implies

$$
h(\boldsymbol{\nu})=\nu_{1}^{2}+\nu_{2}^{2}+O\left(\rho^{-1 / 2}\right)
$$

and so

$$
2 \delta \geq|h(\boldsymbol{\nu})-h(\boldsymbol{\nu}-\mathbf{b})|=\left|\nu_{1}^{2}-\left(|\mathbf{b}|-\nu_{1}\right)^{2}\right|+O\left(\rho^{-1 / 2}\right) .
$$

This implies that

$$
\begin{equation*}
\frac{|\mathbf{b}|}{3}<\nu_{1}<\frac{2|\mathbf{b}|}{3} \tag{8.9}
\end{equation*}
$$

when $\rho$ is sufficiently large, and therefore

$$
\begin{equation*}
\frac{\partial h(\boldsymbol{\nu})}{\partial \nu_{1}} \gg|\mathbf{b}| \tag{8.10}
\end{equation*}
$$

whenever $\boldsymbol{\nu} \in \mathcal{X}_{\mathfrak{V}}$. Thus, for any fixed $t \in \mathbb{R}$, the intersection of the line $\nu_{2}=t$ with $X_{\mathfrak{V}}$ is an interval of length $\ll|\mathbf{b}|^{-1} \delta$.

Let us cut $X_{\mathfrak{V}}$ into two parts: $X_{\mathfrak{V}}=X_{\mathfrak{V}}^{1} \cup X_{\mathfrak{V}}^{2}$ with $X_{\mathfrak{V}}^{1}:=\left\{\boldsymbol{\nu} \in X_{\mathfrak{V}},\left|\nu_{2}\right| \leq\right.$ $\left.2 C_{2} \rho^{-1}\right\}, X_{\mathfrak{O}}^{2}=X_{\mathfrak{V}} \backslash X_{\mathfrak{V}}^{1}$, and estimate the volumes of these sets $\left(C_{2}\right.$ is the constant from (8.7)). A simple geometrical argument shows that if $X_{\mathfrak{V}}^{1}$ is nonempty, then $|\mathbf{b}| \gg \rho$. This, together with the remark after (8.10), implies that the area of $X_{\mathfrak{V}}^{1}$ is $\ll \rho^{-2} \delta$. Now we define the 'rotated' set $X^{1}$ which consists of the points from $X$ which belong to $X_{\mathfrak{V}}^{1}$ for some $\mathfrak{V}$. Computing the volume of this set using integration in the cylindrical coordinates, we obtain

$$
\begin{equation*}
\operatorname{vol}\left(X^{1}\right) \ll \rho^{-d} \delta . \tag{8.11}
\end{equation*}
$$

Now consider $X_{\mathfrak{V}}^{2}$. Let us decompose $X_{\mathfrak{V}}^{2}=\overline{X_{\mathfrak{V}}^{2}} \cup \underline{X_{\mathfrak{V}}^{2}}$, where

$$
\overline{X_{\mathfrak{N}}^{2}}=\left\{\boldsymbol{\nu} \in X_{\mathfrak{V}}^{2}: \nu_{2}>0\right\}
$$

and

$$
\underline{X_{\mathfrak{V}}^{2}}=\left\{\boldsymbol{\nu} \in X_{\mathfrak{V}}^{2}: \nu_{2}<0\right\} .
$$



Figure 10. The set $\overline{X_{\mathfrak{V}}^{2}}$ (the area bounded by four arcs).

Notice that for any $\boldsymbol{\nu} \in \bar{X}_{\mathfrak{V}}^{2}$, formula (8.7) implies

$$
\begin{equation*}
\frac{\partial h(\boldsymbol{\nu})}{\partial \nu_{2}} \gg \nu_{2} \tag{8.12}
\end{equation*}
$$

Let $\boldsymbol{\nu}^{l}=\left(\nu_{1}^{l}, \nu_{2}^{l}\right)$ be the point in the closure of $\overline{X_{\mathfrak{V}}^{2}}$ with the smallest value of the first coordinate: $\nu_{1}^{l} \leq \nu_{1}$ for any $\boldsymbol{\nu}=\left(\nu_{1}, \nu_{2}\right) \in \overline{X_{\mathfrak{V}}^{2}}$. Analogously, we define $\boldsymbol{\nu}^{r}$ to be the point in the closure of $\overline{X_{\mathfrak{V}}^{2}}$ with the largest first coordinate, $\boldsymbol{\nu}^{t}$ the point with the largest second coordinate, and $\boldsymbol{\nu}^{b}$ the point with the smallest second coordinate (see Figure 10 for an illustration). Note that $\nu^{t} \ll \rho$.

Let us prove that

$$
\begin{equation*}
\nu_{1}^{r}-\nu_{1}^{l} \ll \delta . \tag{8.13}
\end{equation*}
$$

Indeed, suppose first that $\nu_{2}^{r} \geq \nu_{2}^{l}$. Let $\boldsymbol{\nu}^{r l}:=\left(\nu_{1}^{r}, \nu_{2}^{l}\right)$. Then, since $h$ is an increasing function of $\nu_{2}$ when $\nu_{2}>2 C_{2} \rho^{-1}$, we have $h\left(\boldsymbol{\nu}^{r l}\right) \leq h\left(\boldsymbol{\nu}^{r}\right) \leq \rho^{2}+\delta$. Therefore, $h\left(\boldsymbol{\nu}^{r l}\right)-h\left(\boldsymbol{\nu}^{l}\right) \leq 2 \delta$. Estimate (8.10) then implies (8.13).

Suppose now that $\nu_{2}^{r} \leq \nu_{2}^{l}$. Let $\boldsymbol{\nu}^{l r}:=\left(\nu_{1}^{l}, \nu_{2}^{r}\right)$. Then $h\left(\boldsymbol{\nu}^{l r}-\mathbf{b}\right) \leq h\left(\boldsymbol{\nu}^{l}-\mathbf{b}\right) \leq$ $\rho^{2}+\delta$. Therefore, $h\left(\boldsymbol{\nu}^{l r}-\mathbf{b}\right)-h\left(\boldsymbol{\nu}^{r}-\mathbf{b}\right) \leq 2 \delta$. Now, (8.9) and (8.10) imply (8.13).

Thus, we have estimated the width of $X_{\mathfrak{V}}^{2}$. Let us estimate its hight (i.e., $\left.\nu_{2}^{t}-\nu_{2}^{b}\right)$. Let us assume that $\nu_{1}^{t} \geq \nu_{1}^{b}$; otherwise, we use the same trick as in the previous paragraph and consider $h(\cdot-\mathbf{b})$ instead of $h$. Let $\boldsymbol{\nu}^{b t}:=\left(\nu_{1}^{b}, \nu_{2}^{t}\right)$. Then
$h\left(\boldsymbol{\nu}^{b t}\right) \leq h\left(\boldsymbol{\nu}^{t}\right) \leq \rho^{2}+\delta$. Therefore, $h\left(\boldsymbol{\nu}^{b t}\right)-h\left(\boldsymbol{\nu}^{b}\right) \leq 2 \delta$. Now, (8.12) implies

$$
\begin{equation*}
\left(\nu_{2}^{t}\right)^{2}-\left(\nu_{2}^{b}\right)^{2}=2 \int_{\nu_{2}^{b}}^{\nu_{2}^{t}} \nu_{2} d \nu_{2} \ll \int_{\nu_{2}^{b}}^{\nu_{2}^{t}} \frac{\partial h}{\partial \nu_{2}}\left(\nu_{1}^{b}, \nu_{2}\right) d \nu_{2} \leq 2 \delta \tag{8.14}
\end{equation*}
$$

Therefore, we have the following estimate for the hight of $\mathcal{X}_{\mathfrak{V}}^{2}$ :

$$
\begin{equation*}
\nu_{2}^{t}-\nu_{2}^{b} \ll \frac{\delta}{\nu_{2}^{t}+\nu_{2}^{b}} \tag{8.15}
\end{equation*}
$$

Now, we can estimate the volume of $X^{2}:=X \backslash X^{1}$ using estimates (8.13) and (8.15). The cylindrical integration produces the following:

$$
\begin{equation*}
\operatorname{vol}\left(X^{2}\right) \ll \frac{\delta^{2}}{\nu_{2}^{t}+\nu_{2}^{b}}\left(\nu_{2}^{t}\right)^{d-2} \leq \delta^{2}\left(\nu_{2}^{t}\right)^{d-3} \leq \delta^{2} \rho^{d-3} \tag{8.16}
\end{equation*}
$$

Equations (8.11) and (8.16) imply (8.5). If $d=2$, we have to notice that (8.14) implies $\nu_{2}^{t}-\nu_{2}^{b} \ll \delta^{1 / 2}$ and then use (8.11) and (8.13).

As was mentioned already, the function $f$ is not necessarily continuous. We now give a sufficient condition for its continuity. Recall that $v$ is the $L_{\infty}$-norm of the potential $V$.
Lemma 8.4. Let $\boldsymbol{\xi} \in \mathcal{B}(v)$ be a point of discontinuity of $f$. Then there is a non-zero vector $\mathbf{n} \in \mathbb{Z}^{d}$ such that

$$
\begin{equation*}
|g(\boldsymbol{\xi}+\mathbf{n})-g(\boldsymbol{\xi})| \leq 2 \rho^{-N} \tag{8.17}
\end{equation*}
$$

Proof. If $\boldsymbol{\xi}=\mathbf{m}+\mathbf{k} \in \mathcal{B}(v)$ is a point of discontinuity of a bounded function $f$, there exist two sequences $\left\{\boldsymbol{\xi}_{j}\right\}$ and $\left\{\tilde{\boldsymbol{\xi}}_{j}\right\}$ which both converge to $\boldsymbol{\xi}$, such that the limits $\lambda(\boldsymbol{\xi}):=\lim f\left(\boldsymbol{\xi}_{j}\right)$ and $\tilde{\lambda}(\boldsymbol{\xi}):=\lim f\left(\tilde{\boldsymbol{\xi}}_{j}\right)$ exist and are different. Since the points $f\left(\boldsymbol{\xi}_{j}\right)$ are eigenvalues of $H\left(\left\{\boldsymbol{\xi}_{j}\right\}\right)$, the limit $\lambda$ is an eigenvalue of $H(\mathbf{k})$ (it is well-known that the spectrum of $H(\mathbf{k})$ is continuously dependent on $\mathbf{k})$. The same argument implies that $\tilde{\lambda}$ is also an eigenvalue of $H(\mathbf{k})$. Since $\lambda \neq \tilde{\lambda}$, at most one of these points can be equal to $f(\boldsymbol{\xi})$. Say, $\tilde{\lambda} \neq f(\boldsymbol{\xi})$. But since $\tilde{\lambda}$ is inside $J$, it must belong to the image of $f$, say $\tilde{\lambda}=f(\tilde{\boldsymbol{\xi}}),\{\tilde{\boldsymbol{\xi}}\}=\{\boldsymbol{\xi}\}$. Thus, $\tilde{\boldsymbol{\xi}}=\boldsymbol{\xi}+\mathbf{n}$ with $\mathbf{n} \in \mathbb{Z}^{d}$. Since the function $g$ is continuous in $\tilde{\mathcal{B}}, \lim g\left(\tilde{\boldsymbol{\xi}}_{j}\right)=g(\boldsymbol{\xi})$, and so

$$
|g(\boldsymbol{\xi})-\tilde{\lambda}|=\lim \left|g\left(\tilde{\boldsymbol{\xi}}_{j}\right)-f\left(\tilde{\boldsymbol{\xi}}_{j}\right)\right| \leq \rho^{-N}
$$

But we also have $|g(\tilde{\boldsymbol{\xi}})-\tilde{\lambda}|=|g(\tilde{\boldsymbol{\xi}})-f(\tilde{\boldsymbol{\xi}})| \leq \rho^{-N}$. The last two inequalities imply (8.17).
Corollary 8.5. There is a constant $C_{3}$ with the following properties. Let

$$
I:=\left\{\boldsymbol{\xi}(t): t \in\left[t_{\min }, t_{\max }\right]\right\} \subset \mathcal{B}(v)
$$

be a straight interval of length $L<\rho^{-1} \delta$. Suppose that there is a point $t_{0} \in$ $\left[t_{\text {min }}, t_{\text {max }}\right]$ with the property that for each non-zero $\mathbf{n} \in \mathbb{Z}^{d} g\left(\boldsymbol{\xi}\left(t_{0}\right)+\mathbf{n}\right)$ is either outside the interval

$$
\left[g\left(\boldsymbol{\xi}\left(t_{0}\right)\right)-C_{3} \rho^{-N}-C_{3} \rho L, g\left(\boldsymbol{\xi}\left(t_{0}\right)\right)+C_{3} \rho^{-N}+C_{3} \rho L\right]
$$

or not defined. Then $f(\boldsymbol{\xi}(t))$ is a continuous function of $t$.

Proof. Suppose not. Then previous lemma implies that there is a point $t_{1} \in$ $\left[t_{\text {min }}, t_{\text {max }}\right]$ and a non-zero vector $\mathbf{n} \in \mathbb{Z}^{d}$ such that $\left|g\left(\boldsymbol{\xi}\left(t_{1}\right)+\mathbf{n}\right)-g\left(\boldsymbol{\xi}\left(t_{1}\right)\right)\right| \leq 2 \rho^{-N}$. Since $\left|\boldsymbol{\xi}\left(t_{1}\right)-\boldsymbol{\xi}\left(t_{0}\right)\right| \leq\left|\boldsymbol{\xi}\left(t_{\max }\right)-\boldsymbol{\xi}\left(t_{\min }\right)\right| \leq L$, it follows that $(I+\mathbf{n}) \subset \mathcal{A}_{1}$, and now Lemma 7.14 implies that for two different integer vectors $\mathbf{m}_{1}$ and $\mathbf{m}_{2}$ we have $\left|g\left(\boldsymbol{\xi}\left(t_{0}\right)+\mathbf{m}_{1}\right)-g\left(\boldsymbol{\xi}\left(t_{1}\right)+\mathbf{n}\right)\right| \ll \rho L+\rho^{-N}$ and $\left|g\left(\boldsymbol{\xi}\left(t_{0}\right)+\mathbf{m}_{2}\right)-g\left(\boldsymbol{\xi}\left(t_{1}\right)\right)\right| \ll \rho L+\rho^{-N}$. Since $\boldsymbol{\xi}(t) \in \mathcal{B}$ for all $t$ and the length of the gradient of $g$ is $\ll \rho$ in $\mathcal{B}$, we also have $\left|g\left(\boldsymbol{\xi}\left(t_{1}\right)\right)-g\left(\boldsymbol{\xi}\left(t_{0}\right)\right)\right| \ll \rho L$. Thus, we have $\left|g\left(\boldsymbol{\xi}\left(t_{0}\right)+\mathbf{m}_{j}\right)-g\left(\boldsymbol{\xi}\left(t_{0}\right)\right)\right| \leq C \rho^{-N}+C \rho L$ ( $j=1,2$ ). Since at least one of vectors $\mathbf{m}_{j}$ is non-zero, this contradicts the assumption of the corollary.

Now we are ready to prove the Bethe-Sommerfeld conjecture. Since in the two-dimensional case it has been proved, we will assume that $d \geq 3$.
Theorem 8.6. Let $d \geq 3$. Then all sufficiently large points $\lambda=\rho^{2}$ are inside the spectrum of $H$. Moreover, there exists a positive constant $c_{4}$ such that for large enough $\rho$ the whole interval $\left[\rho^{2}-c_{4} \rho^{1-d}, \rho^{2}+c_{4} \rho^{1-d}\right]$ lies inside some spectral band.

Proof. Put $N=d$ in the Corollary 7.15. Also put $\delta=c_{4} \rho^{1-d}$ (the precise value of $c_{4}$ will be chosen later). For each unit vector $\boldsymbol{\eta} \in \mathbb{R}^{d}$ we denote $I_{\boldsymbol{\eta}}$ to be the intersection of $\{r \boldsymbol{\eta}, r>0\}$ with $\mathcal{A}(\delta)$. We will consider only vectors $\boldsymbol{\eta}$ for which $I_{\boldsymbol{\eta}} \subset \tilde{\mathcal{B}}$. As was mentioned in the proof of Lemma 8.1, the length $L$ of any interval $I_{\eta}$ satisfies $L \asymp \delta \rho^{-1}$. Let us prove that $f$ is continuous on at least one of the intervals $I_{\boldsymbol{\eta}} \subset \tilde{\mathcal{B}}$. Suppose this is not the case. Then Corollary 8.5 tells us that for each point $\boldsymbol{\xi} \in \mathcal{B}(\delta)$ there is a non-zero integer vector $\mathbf{n}$ such that

$$
\begin{equation*}
|g(\boldsymbol{\xi}+\mathbf{n})-g(\boldsymbol{\xi})| \leq C_{3}\left(\rho^{-d}+\rho L\right) \ll\left(\rho^{-d}+\delta\right) \tag{8.18}
\end{equation*}
$$

Since $\left|g(\boldsymbol{\xi})-\rho^{2}\right| \leq \delta$, this implies $\left|g(\boldsymbol{\xi}+\mathbf{n})-\rho^{2}\right| \leq C_{5}\left(\rho^{-d}+\delta\right)=: \delta_{1}$, and thus $\boldsymbol{\xi}+\mathbf{n} \in \mathcal{A}\left(\delta_{1}\right)$; notice that $C_{5}>1$ and so $\delta_{1}>\delta$. Therefore, each point $\boldsymbol{\xi} \in \mathcal{B}(\delta)$ also belongs to the set $\left(\mathcal{A}\left(\delta_{1}\right)-\mathbf{n}\right)$ for a non-zero integer $\mathbf{n}$; obviously, $|\mathbf{n}| \ll \rho$. In other words,

$$
\begin{equation*}
\mathcal{B}(\delta) \subset \bigcup_{\mathbf{n} \in \mathbb{Z}^{d} \cap B(C \rho), \mathbf{n} \neq 0}\left(\mathcal{A}\left(\delta_{1}\right)-\mathbf{n}\right)=\bigcup_{\mathbf{n} \neq 0}\left(\mathcal{B}\left(\delta_{1}\right)-\mathbf{n}\right) \cup \bigcup_{\mathbf{n} \neq 0}\left(\mathcal{D}\left(\delta_{1}\right)-\mathbf{n}\right) \tag{8.19}
\end{equation*}
$$

To proceed further, we need more notation. Denote $\mathcal{D}_{0}\left(\delta_{1}\right)$ to be the set of all points $\boldsymbol{\nu}$ from $\mathcal{D}\left(\delta_{1}\right)$ for which there is no non-zero $\mathbf{n} \in \mathbb{Z}^{d}$ satisfying $\boldsymbol{\nu}-\mathbf{n} \in \mathcal{B}(\delta)$; $\mathcal{D}_{1}\left(\delta_{1}\right)$ to be the set of all points $\boldsymbol{\nu}$ from $\mathcal{D}\left(\delta_{1}\right)$ for which there is a unique non-zero $\mathbf{n} \in \mathbb{Z}^{d}$ satisfying $\boldsymbol{\nu}-\mathbf{n} \in \mathcal{B}(\delta)$; and $\mathcal{D}_{2}\left(\delta_{1}\right)$ to be the rest of the points from $\mathcal{D}\left(\delta_{1}\right)$ (i.e., $\mathcal{D}_{2}\left(\delta_{1}\right)$ consists of all points $\boldsymbol{\nu}$ from $\mathcal{D}\left(\delta_{1}\right)$ for which there exist at least two different non-zero vectors $\mathbf{n}_{1}, \mathbf{n}_{2} \in \mathbb{Z}^{d}$ satisfying $\left.\boldsymbol{\nu}-\mathbf{n}_{j} \in \mathcal{B}(\delta)\right)$. Then a little thought shows that we can replace $\mathcal{D}\left(\delta_{1}\right)$ by $\mathcal{D}_{1}\left(\delta_{1}\right)$ in the RHS of (8.19). Indeed, this is shown in the following lemma.
Lemma 8.7. The following formulae hold:

$$
\begin{equation*}
\mathcal{B}(\delta) \bigcap\left(\bigcup_{\mathbf{n} \neq 0}\left(\mathcal{D}_{0}\left(\delta_{1}\right)-\mathbf{n}\right)\right)=\emptyset, \tag{8.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\bigcup_{\mathbf{n} \neq 0}\left(\mathcal{D}_{2}\left(\delta_{1}\right)-\mathbf{n}\right)\right) \subset \bigcup_{\mathbf{n} \neq 0}\left(\mathcal{B}\left(\delta_{1}\right)-\mathbf{n}\right) \tag{8.21}
\end{equation*}
$$

Proof. The first formula is an immediate corollary of the definition of $\mathcal{D}_{0}\left(\delta_{1}\right)$. Let us prove the second formula. Suppose, $\boldsymbol{\nu} \in \mathcal{D}_{2}\left(\delta_{1}\right)$. Then there exist two integer vectors, $\mathbf{n}_{1}$ and $\mathbf{n}_{2}$ such that $\boldsymbol{\nu}-\mathbf{n}_{j} \in \mathcal{B}(\delta)$. Let $\mathbf{m}$ be an integer vector. Then $\mathbf{m}$ is different from either $\mathbf{n}_{1}$ or $\mathbf{n}_{2}$, say $\mathbf{m} \neq \mathbf{n}_{1}$. Since $\delta_{1} \geq \delta$, this implies:

$$
\boldsymbol{\nu}-\mathbf{m}=\boldsymbol{\nu}-\mathbf{n}_{1}-\left(\mathbf{m}-\mathbf{n}_{1}\right) \in\left(\mathcal{B}(\delta)-\left(\mathbf{m}-\mathbf{n}_{1}\right)\right) \subset \bigcup_{\mathbf{n} \neq 0}\left(\mathcal{B}\left(\delta_{1}\right)-\mathbf{n}\right)
$$

This finishes the proof of the lemma.
This lemma shows that we can re-write (8.19) as

$$
\begin{equation*}
\left.\mathcal{B}(\delta) \subset \bigcup_{\mathbf{n} \neq 0}\left(\mathcal{B}\left(\delta_{1}\right)-\mathbf{n}\right) \bigcup \bigcup \bigcup \bigcup \bigcup \mathbf{n \neq 0} \mathcal{D}_{1}\left(\delta_{1}\right)-\mathbf{n}\right) \tag{8.22}
\end{equation*}
$$

This, obviously, implies

$$
\begin{equation*}
\mathcal{B}(\delta)=\bigcup_{\mathbf{n} \neq 0}\left(\left(\mathcal{B}\left(\delta_{1}\right)-\mathbf{n}\right) \cap \mathcal{B}(\delta)\right) \bigcup \bigcup \bigcup \bigcup \tag{8.23}
\end{equation*}
$$

Now let us compare volumes of the sets in both sides of (8.23). The volume of the LHS we already know from (8.2): it is $\gg \rho^{d-2} \delta$. The definition of the set $\mathcal{D}_{1}$ implies that

$$
\begin{align*}
& \operatorname{vol}\left(\bigcup_{\mathbf{n}}\left(\left(\mathcal{D}_{1}\left(\delta_{1}\right)-\mathbf{n}\right) \cap \mathcal{B}(\delta)\right)\right)  \tag{8.24}\\
& \leq \operatorname{vol}\left(\mathcal{D}_{1}\left(\delta_{1}\right)\right)
\end{align*}<\rho^{(3 d-7) / 3} \delta_{1} \ll \rho^{(3 d-7) / 3}\left(\rho^{-d}+\delta\right) .
$$

Finally, Lemma 8.3, inequality $\delta<\delta_{1}$ and the fact that the union in (8.23) consists of no more than $C \rho^{d}$ terms imply

$$
\begin{align*}
\operatorname{vol}\left(\bigcup_{\mathbf{n}}\left(\left(\mathcal{B}\left(\delta_{1}\right)-\mathbf{n}\right) \cap \mathcal{B}(\delta)\right)\right) & \ll \rho^{d}\left(\delta_{1}^{2} \rho^{d-3}+\delta_{1} \rho^{-d}\right)  \tag{8.25}\\
& \ll \rho^{d}\left(\left(\rho^{-d}+\delta\right)^{2} \rho^{d-3}+\left(\rho^{-d}+\delta\right) \rho^{-d}\right) \\
& \ll \delta^{2} \rho^{2 d-3}+\delta \rho^{d-3}+\rho^{-3}
\end{align*}
$$

Putting all these inequalities together, we get

$$
\begin{equation*}
\rho^{d-2} \delta<C_{6}\left(\delta^{2} \rho^{2 d-3}+\delta \rho^{(3 d-7) / 3}+\rho^{-7 / 3}\right) \tag{8.26}
\end{equation*}
$$

It is time to recall that $\delta=c_{4} \rho^{1-d}$. Plugging this into (8.26), we obtain

$$
\begin{equation*}
c_{4} \rho^{-1}<C_{6}\left(c_{4}^{2} \rho^{-1}+c_{4} \rho^{-4 / 3}+\rho^{-7 / 3}\right) . \tag{8.27}
\end{equation*}
$$

Now, if we choose $c_{4}$ to be small enough (i.e., $c_{4}<C_{6}^{-1}$ ), the inequality (8.27) will not be satisfied for sufficiently large $\rho$. Thus, our assumption that function $f$ is discontinuous on every interval $I_{\boldsymbol{\eta}} \subset \mathcal{B}(\delta)$ leads to a contradiction (provided we have chosen small enough $c_{4}$ ). Therefore, there is an interval $I_{\boldsymbol{\eta}} \subset \mathcal{B}(\delta)$ on which $f$ is continuous. Since the value of $f$ on one end of this interval is $\leq \rho^{2}-c_{4} \rho^{1-d}$, and the value on the other end is $\geq \rho^{2}+c_{4} \rho^{1-d}$, the point $\rho^{2}$ must be in the range of $f$. The first part of the theorem is proved. In order to prove the second part of the theorem, we notice that the interval $I_{\eta}$ which we found satisfies the following condition: for each point $\boldsymbol{\xi} \in I_{\boldsymbol{\eta}}$ and each non-zero integer vector $\mathbf{n}$ such that $\boldsymbol{\xi}+\mathbf{n} \in \mathcal{A}_{1}$ we have $|g(\boldsymbol{\xi}+\mathbf{n})-g(\boldsymbol{\xi})|>2 \rho^{-N}$. This implies $f(\boldsymbol{\xi}+\mathbf{n})-f(\boldsymbol{\xi}) \neq 0$. Therefore, $f(\boldsymbol{\xi})$ is a simple eigenvalue of $H(\{\boldsymbol{\xi}\})$ for each $\boldsymbol{\xi} \in I_{\boldsymbol{\eta}}$. This implies that the interval $\left[\rho^{2}-c_{4} \rho^{1-d}, \rho^{2}+c_{4} \rho^{1-d}\right]$ is inside the spectral band. The theorem is proved.
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