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Abstract. Fluid dynamic equations are used to model various phenomena arising from physics, engineering, astrophysics,
geophysics. One feature is that they take place at different time and length scales and it is important to understand
which phenomena occur according to the use of single scales or to the interactions of them. From a mathematical point
of view, these various physical behaviours give rise to different singular limits and, consequently to a different analysis of
the asymptotic state of the governing equations. In this paper we will analyse a very simplified model given by a linearised
continuity equation and by the classical momentum equation which include terms that take into account of rotation and
we will show, according to the values of different scales, that the asymptotic behaviour of the model will be those of an
incompressible fluid or of a geostrophic flow. Finally we point out, that the set of equations analysed in the paper may also
fit in the artificial compressibility approximation methods.
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1. Introduction

In this paper we analyse a simplified fluid dynamical model given by a linearised continuity equation and
by the classical momentum equation which includes a terms that takes into account of rotation and we
show, according to the values of different scales, that the asymptotic behaviour of the model will be those
of an incompressible fluid or of a geostrophic flow. The model under consideration is given by

Ou® + %(g x u®) + gziﬁVpE = pAu® — (u®-V)u® — %(div u®)u®
(1)
e2P9,p° + divus =0,
where z € Q C R3, ¢ > 0, u® is the fluid velocity and p is the pressure, g = (0,0,1) is the rotation axis

parallel to the vertical variable z3 and 5 > 1 or § = 1/2. The aim of this paper is to perform a rigorous
analysis of the singular limit as € — 0.

1.1. Motivation

The interest in studying the system (1) lies in the fact that, according to the physical model we are
considering, it can be regarded in various ways and it can be considered as a toy model to understand
the asymptotic equations resulting from different time and space scales.

This article is part of the topical collection “In memory of Antonin Novotny” edited by Eduard Feireisl, Paolo Galdi, and
Milan Pokorny.

The present manuscript reflects part of the talk I gave at the workshop held in Prague in February 2019 in honour of
Antonin Novotny and his sixtieth birthday. Not only was he a distinguished scholar with a deep sense of mathematics, but
Antonin Novotny was also a man with an innate sense of humanity and empathy. This paper is dedicated to him.
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As is well known, a very simple model for a rotating fluid is given by the incompressible Navier Stokes
equations where to the momentum equation a term that considers the Coriolis effects is added. To be more
precise a rotating fluid is characterised by the Rossby number Ro that takes into account the Coriolis
effect and, for example, it can be used to model the oceans or atmosphere dynamics and meteorological
phenomena. If we denote by U, L, T the characteristic fluid velocity, length and time scale respectively
and by g,y the local vertical component of the earth’s rotation and we scale the equation in order to
work in non dimensional setting, we have that the set of equations is given by:

1 1
8tu+(u-V)u+E(gxu)+M—a2Vp:Au

divua =0,

where we set equal to one the Strouhal and Reynolds number, Ma stands for the Mach number and the
Rossby number Ro is given by the formula

U

\/ grefL'

Keeping Ma fixed, performing the limit as Ro — 0 means that the scale motion of the fluid is much
smaller than that of the earth. Despite the fact that there is a large literature concerning theoretical results
for the above model (see [1,15,16]), the incompressibility constraint divua = 0 from a computational
point of view is very expensive. In fact discretisation errors accumulate at each iteration and after a
significant amount of error accumulation, the approximating algorithm breaks down ([23]). Moreover, the
incompressibility assumption may be not very realistic in modelling many physical phenomena. A way to
overcome these computational difficulties and, at the same time, to have a simple model, is to construct
a family of perturbed equations. Indeed one takes the compressible Navier Stokes system with density o
and pressure p = p(p) and linearises it around a constant density state that for simplicity we can take as
o0 = 1. Then, the linearised continuity equation assumes the form

Ro =

Madp + divu = 0, (2)
where Ma is the Mach Number given by
Ma = v .
p'(1)

The Eq. (2) is a “linearised” compressibility condition, namely we added to the incompressible constraint
divu = 0 an “artificial compressibility” term Mad;p that vanishes as Ma — 0. This approximation
method goes under the name of artificial compressibility method and was introduced by Chorin [2,3],
Temam [21,22] and Oskolkov [18]. If in (1) we set the Rossby number equal to Ro = ¢ and the Mach
number as Ma = 2% then, the system (1) is nothing else than the artificial compressibility approximation
for a rotating fluid. Notice that the first equation of the system (1) compared to the momentum equation
in the incompressible Navier Stokes equations has the extra term —1/2(divu®)u® which in the artificial
compressible method is added as a correction to avoid the paradox of an increasing kinetic energy along
the motion. Now, one of the main issue is to investigate in a rigorous way the limit as € — 0.

In the case we do not consider rotating terms, hence the singular limit is due only to the Mach number,
the convergence of the artificial compressibility system to the incompressible Navier Stokes equation has
been proved in several papers. In [21-23] the convergence is studied on bounded domains, while in [10-12]
in the case of the whole space R? and of the exterior domain. There are also some other results, where
the artificial compressibility approximating system has been modified in a suitable way, for the Navier
Stokes Fourier system in R? in [6], for the MHD system in [7] and Navier—Stokes-Maxwell-Stefan system
in [8].

In this paper compared to the previous mentioned paper we have an additional difficulty in the limit
analysis because of the rotating term and the vanishing Rossby number. We will clarify this issue in the
next Sect. 1.2.
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However, we can look at the system (1) from a different point of view. As is well known, fluid dynamic
equations are used to model various phenomena arising from physics, engineering, astrophysics. One of
the models for atmosphere flows is given by the classical compressible fluid equation which include terms
that take into account gravitation and rotation (see [17]). One feature of the atmospheric flows is that
they take place at different time and length scales and it is important to understand which phenomena
occur according to the use of single scales or to the interactions of them (i.e. internal gravity waves,
Rossby waves, cloud formation). From a mathematical point of view, these various physical behaviour
give rise to different singular limits and to different asymptotic behaviours of the governing equations.

A simplified set of equations (in the sense that we don’t take into account temperature effects) that
describes the atmosphere flow is given by

eoz

t X u
atu+u~Vu+g

€Qa eam—l

€4
€

€t

0,7 +u- Vi + ——(diva) = Qr,
6 ™

€%
with
m(t,x) = 7(x) + e T7(t, ), o > 0.

and T = t,.r/e**] the characteristic time, with oy > 0, L = [,..y/€**] the characteristic length o, > 0,
where € is the ratio between the thermal wind velocity u,.r and the internal wave speed cipns, lref = hse,
tref = Nsc/Ures and hg, is the density scale height. Moreover Q, and Q, are source terms and we assume
that they have an appropriate high order in e to not affect the leading order asymptotic analysis, see [17].

From the previous equations it is clear that according to the different values of a, o, a; we obtain
a hierarchy of models that corresponds to the undergoing physical process of multiple-scale regime. In
particular, if we focus on the so called advection timescales, that is a; = a4, we can observe that for
0 < ar <3, ar # 2 we get as the leading order equations the classical incompressible Navier Stokes
equations. On the other hand if, in the advection time scale regimes we take a, = a; = 2 and we balance
the Coriolis and the pressure gradient terms by taking «a; = 2 we find out that the leading order dynamics
is given by the geostrophic balance which corresponds to the quasi-geostrophic model in meteorology. The
rigorous proof of those asymptotic behaviours cannot be performed with standard compactness methods
since there are many competing processes that take place at the same time. One way to investigate and
to go mathematically inside those behaviours is to work with a simplified model which includes the main
feature of those singular limits. As we will better see in the next Sect. 1.2, the systems (1) serves as
simplified model for the previous cases, in particular the case § > 1 corresponds to the first regime while
B = 1/2 is the geostrophic balance regime.

1.2. Formal Limit Analysis and Main Mathematical Difficulties

As already mentioned in the Sect. 1.1 in the system (1) we can consider £2# as the Mach Number Ma and
¢ as the Rossby number Ro and our purpose is to investigate the limit as ¢ — 0. Clearly, in this scenario,
we have the competition of two effects that act simultaneously. If we consider the low Mach number limit
which corresponds to the physical state in which the fluid speed is much smaller than the sound speed,
the fluid density becomes constant, the velocity is soleinoidal and the fluid is incompressible. Low Rossby
number corresponds to fast rotation and, from experimental data, a high rotating fluid becomes planar.
Therefore we have to distinguish two cases according to the different values of 3:

[B > 1] As e — 0 first, the low Mach number regime dominates and the fluid becomes incompressible
then, it stabilises to a planar flow and so we and up with an incompressible planar fluid which,
if we denote by u the limiting velocity, is described formally by the set of equations

du+u-Vu—Au=Vr, divu=0. (3)
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B = %] As ¢ — 0 the speed of rotation and the incompressibility act on the same scale, so the fluid
becomes solenoidal and planar at the same time and we end up, at least formally, with a single
linear equation given by

gxu+Vr=0, diva=0. (4)

The Eq. (4) describe the geostrophic balance, but from them it is not possible to determine
the time evolution of the flow, so we have to find a more complete description of the limiting
behaviour. Formally, this can be done by setting up an asymptotic expansion and, by looking
at high order of ¢, one obtains the following flow evolution (for more details on this formal
derivation see [17]),

OV — ) + Vim - Vi(Apm) = A7

When we try to make rigorous the previous analysis, one of the main problems is that, as ¢ — 0, the
velocity field develops very fast oscillating waves in time (the so called acoustic waves). These waves are
supported by the gradient part of the velocity field, they propagate along the motion and give rise to the
loss of compactness for the nonlinear terms. It is quite obvious that if we take the initial data constructed
in such a way that they are supported in the kernel of the acoustic wave operator, namely “well-prepared
initial data” the limiting process is not affected by these waves.

In this paper we set the domain to be an infinite slab and we take very general initial data, we only
require the boundedness of the initial energy and therefore we have to deal with the presence of the
acoustic waves. Given the domain geometry, we expect that at a certain time these waves will loose
and disperse their energy in the space domain. So, in order to control the oscillations we will develop a
rigorous and detailed analysis of the local decay and dispersive behaviour of these waves.

This analysis will be different according to the different values of 8. In fact we have to consider the
dispersive behaviour of the acoustic waves and at the same time the fact that the fluid is under the
effects of the centrifugal force that becomes large as ¢ — 0. For these reasons we cannot use classical
dispersive estimate of Strichartz type as in [10]. To be precise, as 3 > 1 the decay of the acoustic wave
is strong enough to eliminate the centrifugal force and we will perform some rigorous decay estimate of
the acoustic waves in the spirit of D’Ancona and Racke [5] and Sogge [20], see also [9]. If § = 1/2 then,
the incompressible regime and the high rotation occur at the same scale, we cannot exploit the local
decay of the oscillating waves but we have to analyse the spectral properties of the rotating operator.
We have to show that the fast oscillating parts of the gradient live in the space orthogonal to the kernel
of the rotating operator and so they don’t affect our limiting process. The basic tool in this case will be
the RAGE theorem which relates the solutions long time behaviour and the spectral properties of the
corresponding operator see for example [9].

1.3. Plan of the Paper

In Sect. 2 we set the problem, we define the notion of weak solutions we are going to use and we state
the main results of this paper, Theorems 2.2 and 2.3. In Sect. 3 we perform the uniform a priori estimate
(with respect to ¢) satisfied by the solutions of the system (1) for any 8 > 1 and § = 1/2. In Sect. 4 we

perform the limit analysis for the case § > 1 and we prove the Theorem 2.2. Finally, in Sect. 5, we deal
with the case § = 1/2 and we prove the Theorem 2.3.

2. Setting of the Problem and Main Results
2.1. Notation

We fix here the main notations we are going to use through the paper.
e C5°([0,T) x Q) is the space of C* functions with compact support.
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e WkP(Q) is the usual Sobolev space on Q and H*(Q) = Wk2(Q).

e The notations LYL4 and LYWk will abbreviate respectively the spaces LP([0,T); L(2)), and
LP(0,T); W (92)).

e () and P are the Leray’s projectors on the space of gradients vector fields and on the space of
divergence - free vector fields respectively, namely

P=1-Q.

e Vi f denotes the vector (dy, f, —0s, f). The differential operators Vy,, divy, A, denote the usual V,
div, A applied on the horizontal variables ), = (x1,x2).
e For a function f the vertical average on the one dimensional torus T' is defined by

1
(f(zn)) = ] /Trl f(xn, x3)drs.

2.2. Setting of the Problem

We consider the following system

Opu® + %(g x u) + E%Vpa = pAu® — (u®-V)u® — %(div u®)u’
()
e200yp° + divu® = 0,
where 2 € Q CR?, ¢t >0, u € R and g = (0,0, 1) is the rotation axis parallel to the the vertical variable
x3. The geometry of the physical space €2 is given by an infinite slab,
Q=R?x (0,1).

and we will denote the horizontal variable as zj, = (z1,x2).
For the velocity field u® we assume the complete slip boundary conditions

u® - njpg =0, [Sn] x n|pq =0, (6)

where n denotes the outer normal vector to the boundary and S is the viscous stress tensor given by
2
S(Vu®) = p (VuE + Viu® — 3 div]I) ,  wu>0.

From now on, without loss of generality, for simplicity we set u = 1.
In order do deal with the boundary conditions (6) it is more convenient to reformulate the state
variable in a periodic setting for the variable x3. In fact we will take

O =R?x T,
where T' is the one dimensional torus and where the pressure is extended even in the third variable,
P (21, 22, —w3) = p° (%1, 02, 3),
as well as the horizontal component of the velocity uj = (uj,u3),
uj(z1, w2, —x3) = uj(z1,22,23), =12,

while the vertical component uj is taken odd,

uz(x1, 2, —x3) = —ug(x1, T2, T3).
Furthermore we assign to the system (5) the following initial conditions

u®(z,0) = ug(z), p°(x,0) = pg(z). (7)
The regularity and the limiting behaviour as ¢ — 0 of the initial data (7) deserve a little discussion.

Indeed the system (5) requires the initial conditions (7) while the target Egs. (3) and (4) require only the
initial condition for the velocity u. Hence, our approximation will be consistent if the initial datum on
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the pressure p® will be eliminated by an “initial layer” phenomenon. Since we deal with weak solutions
in the sense of the Definition 2.1 it is reasonable to require the finite energy constraint to be satisfied by
the approximating sequences (u®,p®). So we can deduce a natural behaviour to be imposed on the initial

data (uf,pf), namely
ug, p5eL*(Q)
uj —ug, pj—po weakly in L*(Q).

(®)

For completeness we recall the notion of weak solutions for the system (5) we are going to use.

Definition 2.1. We say that a pair u®,p® is a weak solution to the system (5) in (0,7) x Q if u® €
L([0,T; L2(R3)) N L2([0,T); HY(R?)). p° € L>*([0,T]; L>(R?)) and they satisfy (5) in the sense of
distributions, namely
r 1
/ / (“eaﬂﬁ — ((u* - V)u® + S(divu)u) - ¢
0 Jo 2
1

1
- g(g xu®)- @+ 6?5;05 divw)dmdt

T
:/ /Vu8 : chd:vdt—/u8~g0(07~)dx, 9)
0 Ja Q
for any ¢ € C5°([0,T) x ©;R3) and

T
//Q(gwpaatw+ua-vs0) dmdt:—/gfgﬁpéw(ow)dw,
0

for any ¢ € C5°([0,T) x ). Moreover the following energy inequality holds

1 t
*/(|ug($»t)\2+\PE(957t)|2)d$+// \Vu(z, s)|>dxds
2 Jo 0JQ
1
<5 [ (WE@P +5(@)P)ds,  forallt >0,
Q

The proof of the existence of global in time weak solutions for (5) is omitted since, in the spirit of
Temam (see Chapter IIT, Theorem 8.1 in [23]), it follows by standard finite dimensional Galerkin type
approximations with the necessary modification due to the domain €.

2.3. Main Results

Now we are ready to state the main results of this paper.

Theorem 2.2 [(Case 3 > 1)]. Assume that u®,p° are weak solutions of the system (5) with initial data
(7) satisfying (8), then there exists u € L2(0,T; W12(Q)), such that

u® —u weakly in L*(0,T; W3(Q)), (10)
u® — u  strongly in L2 ((0,7) x Q), (11)

where u = [u,(t, z1,), 0] is the unique weak solution of the 2D incompressible Navier Stokes equation

divi,u = 0, (12)
ou+ (u-Vy)u+ Vim = Apu. (13)

) Birkhauser
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Theorem 2.3 [(Case 3 = 1/2)]. Assume that u®, p® are weak solutions of the system (5) with initial data
(7) satisfying (8), then there exists u € L2(0,T; W'2(Q)), m € L*(0,T; L*(Q2))such that

u® —~u  weakly in L2(0,T; WH2(Q)), (14)
u® — u strongly in L2 _((0,T) x Q), (15)
p® —=m weakly in L>(0,T; LQ(Q» (16)
where u and 7 satisfy
divyu =0, (17)
gxu+Vr=0 (18)

and 7 is a solution in the sense of distribution of the equation
O (Vpm — ) + Vi - Vi(Apm) = Al (19)

Concerning the limiting Eqgs. (18) and (19) it is important to remark that in the geostrophic balance
regime the acoustic waves are asymptotically filtered out. This type of phenomenon corresponds to quasi-
geostrophic regime with the advection timescale.

3. Energy Estimate and Uniform Bounds

We define the energy functional associated to the system (5) as

1

B() = 5 [ (0. 0F + (@) da.

By standard computations it is straightforward to prove that the weak solutions of the system (5), satisfy
the energy inequality

E(t) + /0 [V 09)Pnds < B(0). (20)

As a consequence of (20) we obtain the following uniform bounds

u®, p° are bounded in L>([0,T]; L*(Q2)), (21)

Vu® is bounded in L%([0,T] x Q). (22)
By combining (20) with standard Sobolev embeddings we deduce that
u® is bounded in L>([0, T); L*(2)) N L([0, T}; L°(%)). (23)
Using together (22) and (23) we have that
(u®-V)u® udivu®

are bounded in L2([0, T); L*(€2)) N L'(]0, T]; L*/2(Q)).
We point out that the previous estimates are uniform in £ and hold for any value of 5 > 0.

T Birkhauser
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4. Case 3 > 1

This section is devoted to the analysis of the limiting behaviour as ¢ — 0 in the case § > 1. As a first
step we recover the convergence results that follows from the bounds of the previous Sect. 3. Then, as
already mentioned in the introduction we have to deal with the high oscillations of the acoustic waves.
Since these waves are supported by the gradient part of the velocity, we decompose the velocity in its
gradient and soleinoidal part and, since the domain {2 is infinite, we will be able to get decay estimates
for the acoustic potential (gradient part of the velocity). As a last step we deal with the convergence of
the velocity divergence free part and, in order to get the strong convergence, we estimate the vertical
average and the oscillations of the solenoidal component of u®.

4.1. First Convergence Results

From (22) and (23) we have that

u® —u weakly in L*([0,T]; H*(Q)). (25)
Hence, by taking into account (21) and (25), and letting € — 0 in (53) we obtain
divu=0 ae. in (0,7) x . (26)

Moreover, if we apply the Leray projector P on (51), as € — 0 we have
P(g xu) =0,

from which it follows that g x u = VG, for a certain potential G. As a consequence, the limiting velocity
horizontal component uj, = (u1,u2) does not depend on the vertical variable x3, then by using (26), we
have that 9,,us = 0. If we take into account the boundary condition (6) and the fact that u € L7L2 we
can conclude that

u = (up(t,zp),0), wusz=0. (27)

Now, if we choose a test function of the form ¢(x,t) = (¢n(t,zr),0), dive = 0, it is possible to pass into
the limit in the weak formulation of (51), provided we know how to handle the nonlinear terms (u®-V)u®,
u® divu®. In the next section, by studying separately the gradient and solenoidal part of u®, we will get
stronger convergence results.

4.2. Acoustic Equation and Estimates

In this section we will analyse the behaviour of the acoustic waves in order to control their fast oscillation
in time. To this end we rewrite the system (5) in the following form

e289pf +divut =0
1 (29)
e29,uf + Vp° = - g x uf) + P (pAu® — (u° - V)u® — i(div u®)u®).

We can observe that the underlying structure of the system (28) is that of a wave equation in fact it goes
under the name of acoustic wave system. In order to simplify the notations we rewrite (28) as

e2P9,p* + divu® =0
(29)
e2P0pus + Vp© = —e2P71F5 + 20 divF§ + 2§,
where by taking into account (22)—(24) we have F§ € L°L2, F5 € L?L2, F§ € L?LL, uniformly in e.

x?
Since the equations in (29) are satisfied only in a weak sense it is more convenient to regularise them in
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order to deal with smooth solutions. To this purpose, given a function v, and js a standard Friedrich’s
mollifier we denote by
v? = jsxv

the regularised function. Having in mind these notations we regularise the system (29) and we get

e289,p%% +divus? =0
£209,u0 4 Vpd = 21RO 4 226 div F5° + £20F5°,
where, for the right hand side of (302) the following uniform bounds in ¢ hold
P02 e+ 1FS° zme + |5 |z mn < ek, 6),  for any k=0,1,...

Since the acoustic waves are supported by the gradient part of the velocity fields, we decompose u®® in
the following way

utl =70 4 VIO, (31)
where Z%° = Pu®®, VI®% = Qu®’ and we rewrite (30) in terms of the acoustic potential W&,

e289,p™0 + AU =0, (32)
289,00 4 =0 = 2P LA AivFS? + 2P A div(div FS O + F5°). (33)
Now it is evident that to estimate ¥ we have to exploit the dispersive behaviour of the system (32),

(33) from which we will deduce the local decay of the acoustic potential. So we recall here the following
lemma for the proof of which see Feireisl et al. [14] or D’Ancona and Racke [5].

Lemma 4.1 Consider ¢ € C§°(R?). Then we have

/_Z/Q ‘go(xh)exp (i\/zt) [’U])Q dxdt < c(<p)||v||2L2(Q). (34)

Moreover, on any compact set K C 2, m > 0, we have

I,

2
dxdt

exp (i\/ At> [v]
E'”'L
o0 2
< €m/ / ‘exp (i\/—At) [v]’ dxdt < EmCHU”%z(Q), (35)
0o Ja

and

2
dzdt

[ e (=B ) o)
<cIe™ /OT Hexp (1\/1%) [9(8)]‘ i

I,

=™ . 36
- L2(@) e™llgll2(0,1)x ) (36)
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By means of Duhamel’s formula the gradient of the solution W& of (33) is given by

Ve (1)

- %exp (img;) [ws*‘;(m + Vi—AW"S(O)]

o (7L [790) - ]

t - j—
w5 [ (exp (VTALEY) Hexp (VAL )) VAt divE; s
2 0 52ﬁ 52ﬁ

t J— JE—
+1 / <exp (1\/—&5 s) +exp (—i\/—Atez ﬂs» VA~ divdiv F5%]ds
0

2 25

1/ . t—s . t—s 1 el

+ exp | iV—A—= | +exp | —iV—A——= || [VAT divF5°]ds.

2 Jo g2 28

Now, by applying (35) and (36) with m = 2 we have the following uniform in ¢ decay estimate for the
acoustic potential,

T
J 10wt < (€714 )0, K. T), (37)
0

for any compact set K C Q2 and 3 > 1. Hence, we can conclude that the effects of the acoustic potential
vanishes as soon as ¢ — 0, so the limiting behaviour of the system (5) depends only on the soleinoidal
component of the velocity field. Finally, we point out that, at this stage, in order to have a negligible
effect of the acoustic potential, it is enough to require 5 > 1/2.

4.3. Convergence of the Soleinoidal Part of the Velocity

From the previous section we understood that the asymptotic behaviour of the system (5) depends on
the solenoidal part of u®?®, hence in this section we will focus on Z=? = Pu®?. Since in the Sect. 4.1 we
have proved that u®® converges to a function u which depends only on the horizontal variables, in order
get the strong convergence of Pu®? a first step is to establish the compactness of the vertical average of
u®®. Therefore we rewrite the equation for u®? as follows

£0,u° + g x us® = 850 — 1728y (38)
where

1
Ss,5 _ MAus,é _ (u5,5 . v)us,§ _ i(le us,&)us,c?

and 8% is bounded in L2HF, for any fixed k and 6. We take now the vertical average of (38),
20, (u™) + (g x (u™)) = (87 — V7, (39)

Since Z* is soleinoidal one can easily check that P(g x (Z%?)) = 0. Hence, by taking a test function
© € C§°(Q;R3), div p = 0 in the weak formulation of (39) we obtain

€, . T = g, . J;_} g, . T
00 [ () n = [ (80) - o= = [ (g (V95 - i (40)

If we use (37) and taking into account that S > 1, by applying Lions Aubin Lemma arguments (see [19])
we can conclude that

(Z5°) — u®,  strongly in L2((0,T) x K), (41)
for any compact set K C Q and any fixed J. It is worthful to remark that at this step it is crucial (37)
and here to estimate the last term in the right hand side of (40) we need the restriction 8 > 1 for the
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constant 3 . Finally, in order to get the limiting behaviour of Z? it is fundamental to control some
possible oscillations.

Since we proved that the horizontal component of u®?® is compact we can infer that the oscillations
are due to the vector fields that depends on z3. In the remaining part of this section we will study and
estimate these oscillations and we will show that they don’t interfere in the convergence of the nonlinear
terms. For any function f we denote the oscillation as

{FH=) = f(z) = (F)(@n).

Notice that {f}(x) has zero vertical mean and so it can be written for some function I as

(F}(2) = 0., I(z), with / I(2)das = 0.
T1
Then we define for any 4,5 =1,2,3
W = 00,257 — 00, 250 = O — Oyl

From (39) we have that w;’f satisfy the following equations

eOTh + divh[Z0), = & (92,957 — 0,577 ) = AR W°7, (42)
O + 0, 250 = ¢ (azlsg"; - axgsf*‘s) R (43)
Ows — 0,250 = ¢ (012538,’6 - awgsgv‘s) 92, e, (44)

Now by using the decomposition (31) we rewrite the nonlinear terms of the system (5) as,
(uf“s . V)uf"s + %ua"s divu®? = div(u€’5 ® uE"S) — %ua"s div u®?
= div(Z5° ® Z5°) + div(VI? @ VIE9)
+ div(Z5° @ VI=°) + div(VIe° @ Z90) — %uEMW. (45)

By taking into account the local decay (37) of the acoustic potential we see that the only term of (45)
who requires a detailed analysis is

div(Z=° ® Z°°) = %V\ZMF — Z%° x cwrl[Z*). (46)
Since the first term in the right hand side of (46) is a gradient we focus on the second term,
Z5° x curl Z5° = (Z°%) x curl(Z*°)
+ 0y ((Z%°) x cwl I[Z5°] + I[Z5°] x curl(Z=))
+ 0y, I[[Z5°] X O, curl(Ze). (47)

The first term of the right hand side of (47) is compact because of (41), the second term has zero vertical
mean, hence we have to study carefully only the last one. For any j = 1,2, 3 we have

(05 [[Z5°] X O,y curl(ZE%)];

= 00, 1[2; )00, (90, 1125°) = 00, 1[2°]) = Dy 1125100 T 7). (48)

From the relations (42)—(44) it is easy to obtain,
£0u(Du IWT3]) + 02, 1125°) =2 (00, (S5° = (S5°)) =00, ST ) — 02,957, (49)
e0u(Ou T[w53]) — 02, 1127 ) =2 (02a (557 —(S57)) 00,557 ) — 62, 9°°. (50)
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Now we compute the three functions in (48) in terms of the functions w? | we start with j = 1,

2,57
0, [[Z5°] X 8, curl(Z&)],
= amj[Z;’é]afﬂsI[w;:ﬁ + 8963][2;76]8%][“};:(1;]
= Oy (00 1125 111w5101) — 02, 1125 M [w5]] — T1divaZ;, "0, I3 ] (51)

Now, if in the relation (51) we use (49) and (50) and we take into account (37) and that S is
bounded in L2H* for any fixed k and J, by performing the same type of computation for any j = 1,2, 3
we have, as ¢ — 0 (for more details see [16] or [14]),

e 1 [r
— / / div(Z* © Z°°)pdadt — ~ / / div(u’ © u’)gpdzydt,
T 0 JQ T 0 JR2

for any fixed § > 0 and for any ¢ = (¢n(t,24),0), o € C([0,T] x R?;R?), divypp = 0.

4.4. Proof of the Theorem 2.2

In oder to conclude the proof of the Theorem 2.2 we just need to decompose the nonlinear term u®-Vu® =
div(u® ® u®) — u®divu® as follows

u® - Vu® + %us divu® =div(u® @ u®) — %ue divu®
= div(ug"S ® ue"s) - %uef‘s div us?
+div((u® — u™?) @ uf) + div(u®® @ (u® — u?))
—%(ua —u™?)divu® — %ue"; div(u® — u®°) (52)
and to combine the convergence analysis of the previous section with the estimate
||u€’5 —u®||2(x) < ed]|Vu®|| g1 (k) uniformly for e > 0.

The final step in the proof of the Theorem 2.2 is to use in the weak formulation (9) a solenoidal test
function ¢ € C§°([0,T] x R%;R3), of the form ¢ = (¢n(t,z1),0) and send € — 0. The only term that
deserves some attention is the rotating one, that we handle in the following way,

17 e

f/ /(g x u®) - pdadt = 7/ /(g X (Z° 4+ VU?)) - pdxdt

€Jo Jo €Jo Jo

_ f/ /g y (<Z5>+{Z5})-<pdxdt+f/ /(g « VUF) - odadt,
€Jo Jo €Jo Jao
By using together that P(g x (Z®)) =0, {Z°} = 9,,I(x), with / I(x)dxzs = 0 while ¢ depends only on
T1

xp, and the decay (37) for V¥® we obtain the convergence to zero of the rotating term as ¢ — 0.
5. Case 8 =1/2
In this section we investigate the case § = 1/2, where the system reads as follows

1 1 1
O + = (g x u°) + ~Vp° = pAu® — (u° - V)u® — i(div u®)u®
€ 3
(53)
edp® + divu® = 0.

) Birkhauser



JMFM On Some Singular Limits Arising in Fluid Dynamic Modelling Page 13 of 17 21

As we will see in the next sections, in this case, the fast rotation of order 1/ due to the Coriolis force
prevails on the low Mach number regime.

5.1. Preliminary Convergence Results

As before, from the uniform energy bounds (21)—(24), we have

u® —u weakly in L*([0,T]; H*(Q2)), (54)
p° =7 *-weakly in L>([0,T]; L*(2)). (55)
Letting ¢ — 0 in (532) we obtain
divu=0 ae. in (0,7) x . (56)
Now, if we send ¢ to zero in (53;) we have

gxu+Vr =0, (57)

and similarly as in Sect. 4.1 we may infer that 7 is independent from the third variable x5 and also
uy, = (u1,u2) doesn’t depend on the vertical variable x3, moreover divuy, = 0. This fact together with
the boundary conditions (6) and the L? bound for u yields the conclusion

u = (up(t,zp),0), wusz=0. (58)

Since, also for the case § = 1/2, we are in the framework of a low Mach number limit with ill prepared
initial data, in order to establish the convergence of the nonlinear terms in (531) we have to investigate
the acoustic waves behaviour. This will be done in the next section.

5.2. Analysis of the Acoustic Propagator

We start by writing the system (53) as follows,
e0ip® +divu® =0

1
ediu® + (g x u® + Vp°) = e(pAu® — (u® - V)u® — §(div u®)u’).
Then, the acoustic system is given by

e0ip +divu® =0
(59)
edu® + (g x u® + Vp°) = ediv Gy + ¢G5,

where by taking into account (22)—(24) we have G5 € L?L2, G5 € L?L.. Obviously the system (59) has
to be read in its weak formulation, namely for any test function ¢ € C°([0,T) x ) it holds

T
/ / (ep®Orp +u® - Vo) dxdt = 75/ (0, -)dx. (60)
0 Ja Q

and for any test function ¢ € C°([0,7T) x Q;R?) we get
T
/ / (eu®0pp — (g x u%) - @ + p° div p)dadt
0 Ja
T
_ —5/ (G*, ) — e/ (0, -)de, (61)
0 Q
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where
(G, 0) = / (G5 : Vo + G5 - ) dar

To study the behaviour of the acoustic system we formally define on L?(2) x L?(£2;R?) the operator W

44 <€> - <g xdlilv—EVp> ’ (62)

The operator W is the so called the acoustic propagator and the goal of this section is to prove that
the component of the vector (p®, u®) orthogonal to the null space of W decays to zero as e — 0. Indeed,
if this is the case, the velocity field is not affected by the fast oscillations of the acoustic waves since they
are killed by the fast decay to zero. In order to achieve this goal we perform a spectral analysis of W.

It is a straightforward computation to deduce that the null space of W is given by the set

*x20[Ker(W) = {(p, u) | p=p(zp), u=u(xy),
(63)
divpuy, =0, Vip = (ug, —ul)}.

To study the point spectrum of the operator W it is more convenient to work in the frequency space. For
a function w, the Fourier transform @ with respect to the space variables is defined as,

w = w(ghak)a fh = (51752) S R27 ke Z7

where

1
w(n, k) = / / efi(gh"”*k“f‘)w(xh, x3)drpdrs.
0 Jr?
The eigenvalues problem for W is set as follows,
divu = Ap, g xu+ Vp = JAu,
which in Fourier variables has the form
2
i(Zgjﬁj + ku3> —Xp=0,  i(&1,&, k)p — (09, —;,0) — Ait = 0.
j=1
After some standard computations we obtain
L+ €2 + k2 £ /(1 + €2 + k2)2 — 4k2
) .

From (64) we deduce that the only real eigenvalue is A = 0 that we obtain for £ = 0 and, as a consequence,
we have that the space of eigenvectors of W coincides with the Ker(WW) defined in (63). To prove that
the components of (p®, u®) orthogonal to Ker(W) decay to zero we use the RAGE theorem that we state
in the following form (see Cycon et al. [4, Theorem 5.8] or [13]):

A=

(64)

Theorem 5.1 Let H be a Hilbert space, A : D(A) C H — H a self-adjoint operator, C : H — H a compact
operator, and P, the orthogonal projection onto H., where,

H=H.® clH{span{w € H | w an eigenvector of A}}
Then

— 0 as 7 — oo.
L(H)

l/ exp(—itA)C P, exp(itA) dt
T Jo
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Remark 5.2 If the operator C is non-negative and self-adjoint in H, then we have

I t t
—/ <exp (—iA) Cexp (iA) PCX,Y> dt <w@ XN ullY | m, (65)
T Jo € € "
where w(e) — 0, as € — 0. If we take Y = P.X we get
1 (7 t 2
f/ VCexp (1,4) P.X,| dt <w(e)|X]|%, (66)
T Jo € H
and for any X € L%(0,T; H) we have
1 g t—s ? T 9
— |[VC [ exp(i——A) X(s)ds dt <wl(e) [ |1 X(s)]|%ds. (67)
T 0 € L2(0,T;H) 0

For more details see [9] or [13].
We apply the RAGE Theorem 5.1 in the case where the Hilbert space H is
H = Hy = {(p,w) | B(Ensk) = 0, (€, k) = 0 iF |&] + k] > M}
and the operators A, C, considered on the space Hj; are given by
A=W, Cl]=Pulxv], x€CZ(Q), 0<x<1,
where
Py L2(Q) x L2(Q;R?) — Hy,

denotes the orthogonal projection into Hj,. If we denote by p3,, uj, the orthogonal projection of p* and
u® into Hjs respectively and we apply the projector Py to the acoustic system (59) we get

d (pu Py 0
Edt (u§\4>+w<u‘§w = ° Gen )’ (68)

and G,y € Hy. Moreover, taking into account (22) and (24), we have the following uniform bound in

e
0
GE,M

By using Duhamel’s formula, the solutions of (68) are given by,

P\ A\ (P (0) ¢ . t—s 0
<u§\/[) = exp (1A5> (uﬁw(O) + ; exp (14 . Gent ds (69)
Now we denote by @Q the orthogonal projection into Ker(W),
Q: L*(Q) x L*(4R3) — Ker(W)

and we recall that the point spectrum of W, hence of the operator A is reduced to 0. By applying (66)
and (67) we get

< c(M).
L2 (O,T;HNI)

Q-+ (ﬁx) — 0 in L2((0,T) x K;RY), ase — 0, (70)

for any compact set K C Q and fixed M.
From (69) we obtain

Q (ﬁM> - (Zf‘lé) in L2((0,T) x K;R%), as £ — 0, (71)

M
where 7 and u are the limits defined in (55) and (54).
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5.3. Proof of the Theorem 2.3
Now we are ready to prove the Theorem 2.3. By combing together (70) and (71) we have

Pyu® — Pyu in L2((0,T) x K;R?), (72)

for any compact set K C Q and fixed M. Finally (72) with (54) and the compact embedding of W12(K)
in L?(K) gives

u® —u in L3((0,7) x K;R?), for any compact set K C Q. (73)

Having established the convergences (73) and (55) we can pass into the limit in the weak formulation
of (53). For the Eq. (53); we use a test function ¢ € C°([0,7) x Q;R3) of the form ¢ = (Vii¢,0) =
(Opp 0, —02,%,0), 1 € C([0,T) x ), hence we have

T
1 1
/ /Q (usatgo +u"®u®: Ve - §u5 divu® - ¢ + g(g x uf) - cp)dacdt
0
T
:/ /QVu6 . chdzdt—/ﬂug (0, -)dx. (74)
0

By combining together (74) with

r £ 1 € _ £ .
/0 /Q (p o + guh . V¢) dxdt = /onw(O, )dx, (75)

and by performing the limit as ¢ — 0 we obtain,

T
/ / (uawﬁw +u®u:VViy + w@tz/z)da:dt
0 JQ

T
= / Vu - VVidedt — / ug - Vi (0, ) + potp(0, -)da. (76)
e} Q

Finally, since from (57) we have u = Vﬁﬂ and, recalling that u and 7 are independent on the variable
x3, from (76) we get

T
/ / (vﬁwatvm L Vir @ Vin: Vg + w@tw)dxhdt
0JQ

T
= / / VVir - VViipdr,dt — /(uo - Vir(0,-) + porp(0, -))d,
0Jo Q
which is the Eq. (19) in the sense of distribution.
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