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#### Abstract

A unital $C^{*}$-algebra is called $N$-subhomogeneous if its irreducible representations are finite dimensional with dimension at most $N$. We extend this notion to operator systems, replacing irreducible representations by boundary representations. This is done by considering UCP $(\mathcal{S})$ which is the matrix state space associated with an operator system $\mathcal{S}$ and identifying the boundary representations as absolute matrix extreme points. We show that two $N$-subhomogeneous operator systems are completely order equivalent if and only if they are $N$-order equivalent. Moreover, we show that a unital $N$-positive map into a finite dimensional $N$-subhomogeneous operator system is completely positive. We apply these tools to classify pairs of $q$-commuting unitaries up to *-isomorphism. Similar results are obtained for operator systems related to higher dimensional non-commutative tori.
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## 1. Introduction and Preliminaries

### 1.1. Introduction

Let $q, q^{\prime}$ be two complex numbers of modulus 1 , and let $(u, v),\left(u^{\prime}, v^{\prime}\right)$ be two pairs of $q$-commuting unitaries and $q^{\prime}$-commuting unitaries, respectively. If $\phi$ : $C^{*}(u, v) \rightarrow C^{*}\left(u^{\prime}, v^{\prime}\right)$ is a $*$-homomorphism such that $\phi(u)=u^{\prime}, \phi(v)=v^{\prime}$, we get that $q=q^{\prime}$. Therefore, no $*$-homomorphism can map a $q$-commuting pair to a $q^{\prime}$-commuting pair, unless of course $q=q^{\prime}$.

Now, consider $\mathcal{S}(u, v)$ and $\mathcal{S}\left(u^{\prime}, v^{\prime}\right)$, the operator systems generated by such unitaries. One can show (see Theorem 4.9 below) that a unital and completely positive map between $\mathcal{S}(u, v)$ to $\mathcal{S}\left(u^{\prime}, v^{\prime}\right)$ which also maps $u \mapsto u^{\prime}, v \mapsto$
$v^{\prime}$, extends to a $*$-homomorphism from $C^{*}(u, v)$ to $C^{*}\left(u^{\prime}, v^{\prime}\right)$. It follows that $q=q^{\prime}$ whenever such a map exists.

This leads to a natural question. Does the existence of a unital positive map $u \mapsto u^{\prime}, v \mapsto v^{\prime}$ already implies that $q=q^{\prime}$ ? Or maybe being merely positive is not enough, but $n$-positive will do? More generally, we ask when does the $n$-order structure encode all of the information about the complete order structure of an operator system.

One particular case for which we know the answer is the case of operator systems acting on finite dimensional spaces. When $\mathcal{S}$ is acting on an $N_{\mathcal{S}}$-dimensional space, Choi proved (see Theorem 1.3) that any $N_{\mathcal{S}}$-positive map into $\mathcal{S}$ is completely positive. In particular, if $\mathcal{S}, \mathcal{R}$ both act on a finite dimensional spaces of dimensions $N_{\mathcal{S}}$ and $N_{\mathcal{R}}$ respectively, we get that a $\max \left\{N_{\mathcal{S}}, N_{\mathcal{R}}\right\}$-order isomorphism is a complete order isomorphism. There are, however, operator systems which cannot be faithfully represented on a finite dimensional space.

In this paper, we show that the answers to the above questions are related to the notion of subhomogeneous $C^{*}$-Algebras, and to an extension of this notion to operator systems. Recall that a unital $C^{*}$-algebra is called $n$ subhomogeneous if its irreducible representations are finite dimensional with dimension at most $n$, and subhomogeneous if it is $n$-subhomogeneous for some $n \in \mathbb{N}$. We shall show in Theorem 3.1, that a $C^{*}$-algebra $\mathcal{A}$ is subhomogeneous if its associated matrix state space, $\operatorname{UCP}(\mathcal{A})$, has matrix extreme points at level at most $n$. Inspired by this result we define an $n$-subhomogeneous operator system, replacing irreducible representations by finite dimensional boundary representations.

Using this framework, we show in Theorem 4.2 that $n$-order isomorphisms between $N_{\mathcal{S}}$-subhomogeneous and $N_{\mathcal{R}}$-subhomogenous operator systems (with $N_{\mathcal{S}}, N_{\mathcal{R}} \leq n$ ) is a complete order isomorphism, proving that for $N$-subhomogeneous operator systems with $N \leq n$, the $n$-order structure does encode the complete order structure. Moreover, we prove that a unital and $n$-positive map into a finite dimensional $n$-subhomogeneous operator system is completely positive, giving an extension to Choi's theorem.

We then consider finite dimensional operator systems generated by unitaries. We shall prove in Theorem 4.11 that two $d$-tuples of unitaries, generating $N_{\mathbf{s}}$-subhomogeneous and $N_{\mathbf{r}}$-subhomogeneous operator systems (with $N_{\mathbf{s}}, N_{\mathbf{r}} \leq n$ ) are $n$-order equivalent if and only if they generate isomorphic $C^{*}$-algebras.

In Sect. 5, we return to our motivating question regarding $q$-commuting unitaries. For $\mathcal{S}=\mathcal{S}(u, v)$, we provide a characterization of matrix extreme points in $\operatorname{UCP}(\mathcal{S})$ in terms of boundary representations for $\mathcal{S}$, proving that when $q$ is of the form $e^{2 \pi i \frac{k}{n}}$ for $(k, n)=1, \mathcal{S}$ is $n$-subhomogeneous and when $q=e^{2 \pi i \theta}$ with $\theta \in[0,1] \notin \mathbb{Q}, \operatorname{UCP}(\mathcal{S})$ is not subhomogeneous (see Theorems 5.3 and 5.5).

As a consequence, we get that if $(u, v)$ is a pair of $q$-commuting unitaries and $\left(u^{\prime}, v^{\prime}\right)$ is a pair of $q^{\prime}=e^{2 \pi i \frac{k}{n}}$-commuting unitaries, then the existence of a unital $n$-positive map taking $(u, v)$ to $\left(u^{\prime}, v^{\prime}\right)$, implies $q=q^{\prime}$, and the
map is in fact completely positive (this is Theorem 5.6). Similar results are obtained for higher dimensional non-commutative tori in Theorems 5.9 and 5.10.

The results we obtain show that in certain cases, the exitence of an $n$-order isomorphism implies the existence of a complete order isomorphism. It is natural to ask: how low can one take $n$ to be? In Sect. 6, we treat the question of whether the existence of a unital isometry (which is in particular an order isomorphism) implies a complete order equivalence. We provide a family of examples of $q=e^{2 \pi i \frac{k}{n}}$-commuting unitaries which are isometrically isomorphic to a pair of $q=e^{2 \pi i \frac{n-k}{n}}$-commuting unitaries (although they are not $n$-order isomorphic).

### 1.2. Positive Maps and Order Isomorphisms

Given a unital $C^{*}$-algebra $\mathcal{A}$, we say that a subspace $\mathcal{S} \subset \mathcal{A}$ is an operator system if it contains the unit and it is closed under the $*$-operation. Given a tuple $\mathbf{s}=\left(s_{1}, \ldots, s_{d}\right)$ of elements in $\mathcal{A}$, we denote by $\mathcal{S}(\mathbf{s})$ the operator system generated by $\mathbf{s}$. There is a natural partial ordering endowed on $\mathcal{S}$, in which $s \geq s^{\prime}$ if $s-s^{\prime}$ is positive in $\mathcal{A}$, which we will call the order-structure or 1 -order structure on $\mathcal{S}$. Identifying $\mathcal{A}$ with some subalgebra of $B(\mathcal{H})$ for some $\mathcal{H}$, we can endow $\mathbb{M}_{n}(\mathcal{A})$ with the order structure from $\mathbb{M}_{n}(B(\mathcal{H})) \cong B\left(\mathcal{H}^{n}\right)$, where $\mathcal{H}^{n}$ is the $n$-fold direct sum of $\mathcal{H}$ with itself. This gives us a notion of positivity for elements in $\mathbb{M}_{n}(\mathcal{A})$ and therefore for elements in $\mathbb{M}_{n}(\mathcal{S})$. We will call the partial ordering endowed on $\mathbb{M}_{n}(\mathcal{S})$ the $n$-order structure of $\mathcal{S}$. We shall loosely refer to the totality of $n$-order structures on $\mathcal{S}$ as the complete order structure.

For two operator systems $\mathcal{S}, \mathcal{R}$, and a linear $\operatorname{map} \phi: \mathcal{S} \rightarrow \mathcal{R}$, we can define $\phi_{n}: \mathbb{M}_{n}(\mathcal{S}) \rightarrow \mathbb{M}_{n}(\mathcal{R})$ for all $n \in \mathbb{N}$ by acting entry-wise, namely, $\phi_{n}\left(s_{i j}\right)=\left(\phi\left(s_{i j}\right)\right)$ for all $\left(s_{i j}\right) \in \mathbb{M}_{n}(\mathcal{S})$. We say that $\phi$ is positive if $\phi(s)$ is positive in $\mathcal{R}$ whenever $s$ is positive in $\mathcal{S}$. We also say that $\phi$ is $n$-positive if $\phi_{n}$ is a positive map, and we say that $\phi$ is completely positive if it is $n$-positive for all $n \in \mathbb{N}$. Note that $n$-positive maps are precisely the maps that preserve that $n$-order structure of $\mathcal{S}$.

Completely positive maps arise naturally in the study of operator systems through the $C^{*}$-algebras that they generate. For example, given an operator system $\mathcal{S}$ contained in some $C^{*}$-algebra $\mathcal{A}$, and a $*$-homomorphism $\pi: \mathcal{A} \rightarrow \mathcal{B}$ for some $C^{*}$-algebra $\mathcal{B}$, we know that the restriction $\left.\pi\right|_{\mathcal{S}}$ is a completely positive map. If we assume that $\mathcal{S} \subset B(\mathcal{H}), \mathcal{R} \subset B(\mathcal{K})$ for some Hilbert spaces $\mathcal{H}, \mathcal{K}$, any operator $V: \mathcal{K} \rightarrow \mathcal{H}$ induces a completely positive $\operatorname{map} \phi_{V}: \mathcal{S} \rightarrow B(\mathcal{K})$ given by $\phi(s)=V^{*} s V$. In fact, for an operator system $\mathcal{S}$, an application of [1, Theorem 1.2.3] and [20, Theorem 1] shows that any completely positive map $\phi: \mathcal{S} \rightarrow B(\mathcal{H})$ is of the form $\phi=\left.V^{*} \pi\right|_{\mathcal{S}}(\cdot) V$ where $\pi: C^{*}(\mathcal{S}) \rightarrow B\left(\mathcal{H}^{\prime}\right)$ is a $*$-homomorphism for some Hilbert space $\mathcal{H}^{\prime}$ and $V: \mathcal{H} \rightarrow \mathcal{H}^{\prime}$ is a bounded operator.

For $n$-positive maps which are not completely positive, we do not have such a characterization, and it might seem that these maps "miss" some of the $C^{*}$-algebraic structure encoded in $\mathcal{S}$ about $C^{*}(\mathcal{S})$.

Definition 1.1. Let $\mathcal{S}, \mathcal{R}$ be two operator systems and let $\phi: \mathcal{S} \rightarrow \mathcal{R}$ be a unital linear map. We say that:

- $\phi$ is an order isomorphism if $\phi$ is a bijection and both $\phi, \phi^{-1}$ are positive.
- $\phi$ is an $n$-order isomorphism if $\phi$ is a bijection and both $\phi, \phi^{-1}$ are $n$-positive.
- $\phi$ is a complete order isomorphism if $\phi$ is an $n$-order isomorphism for all $n$.

We say that $\mathcal{S}, \mathcal{R}$ are order/n-order/completely order isomorphic if there exists an order/ $n$-order/complete order isomorphism between them.

Definition 1.2. Let $\mathbf{s}, \mathbf{r}$ be $d$-tuples generating operator systems $\mathcal{S}, \mathcal{R}$ respectively. We say that:

- $\mathbf{s}, \mathbf{r}$ are order/n-order/completely order equivalent if there exists an order/ $n$-order/complete order isomorphism between $\mathcal{S}, \mathcal{R}$ mapping $s_{i}$ to $r_{i}$ for all $i$.
- $\mathbf{s}, \mathbf{r}$ are $*$-isomorphic if there exists a $*$-isomorphism of $C^{*}(\mathcal{S}), C^{*}(\mathcal{R})$ mapping $s_{i}$ to $r_{i}$ for all $i$.

It is well known that for all $n \in \mathbb{N}$, there are $n$-positive maps which are not completely positive. Indeed, if $N>n$, the map $\phi^{(n)}: \mathbb{M}_{N} \rightarrow \mathbb{M}_{N}$ given by $\phi^{(n)}(A)=n \operatorname{tr}(A) I_{N}-A$ is an $n$-positive map but not completely positive (see [21] for proof).

Note that if $\pi: C^{*}(\mathcal{S}) \rightarrow \mathcal{A}$ is a $*$-homomorphism, then $\left.\pi\right|_{\mathcal{S}}$ is a completely positive map. This means that $\left.\pi\right|_{\mathcal{S}}$ can be extended to the generated algebra, to a completely positive map which is also multiplicative. Although any completely positive map into $B(\mathcal{H})$ can be extended from an operator system to the $C^{*}$-algebra that it generates, there might not be any extension which is multiplicative.

In this work, we study to what extent does the $n$-order structure determine the complete order structure (and perhaps, the $C^{*}$-algebraic structure). The following theorem shows a case in which the $n$-order structure does determine the complete order structure.

Theorem 1.3. (Theorem 5, [4]) Let $\mathcal{A}$ be a unital $C^{*}$-algebra, and let $\phi: \mathcal{A} \rightarrow$ $\mathbb{M}_{n}$ be $n$-positive. Then, $\phi$ is completely positive.

A closer look at the proof shows that this remains true if we replace $\mathcal{A}$ by an operator system $\mathcal{S}$. Therefore, if $\mathcal{S} \subset \mathbb{M}_{n}$ and $\mathcal{R} \subset \mathbb{M}_{m}$ are two operator systems acting on finite dimensional spaces, then being $\max \{n, m\}$-order isomorphic is equivalent to being completely order isomorphic. This is a case where the $N$-order structure for some (maybe large) $N$ encodes the complete order structure. In Sect. 3 we find a generalization of this phenomenon.

### 1.3. Matrix Convex Sets and Matrix Extreme Points

Definition 1.4. Let $V$ be a vector space. A matrix convex set over $V$ is a collection $K=\left(K_{n}\right)_{n \in \mathbb{N}}$ of subsets $K_{n} \subset \mathbb{M}_{n}(V)$ such that:

$$
\begin{equation*}
\sum_{i=1}^{k} \gamma_{i}^{*} v_{i} \gamma_{i} \in K_{n} \tag{1}
\end{equation*}
$$

for all $v_{i} \in K_{n_{i}}$ and $\gamma_{i} \in \mathbb{M}_{n_{i}} n$ for $i=1, \ldots, k$ satisfying $\sum_{i=1}^{k} \gamma_{i}^{*} \gamma_{i}=\mathbb{1}_{n}$.
The sum in (1) is called a matrix convex combination. When $\gamma_{i}$ is surjective for all $i$ (implying, in particular, $n_{i} \leq n$ ) we say that this matrix convex combination is proper.

When $V$ is a locally convex topological vector space, we can also say that $K=\left(K_{n}\right)_{n \in \mathbb{N}}$ is a compact matrix convex set if each $K_{n}$ is compact in $\mathbb{M}_{n}(V)$ in the product topology.

The following are the two prime examples of compact matrix convex sets, the first associated with an operator system and the second is associated with a $d$-tuple of operators.

Definition 1.5. Let $\mathcal{S}$ be an operator system. The matrix state space of $\mathcal{S}$ is the collection $\operatorname{UCP}(\mathcal{S})=\left(\operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)\right)_{n \in \mathbb{N}}$, where:

$$
\operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)=\left\{\phi: \mathcal{S} \rightarrow \mathbb{M}_{n} \mid \phi \text { is unital and completely positive }\right\} .
$$

Note that UCP $(\mathcal{S})$ is a matrix convex set over $\mathcal{S}^{*}$, and it is compact (see the proof of Lemma 1.2.4 in [1]).

Definition 1.6. Let $\mathcal{A}$ be a unital $C^{*}$-algebra, and let $\mathbf{s}=\left(s_{1}, \ldots, s_{d}\right) \in \mathcal{A}^{d}$ be a $d$-tuple which generates an operator system $\mathcal{S}$. The matrix range of $\mathbf{s}$ is the collection $\mathcal{W}(\mathbf{s})=\left(\mathcal{W}_{n}(\mathbf{s})\right)_{n \in \mathbb{N}}$, where:

$$
\mathcal{W}_{n}(\mathbf{s})=\left\{\left(\phi\left(s_{1}\right), \ldots, \phi\left(s_{d}\right)\right) \mid \phi \in \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)\right\}
$$

This a matrix convex set over $\mathbb{C}^{d}$. Matrix ranges are the typical form of compact matrix convex sets over $\mathbb{C}$ (see [16, Proposition 31]). The following theorem shows that matrix ranges are related to $n$-order and complete order equivalence of $d$-tuples. Since this theorem will be used extensively throughout this work, we present it here as well.

Theorem 1.7. (Theorem 5.1, [5]) Let $\mathbf{s} \in B(\mathcal{H})^{d}, \mathbf{r} \in B(\mathcal{H})^{d}$ be d-tuples of operators.

1. Given $n \in \mathbb{N}$, if there exists a unital n-positive map $\phi: \mathcal{S}(\mathbf{s}) \rightarrow \mathcal{S}(\mathbf{r})$ sending $\mathbf{s}$ to $\mathbf{r}$, then $\mathcal{W}_{n}(\mathbf{r}) \subset \mathcal{W}_{n}(\mathbf{s})$.
2. There exists a UCP map $\phi: \mathcal{S}(\mathbf{s}) \rightarrow \mathcal{S}(\mathbf{r})$ sending $\mathbf{s}$ to $\mathbf{r}$ if and only if $\mathcal{W}(\mathbf{r}) \subset \mathcal{W}(\mathbf{s})$. If $\mathbf{s}$ is a commuting tuples of normal operators, this inclusion is equivalent to $\sigma(\mathbf{r}) \subset \mathcal{W}_{1}(\mathbf{s})$, which is also equivalent to $\mathcal{W}_{1}(\mathbf{r}) \subset \mathcal{W}_{1}(\mathbf{s})$.
3. There exists a unital and completely isometric map $\phi: \mathcal{S}(\mathbf{s}) \rightarrow \mathcal{S}(\mathbf{r})$ sending $\mathbf{s}$ to $\mathbf{r}$ if and only if $\mathcal{W}(\mathbf{s})=\mathcal{W}(\mathbf{r})$.

Definition 1.8. Let $K=\left(K_{n}\right)_{n=1}^{\infty}$ and $L=\left(L_{n}\right)_{n=1}^{\infty}$ be two matrix convex sets over vector spaces $V$ and $W$, respectively. A matrix affine map from $K$ to $L$ is a collection $\boldsymbol{\theta}=\left(\theta_{n}\right)_{n=1}^{\infty}$ of mappings $\theta_{n}: K_{n} \rightarrow L_{n}$ such that:

$$
\theta_{n}\left(\sum_{i=1}^{k} \gamma_{i}^{*} v_{i} \gamma_{i}\right)=\sum_{i=1}^{k} \gamma_{i}^{*} \theta_{n_{i}}\left(v_{i}\right) \gamma_{i}
$$

for all $v_{i} \in K_{n_{i}}$ and $\gamma_{i} \in \mathbb{M}_{n_{i}, n}$ for $i=1, \ldots, k$ satisfying $\sum_{i=1}^{k} \gamma_{i}^{*} \gamma_{i}=\mathbb{1}_{n}$. When $V, W$ are both topological vector spaces, we say that $\boldsymbol{\theta}$ is continuous if $\theta_{n}$ is continuous for all $n \in \mathbb{N}$. Such a map is called a matrix affine homeomorphism if each $\theta_{n}$ is a homeomorphism.

Example 1.9. Let $\mathbf{s}$ be a $d$-tuple and set $\mathcal{S}=\mathcal{S}(\mathbf{s})$ to be the operator system they generate. The collection $\boldsymbol{\theta}=\left(\theta_{n}\right)_{n=1}^{\infty}$ of mappings $\theta_{n}: \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right) \rightarrow$ $\mathcal{W}_{n}(\mathbf{s})$ defined by $\theta_{n}(\phi)=\left(\phi\left(s_{1}\right), \ldots, \phi\left(s_{d}\right)\right)$ is a matrix affine homeomorphism. Indeed, it is surjective by the definition of $\mathcal{W}(\mathbf{s})$, and it is injective because positive maps are self-adjoint, which means that any $\phi \in \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)$ is uniquely defined by the values of $\phi\left(s_{i}\right)$ for all $i$. Finally, $\theta_{n}$ is continuous because the topology induced on $\operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)$ is the weak* topology, which means that $\phi_{m}$ converges to $\phi$ if and only if $\phi_{m}(s)$ converges in $\mathbb{M}_{n}$ to $\phi(s)$ for all $s \in \mathcal{S}$, which in particular means that $\phi_{m}\left(s_{i}\right)$ converges to $\phi\left(s_{i}\right)$ for all $i$ (and therefore $\theta_{n}\left(\phi_{m}\right)$ converges to $\left.\theta_{n}(\phi)\right) . \theta_{n}$ is a continuous bijection from a compact space to a Hausdorff space, so $\theta_{n}^{-1}$ is also continuous.

This shows that we can switch between the two perspectives when studying operator systems generated by $d$-tuples of operators.

Given a compact matrix convex set $K=\left(K_{n}\right)_{n=1}^{\infty}, A(K)$ denotes the set of all functions $F=\left(F_{n}\right)_{n=1}^{\infty}$ with $F_{n}: \mathbb{M}_{n}(K) \rightarrow \mathbb{M}_{n}$ such that $F_{1}$ is continuous, and $F$ is matrix affine, in the sense that:

$$
F_{n}\left(\sum_{i=1}^{k} \gamma_{i}^{*} v_{i} \gamma_{i}\right)=\sum_{i=1}^{k} \gamma_{i}^{*} F_{n_{i}}\left(v_{i}\right) \gamma_{i}
$$

for every $v_{i} \in K_{n_{i}}, \gamma_{i} \in \mathbb{M}_{n_{i}, n}$ such that $\sum_{i=1}^{k} \gamma_{i}^{*} \gamma_{i}=\mathbb{1}_{n}$. In the discussion leading to [22, Proposition 3.5], it was shown that $A(K)$ can be endowed with a structure of an abstract operator system. The following proposition shows us a deep connection between matrix state spaces of operator systems and their complete order structure.

Proposition 1.10. (Proposition 3.5, [22])

1. If $\mathcal{R}$ is an operator system, then $U C P(\mathcal{R})$ is a self-adjoint compact matrix convex set in $\mathcal{R}^{*}$, equipped with the weak* topology, and $A(U C P(\mathcal{R}))$ and $\mathcal{R}$ are isomorphic as operator systems.
2. If $K=\left(K_{n}\right)_{n=1}^{\infty}$ is a compact matrix convex set in a locally convex space $V$, then $A(K)$ is an operator system, and $K$ and $U C P(A(K))$ are matrix affinely homeomorphic as operator systems.

We will also make use of the particular isomorphism which appeared in the proposition. The set $A(K)$ has a positive cone in which $F$ is positive if $F_{n}(v)$ is positive for all $n \in \mathbb{N}, v \in K_{n}$. In the case of $A(\mathrm{UCP}(\mathcal{S}))$ and $\mathcal{S}$, The complete order isomorphism of $\mathcal{S}$ and $A(\operatorname{UCP}(\mathcal{S}))$, is implemented by the mapping $s \mapsto \delta_{\mathcal{S}}=\left(\left(\delta_{\mathcal{S}}\right)_{n}\right)_{n=1}^{\infty}$, where:

$$
\left(\delta_{\mathcal{S}}\right)_{n}(\phi)=\phi(s)
$$

for all $\phi \in \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)$. This gives us a concrete way of studying $\mathcal{S}$ through its matrix state space.

When we shift our perspective from an operator system to its matrix state space, we can use the theory of matrix convex sets to study it. In particular, in Sect. 2, we use special points in $\operatorname{UCP}(\mathcal{S})$ which are the matrix extreme points to study the structure of UCP $(\mathcal{S})$.

Definition 1.11. Let $K=\left(K_{n}\right)_{n=1}^{\infty}$ be a matrix convex set and let $v \in K_{n}$ for some $n \in \mathbb{N}$. We say that $v$ is a matrix extreme point in $K$, if whenever $v$ is a proper matrix convex combination:

$$
v=\sum_{i=1}^{k} \gamma_{i}^{*} v_{i} \gamma_{i}
$$

then for all $i, n_{i}=n$ and $v=u_{i}^{*} v_{i} u_{i}$ for some unitary $u_{i} \in \mathbb{M}_{n}$.
We set $\partial K=\left(\partial K_{n}\right)_{n=1}^{\infty}$ to denote the set of matrix extreme points in $K_{n}$ for all $n \in \mathbb{N}$.

Webster and Winkler proved in [22, Theorem 4.3] an analogue of the Krein-Milman theorem for matrix extreme points in a compact matrix convex set, namely that any compact matrix convex set is the closed matrix convex hull of its matrix extreme points. In that sense, matrix extreme points are analogous to extreme points in locally convex vector spaces. There is another, stronger notion of matrix extreme points introduced in [8], which are called absolute matrix extreme points.

Definition 1.12. Let $K=\left(K_{n}\right)_{n=1}^{\infty}$ be matrix convex and let $v \in K_{n}$ for some $n \in \mathbb{N}$. We say that $v$ is an absolute matrix extreme point in $K$ if whenever $v$ is a matrix convex combination (not necessarily proper):

$$
v=\sum_{i=1}^{k} \gamma_{i}^{*} v_{i} \gamma_{i}
$$

such that $\gamma_{i}$ are all non-zero, then for all $i$ :

- if $n_{i} \leq n$, then $n_{i}=n$ and $v=u_{i}^{*} v_{i} u_{i}$ for some unitary $u_{i} \in \mathbb{M}_{n}$.
- if $n_{i}>n$, then there exists some $w_{i} \in K_{n_{i}-n}$ such that $v_{i}=u_{i}^{*}\left(v \oplus w_{i}\right) u_{i}$ for some unitary $u_{i} \in \mathbb{M}_{n_{i}}$.
The set of absolute matrix extreme points in $K$ is denoted by $\operatorname{Abex}(K)$.
In other words, matrix extreme points are points which cannot be written as matrix combinations from below, except in a trivial way, and absolute matrix extreme points are points which cannot be written as matrix combination from above or below, except in a trivial way. It is obvious that an absolute matrix extreme point is in particular matrix extreme.

Unlike matrix extreme points, absolute matrix extreme points do not give a nice generalization of the Krein-Milman theorem for any compact matrix convex set. In fact, there are compact matrix convex sets which do not have any absolute matrix extreme points (see [15, Example 6.30], and also Theorem 5.5). But as we will see in Sect. 2, when considering UCP $(\mathcal{S})$ for some operator system $\mathcal{S}$, the matrix extreme points are pure UCP maps, and absolute matrix extreme points are restrictions of boundary representations for $\mathcal{S}$, which makes it easier to identify them.

## 2. Matrix Extreme Points in Compact Matrix Convex Sets

In this section, we prove the following theorem:
Theorem 2.1. Let $\mathcal{S}$ be an operator system and let $\mathcal{A}=C^{*}(\mathcal{S})$. A point $\phi \in$ $\operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)$ is an absolute matrix extreme points of $U C P(\mathcal{S})$ if and only if it extends to a boundary representation on $\mathcal{A}$.

Several proofs for particular cases of this result appear in the literature. In [15, Corollary 6.28], there is a proof of this theorem for operator systems generated by self-adjoint matrices, and in [14, Theorem 4.2], there is a version of this theorem for general compact matrix convex sets $K$ such that $A(K)$ acts on a finite dimensional space. Another matricial version appears in [8, Theorem 3.10].

Before getting to the proof we will need some terminology. Recall that a $\mathrm{UCP} \operatorname{map} \phi: \mathcal{S} \rightarrow B(\mathcal{H})$ is called pure if whenever $\psi$ is a CP map such that $\phi-\psi$ is CP, then $\psi=t \phi$ for $t \in[0,1]$. Given some $s \in \mathcal{S}, h \in \mathcal{H}$, we say that a UCP $\operatorname{map} \phi: \mathcal{S} \rightarrow B(\mathcal{H})$ is maximal at $(s, h)$ if whenever $\phi(\cdot)=V^{*} \psi(\cdot) V$ for an isometry $V: \mathcal{H} \rightarrow \mathcal{K}$ and $\psi \in \operatorname{UCP}(\mathcal{S}, B(\mathcal{K}))$, we get that $\|\phi(s) h\|=$ $\|\psi(s) V h\|$. A UCP map which is maximal at every $(s, h) \in \mathcal{S} \times \mathcal{H}$ is called maximal. Note that $\phi$ is maximal if and only if whenever $\phi(\cdot)=V^{*} \psi(\cdot) V$ for some isometry $V: \mathcal{H} \rightarrow \mathcal{K}$, then $\psi(\cdot)=V \phi(\cdot) V^{*} \oplus \rho(\cdot)$ for some UCP $\rho: \mathcal{S} \rightarrow B\left((V \mathcal{H})^{\perp}\right)$.

A UCP $\operatorname{map} \phi: \mathcal{S} \rightarrow B(\mathcal{H})$ is said to have the unique extension property if it has a unique UCP extension to some $\Phi: C^{*}(\mathcal{S}) \rightarrow B(\mathcal{H})$, and $\Phi$ is multiplicative. Lastly, we say that a $*$-representation $\pi: C^{*}(\mathcal{S}) \rightarrow B(\mathcal{H})$ is a boundary representation for $\mathcal{S}$ if it is irreducible, and $\left.\pi\right|_{\mathcal{S}}$ has the unique extension property.

We will now state some known results which will be needed for our proof.

Theorem 2.2. ((Theorem B, [9])) Let $\mathcal{S}$ be an operator system in a unital $C^{*}$-algebra $\mathcal{A}$. Then:

1. A matrix state $\phi$ on $\mathcal{S}$ is a matrix extreme point of $\operatorname{UCP}(\mathcal{S})$ if and only if $\phi$ is pure.
2. Every pure $U C P$ map $\phi \in U C P(\mathcal{S})$ extends to a pure map $\Phi \in U C P(\mathcal{A})$.

The following proposition is due to Farenick and Tessier, showing that restrictions of boundary representations are always pure and thus matrix extreme:

Proposition 2.3. (Proposition 2.12, [10]) Let $\mathcal{A}$ be a unital $C^{*}$-algebra generated by an operator system $\mathcal{S}$ and let $\pi: \mathcal{A} \rightarrow B(\mathcal{K})$ be a boundary representation for $\mathcal{S}$. Then, $\left.\pi\right|_{\mathcal{S}}$ is pure.

The next step is to show that restrictions of boundary representations are maximal. This observation was made in the context of operator algebras by Dritschel and McCullough in [7, Theorem 1.1] (who followed Muhly and Solel, see [17, Theorem 1.2]). The following reformulation in the context of operator systems is due to Arveson.

Proposition 2.4. (Proposition 2.4, [2]) Let $\mathcal{S}$ be an operator system and let $\mathcal{A}=C^{*}(\mathcal{S})$. Then, a map $\phi: \mathcal{S} \rightarrow B(\mathcal{H})$ is maximal if and only if it has the unique extension property.

We can now proceed to the proof of the main theorem of this section.
Proof. Assume that $\phi$ extends to a boundary representation of $\mathcal{A}$, and assume that

$$
\phi=\sum_{i} \gamma_{i}^{*} \phi_{i} \gamma_{i}
$$

is a matrix convex combination with $\gamma_{i}$ non-zero for all $i$. For each $i$, we get that $\phi-\gamma_{i}^{*} \phi_{i} \gamma_{i}$ is completely positive. By Proposition 2.3, $\phi$ is pure, which means that there exists some $t \in(0,1]$ such that $\gamma_{i}^{*} \phi_{i} \gamma_{i}=t \phi$, from which it holds that

$$
\left(t^{-\frac{1}{2}} \gamma_{i}\right)^{*} \phi_{i}\left(t^{-\frac{1}{2}} \gamma_{i}\right)=\phi .
$$

$\phi$ and $\phi_{i}$ both being UCP, we get that $\left(t^{-\frac{1}{2}} \gamma_{i}\right)^{*}\left(t^{-\frac{1}{2}} \gamma_{i}\right)=\mathbb{1}_{n}$, so that whenever $n_{i} \leq n$, we get that $n_{i}=n$ and that this matrix is unitary. When $n_{i}>n$, we get that $\phi_{i}$ is a dilation of $\phi$, and since $\phi$ has the UEP (being a boundary representation), Proposition 2.4 implies that $\phi_{i}$ is unitarily equivalent to $\phi \oplus \rho_{i}$ for some $\rho_{i} \in \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n_{i}-n}\right)$. Therefore, $\phi$ is an absolute matrix extreme point.

As for the converse, note that if $\phi$ is an absolute matrix extreme point, it is pure by Theorem 2.2. By [6, Lemma 2.1], we can finish the proof by showing that $\phi$ is maximal. Assuming it is not maximal, we apply [6, Lemma 2.3], and find some pure UCP map $\psi \in \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n+1}\right)$ such that $\phi=V^{*} \psi V$. Since that is a matrix convex combination and $\phi$ is an absolute matrix extreme point, we get that $\psi=U^{*}(\phi \oplus \rho) U$ for some unitary $U$ and a state $\rho \in$ $\operatorname{UCP}(\mathcal{S}, \mathbb{C})$. But now, defining:

$$
\gamma_{1}=\left(\begin{array}{ccccc}
1 & 0 & \ldots & 0 & 0 \\
0 & 1 & \ldots & 0 & 0 \\
\vdots & \ddots & \ddots & \vdots & \vdots \\
0 & \ldots & 0 & 1 & 0
\end{array}\right) \in \mathbb{M}_{n, n+1}, \quad \gamma_{2}=(0, \ldots, 0,1) \in \mathbb{M}_{1, n+1},
$$

we get that:

$$
\psi=U^{*}\left(\gamma_{1}^{*} \phi \gamma_{1}+\gamma_{2}^{*} \rho \gamma_{2}\right) U=\left(\gamma_{1} U\right)^{*} \phi\left(\gamma_{1} U\right)+\left(\gamma_{2} U\right)^{*} \rho\left(\gamma_{2} U\right)
$$

is a non-trivial proper matrix convex combination, which shows $\psi$ is not matrix extreme (and thus not pure, by Theorem 2.2). This proves that $\phi$ is maximal. Finally, it follows that $\phi$ is pure and maximal and thus extends to a boundary representation for $\mathcal{S}$.

It follows from Theorem 2.1 that the restrictions to $\mathcal{S}$ of finite dimensional boundary representations are precisely the absolute matrix extreme points of UCP $(\mathcal{S})$. We would also like to find out whether UCP $(\mathcal{S})$ contains information about infinite dimensional boundary representations, and to characterize matrix extreme points which are not absolute. The first part was answered by Davidson and Kennedy:

Theorem 2.5. (Theorem 2.4, [6]) Let $\mathcal{S}$ be an operator system and let $\phi: \mathcal{S} \rightarrow$ $B(\mathcal{H})$ be a pure UCP map. Then, $\phi$ dilates to a boundary representation for $\mathcal{S}$.

This means that any matrix extreme point which is not absolute (namely, it is not already a restriction of a boundary representation) is of the form $\left.V^{*} \pi\right|_{\mathcal{S}} V$ for some boundary representation $\pi$. In Sect. 5 we will see an example of an operator system for which UCP $(\mathcal{S})$ has a matrix extreme point of this form, with $\pi$ being infinite dimensional.

As for the second part, we saw that matrix extreme points that are not absolute dilate to another matrix extreme point which lies in the next level of UCP $(\mathcal{S})$. This gives a dilation-theoretic characterization of these points, namely, matrix extreme points are either restrictions of boundary representations or they dilate non trivially to another matrix extreme point at the next level. In the last case, they are also compressions of restrictions of boundary representations.

The above were stated for matrix state spaces, but through Proposition 1.10, we have the following corollary for a general compact matrix convex set:

Corollary 2.6. Let $K=\left(K_{n}\right)_{n=1}^{\infty}$ be a compact matrix convex set over a locally convex vector space $V$. Then $v \in \partial K_{n}$ is a matrix extreme point which is not absolute if and only if it is of the form $\gamma^{*} \tilde{v} \gamma$ for some $\tilde{v} \in \partial K_{n+1}$.

## 3. Subhomogeneous Matrix Convex Sets

In this section, we introduce the notion of Subhomogeneous matrix convex sets. Recall that a unital $C^{*}$-algebra $\mathcal{A}$ is called Subhomogeneous, if there exists some $N \in \mathbb{N}$ such that every irreducible representation of $\mathcal{A}$ is of dimension less than or equal to $N$. We say that $\mathcal{A}$ is $N$-Subhomogeneous, if $N$ is the smallest integer satisfying this condition.

Proposition 3.1. Let $\mathcal{A}$ be a unital $C^{*}$-algebra. The following are equivalent:

- $\mathcal{A}$ is $N$-Subhomogeneous.
- $\operatorname{\partial UCP}(\mathcal{A}) \subset \bigcup_{n=1}^{N} \operatorname{UCP}\left(\mathcal{A}, \mathbb{M}_{n}\right)$.

Proof. Assume that $\mathcal{A}$ is $N$-Subhomogeneous and let
$\varphi \in \partial \operatorname{UCP}\left(\mathcal{A}, \mathbb{M}_{m}\right)$ for some $m$. Our goal is to show that $m \leq N$. Using [1, Corollary 1.4.3], we know that $\varphi(x)=V^{*} \pi(x) V$ for some irreducible representation $\pi$ on some Hilbert space $\mathcal{K}$, and $V: \mathcal{H} \rightarrow \mathcal{K}$ is an isometry. Since $\pi$ is an irreducible representation, it must be finite dimensional with dimension less then or equal to $N$. But then, we have that $\varphi$ is a compression of $\pi$, which means that $m \leq N$ and we are done.

For the converse, assume that $\partial \mathrm{UCP}(\mathcal{A}) \subset \bigcup_{n=1}^{N} \operatorname{UCP}\left(\mathcal{A}, \mathbb{M}_{n}\right)$, and let $\pi$ be an irreducible representation of $\mathcal{A}$. If $\pi$ is finite dimensional, it is a matrix extreme point, which means it has to lie in $\operatorname{some} \operatorname{UCP}\left(\mathcal{A}, \mathbb{M}_{n}\right)$ for $n \leq N$, and we are done. Otherwise, assume that $\pi: \mathcal{A} \rightarrow B(\mathcal{H})$ with $\mathcal{H}$ being infinite dimensional. Choose some $N+1$ dimensional subspace $\mathcal{M} \subset \mathcal{H}$, and
define $V: \mathcal{M} \rightarrow \mathcal{H}$ by $V m=m$. Then, we have that $\varphi(x)=V^{*} \pi(x) V$ is a matrix extreme point by [1, Corollary 1.4.3] which lies in $\operatorname{UCP}\left(\mathcal{A}, \mathbb{M}_{N+1}\right)$ which is a contradiction. This shows that all irreducible representations are finite dimensional and of dimension less then or equal to $N$, so $\mathcal{A}$ is $N$ Subhomogeneous.

Definition 3.2. Let $K=\left(K_{n}\right)_{n=1}^{\infty}$ be a compact matrix convex set over a locally convex vector space $V$. We say that $K$ is Subhomogeneous if there exists some $N \in \mathbb{N}$ such that $\partial K_{n}=\emptyset$ for all $n>N$. If $N$ is the smallest integer satisfying these conditions, we say that $K$ is $N$-Subhomogeneous.

Proposition 3.1 shows that if $K=\mathrm{UCP}(\mathcal{A})$ for some unital $C^{*}$-algebra $\mathcal{A}, K$ is $N$-Subhomogeneous if and only if $\mathcal{A}$ is Subhomogeneous.

We use this relation in order to extend the notion of subhomogeneity to operator systems.

Definition 3.3. Let $\mathcal{S}$ be an operator system. We say that $\mathcal{S}$ is Subhomogeneous if UCP $(\mathcal{S})$ is Subhomogeneous, and that it is
$N$-Subhomogeneous if UCP $(\mathcal{S})$ is $N$-Subhomogeneous.
By Theorem 2.1, we see that $\mathcal{S}$ is $N$-Subhomogeneous if and only if the finite dimensional boundary representations for $\mathcal{S}$ are of dimension less than or equal to $N$. We do not know whether a Subhomogeneous operator system may admit an infinite dimensional boundary representation. Note, however, that regardless of the answer to that question, subhomogeneous operator systems are completely normed by their finite dimensional boundary representations.

In the rest of the section we show that Subhomogeneous compact matrix convex sets can be recovered from a finite number of levels.

Proposition 3.4. Let $K=\left(K_{n}\right)_{n=1}^{\infty}$ be an $N$-Subhomogeneous compact matrix convex set over some locally convex vector space $V$. Then

$$
K=\overline{\mathrm{co}}\left(K_{N}\right) .
$$

Proof. Let $v$ be a matrix extreme point in $\partial K_{n}$ for some $n<N$. Then for any $u \in K_{N-n}$ we have that $v \oplus u \in K_{N}$ by matrix convexity. Therefore, any matrix convex combination of matrix extreme points, can be written as a matrix convex combination of points which all lie in $K_{N}$. Therefore, by applying the Webster-Winkler Krein-Milman theorem ( [22, Theorem 4.3]):

$$
K=\overline{\mathrm{co}}(\partial K)=\overline{\mathrm{co}}\left(K_{N}\right)
$$

In particular, we get that if $K=\left(K_{n}\right)_{n=1}^{\infty}$ is the smallest compact matrix convex set for which the $N$-th level is $K_{N}$. For the special case of matrix convex sets over $\mathbb{C}^{d}$ for some $d \in \mathbb{N}$, we can improve this result. For a compact matrix convex set $K=\left(K_{n}\right)_{n=1}^{\infty}$ in $\mathbb{C}^{d}$ and some $N \in \mathbb{N}$, the set $\mathcal{W}^{N-\min }(K)$ is defined as the smallest matrix convex set which has $K_{N}$ at level $N$. We can also describe those sets in terms of their matrix extreme points.

Proposition 3.5. Let $K=\left(K_{n}\right)_{n=1}^{\infty}$ be a compact matrix convex set in $\mathbb{C}^{d}$. Then, $K=\mathcal{W}^{N-\min }(K)$ if and only if it is $n$-Subhomogeneous for some $n \leq N$.

Proof. Assume first that $K=\mathcal{W}^{N-\min }(K)=\operatorname{co}\left(K_{N}\right)$. In that case, any point $v \in K_{m}$ for $m>N$ is a proper matrix convex combination of points from level $N$, which means it is not matrix extreme. Therefore, the highest level which contains a matrix extreme point is $N$ or lower, which proves the claim.

For the converse, note that by [13, Corollary 2.5] and Proposition 3.4:

$$
K=\overline{\operatorname{co}}\left(K_{n}\right)=\operatorname{co}\left(K_{n}\right) \subset \operatorname{co}\left(K_{N}\right),
$$

and by matrix convexity, we get equality. We finish the proof by noting that $\operatorname{co}\left(K_{N}\right)$ is (by definition) the minimal matrix convex set which has $K_{N}$ at level $N$.

## 4. Subhomogeneous Operator Systems

According to Proposition 1.10, $\mathcal{S}$ is completely order isomorphic to $A(\mathrm{UCP}() \mathcal{S})$, via the $\operatorname{map} \delta_{\mathcal{S}}: \mathcal{S} \rightarrow A(\operatorname{UCP}(\mathcal{S}))$ such that $\delta_{\mathcal{S}}(s)=\left(\left(\delta_{\mathcal{S}}(s)\right)_{n}\right)_{n \in \mathbb{N}}$ is given by:

$$
\left(\delta_{\mathcal{S}}(s)\right)_{n}(\phi)=\phi(s)
$$

for all $n \in \mathbb{N}$ and $\phi \in \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)$. In this section, we show that this map gives us a way to lift an equivalence of two matrix state spaces to an equivalence of the associated operator systems.

Proposition 4.1. Let $\mathcal{S}$ and $\mathcal{R}$ be two operator systems, and assume that $T=$ $\left(T_{n}\right)_{n=1}^{\infty}$ is a matrix affine homeomorphism of $\operatorname{UCP}(\mathcal{S})$ and $U C P(\mathcal{R})$. Then, $T$ induces a complete order isomorphism of $\mathcal{S}, \mathcal{R}$.

Proof. Define a mapping $T_{*}: A(\mathrm{UCP}(\mathcal{R})) \rightarrow A(\mathrm{UCP}(\mathcal{S}))$ by $T_{*} F=\left(F_{n} \circ\right.$ $\left.T_{n}\right)_{n=1}^{\infty}$. We claim that this is a complete order isomorphism of the two operator systems. In order to do so, we use the identification $M_{n}(A(\mathrm{UCP}(\mathcal{R})))$ with $A\left(\mathrm{UCP}(\mathcal{R}), \mathbb{M}_{n}\right)$ and similarly for $\mathcal{S}$. In that case, one may write $\left(T_{*}\right)_{n} F$ as the map $\left(F_{m} \circ T_{m}\right)_{m=1}^{\infty}$ for all $F \in A\left(\mathrm{UCP}(\mathcal{R}), \mathbb{M}_{n}\right)$. By definition, $\left(T_{*}\right)_{n} F$ is positive if and only if $F_{m} \circ T_{m}(\phi)$ is positive for all $m \in \mathbb{N}$ and $\phi \in \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{m}\right)$. But because $T$ is a bijection, we get this this is true if and only if $F_{m}(\psi)$ is positive for all $m \in \mathbb{N}$ and $\psi \in \operatorname{UCP}\left(\mathcal{R}, \mathbb{M}_{m}\right)$, which is equivalent to $F$ being positive. $T_{*}$ is obviously unital (the unit does not depend on the argument), meaning the map is indeed UCP. Similar arguments for $T^{-1}$ shows that this map is a complete order isomorphism. Finally, the $\operatorname{map} \delta_{\mathcal{S}}^{-1} \circ T_{*} \circ \delta_{\mathcal{R}}$ is a complete order isomorphism of $\mathcal{S}, \mathcal{R}$ as a composition of such.

We are now ready to show that the $N$-order structure (for some large enough $N$ ) encodes the complete order structure of the operator system.

Theorem 4.2. Let $\mathcal{S}, \mathcal{R}$ be $N_{\mathcal{S}}$-Subhomogeneous and $N_{\mathcal{R}}$-Subhomogeneous operator systems, and set $N=\max \left\{N_{\mathcal{S}}, N_{\mathcal{R}}\right\}$. Then, $\mathcal{S}$ and $\mathcal{R}$ are completely order isomorphic if and only if they are $N$-order isomorphic.

Before proving this theorem, we need the next two propositions.
Proposition 4.3. Let $\phi: \mathcal{S} \rightarrow \mathcal{R}$ be an $N$-order isomorphism and let $k \leq N$. Then, the collection $\phi^{*}=\left(\phi_{n}^{*}\right)_{n \in \mathbb{N}}$ of mappings $\phi_{n}^{*}: L\left(\mathcal{R}, \mathbb{M}_{n}\right) \rightarrow L\left(\mathcal{S}, \mathbb{M}_{n}\right)$ given by $\phi_{n}^{*}(\psi):=\psi \circ \phi$ restricts to a bijection of $\operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{k}\right)$ and $\operatorname{UCP}\left(\mathcal{R}, \mathbb{M}_{k}\right)$ for all $k \leq N$. In addition, the restriction is a bijection of $\partial \mathrm{UCP}\left(\mathcal{S}, \mathbb{M}_{k}\right)$ and $\partial \operatorname{UCP}\left(\mathcal{R}, \mathbb{M}_{k}\right)$ for $k \leq N$.

Proof. First note that $\phi^{*}$ is a matrix affine map. Indeed, by definition we get that:

$$
\begin{aligned}
\phi_{n}^{*}\left(\sum_{i=1}^{k} \gamma_{i}^{*} \psi_{i} \gamma_{i}\right)=\left(\sum_{i=1}^{k} \gamma_{i}^{*} \psi_{i} \gamma_{i}\right) \circ \phi & =\sum_{i=1}^{k} \gamma_{i}^{*} \psi_{i} \circ \phi \gamma_{i} \\
& =\sum_{i=1}^{k} \gamma_{i}^{*} \phi_{n_{i}}^{*}\left(\psi_{i}\right) \gamma_{i}
\end{aligned}
$$

for every matrix convex combination of linear maps. Moreover, note that if $k \leq N$, then for every $\psi \in \operatorname{UCP}\left(\mathcal{R}, \mathbb{M}_{k}\right)$, the map $\phi_{k}^{*}(\psi)=\psi \circ \phi$ is a composition of $k$ positive maps and thus makes a $k$-positive map into $\mathbb{M}_{k}$, which is completely positive (by Theorem 1.3). Assume that $\psi \in \operatorname{UCP}\left(\mathcal{R}, \mathbb{M}_{k}\right)$ is a matrix extreme point of $\operatorname{UCP}(\mathcal{R})$, and assume that $\phi_{k}^{*} \psi$ is a proper matrix convex combination of the form:

$$
\phi_{k}^{*} \psi=\sum_{i=1}^{\ell} \gamma_{i}^{*} \psi_{i} \gamma_{i}
$$

for $\psi_{i} \in \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{k_{i}}\right), \gamma_{i} \in \mathbb{M}_{k_{i}} k$ for $i=1, \ldots, \ell$ satisfying $\sum_{i=1}^{\ell} \gamma_{i}^{*} \gamma_{i}=\mathbb{1}_{k}$, and that $k_{i} \leq k$ for all $i$. Because $\phi^{-1}$ is an $N$ positive map satisfying:

$$
\left(\phi^{-1}\right)_{n}^{*}[\theta]=\theta \circ \phi^{-1}, \quad \forall \theta \in \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right) .
$$

we get that:

$$
\psi=\left(\phi^{-1}\right)_{k}^{*} \phi_{k}^{*} \psi=\sum_{i=1}^{\ell} \gamma_{i}\left(\phi^{-1}\right)_{k_{i}}^{*} \psi_{i} \gamma_{i}
$$

is a matrix convex combination in $\mathrm{UCP}(\mathcal{R})$ from levels below $k . \psi$ is a matrix extreme point, which means that $k_{i}=k$ and $\psi=u_{i}^{*}\left(\phi^{-1}\right)_{k_{i}}^{*} \psi_{i} u_{i}$ for some unitary $u_{i}$. But from this it follows that $\phi_{k}^{*} \psi=u_{i}^{*} \psi_{i} u_{i}$, which proves that $\phi_{k}^{*} \psi$ is matrix extreme. Similar arguments for $\phi^{-1^{*}}$ shows that the map is indeed bijective.

Proposition 4.4. Let $\phi: \mathcal{S} \rightarrow \mathcal{R}$ be an $N$-order isomorphism. Then, $\phi^{*}$
 $\overline{\operatorname{co}}\left\{\partial \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{k}\right)\right\}_{k=1}^{N}$.

Proof. We already showed that the restriction of $\phi^{*}$ to the matrix extreme points at levels below $N$ is a bijection. But because $\phi$ is matrix affine with $\phi^{-1^{*}}$ as an inverse, we get that it also restricts to a matrix affine invertible map between $\operatorname{co}\left\{\partial \operatorname{UCP}\left(\mathcal{R}, \mathbb{M}_{k}\right)\right\}_{k=1}^{N}$ and $\operatorname{co}\left\{\operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{k}\right)\right\}_{k=1}^{N}$. In order to extend this map to the closure, it suffices to prove that $\phi_{k}^{*}: L\left(\mathcal{R}, \mathbb{M}_{k}\right) \rightarrow$ $L\left(\mathcal{S}, \mathbb{M}_{k}\right)$ is continuous for all $k \leq N$. Indeed, since the topology is the weak* topology, we get that $\psi_{n}$ converges to $\psi$ in $L\left(\mathcal{R}, \mathbb{M}_{k}\right)$ if and only if $\psi_{n}(r)$ converges to $\psi(r)$ for all $r \in \mathcal{R}$. But this means that for all $s \in \mathcal{S}, \phi(s) \in \mathcal{R}$ and thus $\phi_{k}^{*}\left(\psi_{n}\right)(s)=\psi_{n}(\phi(s))$ converges to $\psi(\phi(s))=\phi_{k}^{*}(\psi)(s)$ and thus $\phi_{k}^{*} \psi_{n}$ converges to $\phi_{k}^{*} \psi$, which means that $\phi_{k}^{*}$ is continuous. Finally, we get that a limit point of $\operatorname{co}\left\{\partial \mathrm{UCP}\left(\mathcal{R}, \mathbb{M}_{k}\right)\right\}_{k=1}^{N}$ is mapped to a limit point of $\operatorname{co}\left\{\partial \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{k}\right)\right\}_{k=1}^{N}$, which completes the proof.

We are ready to provide a proof for Theorem 4.2.
Proof of Theorem 4.2. A complete order isomorphism is in particular an $N$ order isomorphism, so we will only prove the converse. Assuming $\phi$ is an $N$-order isomorphism, we use Proposition 4.4, to show that $\phi^{*}: \mathrm{UCP}(\mathcal{R}) \rightarrow$ $\mathrm{UCP}(\mathcal{S})$ is a matrix affine homeomorphism (recall that both sets are $n$ generated for $n \leq N)$. Therefore, we can now apply Proposition 4.1 to get a complete order isomorphism of $\mathcal{S}$ and $\mathcal{R}$ given by $\delta_{\mathcal{R}}^{-1} \circ\left(\phi^{*}\right)_{*} \circ \delta_{\mathcal{S}}$. This completes the proof.

It is worth noting, that a direct calculation which follows the last part of the proof, shows that:

$$
\begin{array}{r}
\left(\left(\phi^{*}\right)_{*} \circ \delta_{\mathcal{S}}(s)\right)_{k}(\psi)=\left(\delta_{\mathcal{S}}(s)\right)_{k} \circ \phi_{k}^{*}(\psi)=\left(\delta_{\mathcal{S}}(s)\right)_{k}(\psi \circ \phi) \\
=\psi(\phi(s))=\left(\delta_{\mathcal{R}}(\phi(s))\right)_{k}(\psi),
\end{array}
$$

from which it holds that $\delta_{\mathcal{R}}^{-1} \circ\left(\phi^{*}\right)_{*} \circ \delta_{\mathcal{S}}=\phi$. Therefore, the $N$-order isomorphism $\phi$ is the complete order isomorphism.

### 4.1. Subhomogeneous Matrix Ranges

Theorem 4.5. Let $\mathbf{s}, \mathbf{r}$ be two d-tuples of operators such that $\mathcal{S}(\mathbf{s})$ is $N_{\mathcal{S}^{-}}$ Subhomogeneous and $\mathcal{S}(\mathbf{r})$ is $N_{\mathcal{R}}$-Subhomogeneous, respectively. For $N=$ $\max \left\{N_{\mathcal{S}}, N_{\mathcal{R}}\right\}$, the following are equivalent:

1. $\mathbf{s}$ and $\mathbf{r}$ are $N$-order equivalent.
2. $\mathbf{s}$ and $\mathbf{r}$ are completely order equivalent.
3. $\mathcal{W}_{N}(\mathbf{s})=\mathcal{W}_{N}(\mathbf{r})$.
4. $\mathcal{W}(\mathbf{s})=\mathcal{W}(\mathbf{r})$.

Proof. (1) $\Longleftrightarrow(2)$ is a consequence of Theorem 4.2. (1) $\Longrightarrow(3)$ and $(4) \Longleftrightarrow$ (2) follow from Theorem 1.7, which means we only need to prove $(3) \Longrightarrow(4)$. But note that by Proposition 3.5, we have that:

$$
\begin{aligned}
\mathcal{W}(\mathbf{s})=\mathcal{W}^{N-\min }(\mathcal{W}(\mathbf{s})) & =\operatorname{co}\left(\mathcal{W}_{N}(\mathbf{s})\right)=\operatorname{co}\left(\mathcal{W}_{N}(\mathbf{r})\right) \\
& =\mathcal{W}^{N-\min }(\mathcal{W}(\mathbf{r}))=\mathcal{W}(\mathbf{r})
\end{aligned}
$$

which completes the proof.

In general, choosing an $N$ lower then $\max \left\{N_{\mathcal{S}}, N_{\mathcal{R}}\right\}$ might not be sufficient. Before giving a concrete example, we will require the following lemma.

Lemma 4.6. Let $\mathbf{s}, \mathbf{r}$ be any two d-tuples. Then, $\mathcal{W}_{1}(\mathbf{s})=\mathcal{W}_{1}(\mathbf{r})$ if and only if the tuples are 1-order equivalent.

Proof. By 1.7, the tuples being 1-order equivalent implies that
$\mathcal{W}_{1}(\mathbf{s})=\mathcal{W}_{1}(\mathbf{r})$, which means we only have to prove the converse. We assume that the equality holds and show that the mapping $s_{i} \mapsto r_{i}$ extends to a well defined 1-order isomorphism of the generated operator systems. Define $\phi: \mathcal{S}(\mathbf{s}) \rightarrow \mathcal{S}(\mathbf{r})$ by:

$$
\phi\left(a_{0} \mathbb{1}_{\mathbf{s}}+\sum_{i} a_{i} s_{i}+b_{i} s_{i}^{*}\right):=a_{0} \mathbb{1}_{\mathbf{r}}+\sum_{i} a_{i} r_{i}+b_{i} r_{i}^{*} .
$$

We show that whenever the argument on the left hand side is positive, so is the image on the right hand side. Positive maps are bounded, which will also prove that this map is a well defined extension from span $\left\{s_{i}\right\}$ to $\mathcal{S}(\mathbf{s})$. Assuming positivity for the argument on the right hand side, we will prove that for any state $\psi: \mathcal{S}(\mathbf{r}) \rightarrow \mathbb{C}$ :

$$
\psi\left(a_{0} \mathbb{1}_{\mathbf{r}}+\sum_{i} a_{i} r_{i}+b_{i} r_{i}^{*}\right)=a_{0}+\sum_{i} a_{i} \psi\left(r_{i}\right)+b_{i} \psi\left(r_{i}\right)^{*} \geq 0 .
$$

Indeed, because $\psi: \mathcal{R} \rightarrow \mathbb{C}=\mathbb{M}_{1}$ is positive, it is completely positive, which means:

$$
\left(\psi\left(r_{1}\right), \ldots, \psi\left(r_{d}\right)\right) \in \mathcal{W}_{1}(\mathbf{r})=\mathcal{W}_{1}(\mathbf{s}),
$$

and thus $\left(\psi\left(r_{1}\right), \ldots, \psi\left(r_{d}\right)\right)$ is of the form $\left(\rho\left(s_{1}\right), \ldots, \rho\left(s_{d}\right)\right)$ for some completely positive $\rho: \mathcal{S} \rightarrow \mathbb{C}$. We can now conclude that:

$$
\begin{aligned}
a_{0}+\sum_{i} a_{i} \psi\left(r_{i}\right)+b_{i} \psi\left(r_{i}\right)^{*} & =a_{0}+\sum_{i} a_{i} \rho\left(s_{i}\right)+b_{i} \rho\left(s_{i}\right)^{*} \\
& =\rho\left(a_{0} \mathbb{1}_{\mathbf{s}}+\sum_{i} a_{i} s_{i}+b_{i} s_{i}^{*}\right) \geq 0
\end{aligned}
$$

which is what we wanted to prove. This gives is positivity for $\phi$ and positivity of $\phi^{-1}$ follows the same argument as for $\phi$, which means $\phi$ is a 1 -order isomorphism.

The next is an example of 1-Subhomogeneous tuple and a 2 -Subhomogeneous tuple, which are 1 -order equivalent but not 2 -order equivalent, thus proving that in general, Theorem 4.5 cannot be improved by choosing $N \leq$ $\max \left\{N_{\mathcal{S}}, N_{\mathcal{R}}\right\}$.

Example 4.7. Let $\mathcal{H}=L^{2}\left(\overline{\mathbb{B}}_{2}\right)$ such that $\overline{\mathbb{B}}_{2}$ is the closed unit ball in $\mathbb{R}^{2}$, and let $M_{x_{1}}, M_{x_{2}}$ be the multiplication by coordinate functions $M_{x_{i}} f\left(x_{1}, x_{2}\right)=$ $x_{i} f\left(x_{1}, x_{2}\right)$ for $i=1,2 .\left(M_{x_{1}}, M_{x_{2}}\right)$ is a pair of self-adjoint and commuting operators, which means by [5, Corollary 4.4] (and also, the first paragraph of Sect. 3) that the matrix range of this set is the minimal matrix convex set which has $\sigma\left(M_{x_{1}}, M_{x_{2}}\right)$ at its first level:

$$
\mathcal{W}\left(M_{x_{1}}, M_{x_{2}}\right)=\mathcal{W}^{\min }\left(\sigma\left(M_{x_{1}}, M_{x_{2}}\right)\right) .
$$

Moreover, [5, Theorem 2.7] tells us that:

$$
\mathcal{W}_{1}\left(M_{x_{1}}, M_{x_{2}}\right)=\operatorname{conv}\left(\sigma\left(M_{x_{1}}, M_{x_{2}}\right)\right)=\bar{B}_{2} .
$$

We then consider another pair $\left(F_{1}, F_{2}\right) \in B\left(\mathbb{C}^{2}\right)^{2}$ of matrices given by:

$$
F_{1}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad F_{2}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) .
$$

It is easily verified that this is a pair of anti-commuting unitaries. Applying [18, Corollary 5.9], we get that the mapping $M_{x_{i}} \mapsto F_{i}$ for $i=1,2$, extends to a unital and positive map from $\mathcal{S}\left(M_{x_{1}}, M_{x_{2}}\right)$ to $\mathcal{S}\left(F_{1}, F_{2}\right)$, and then, by Theorem 1.7:

$$
\mathcal{W}_{1}\left(F_{1}, F_{2}\right) \subset \mathcal{W}_{1}\left(M_{x_{1}}, M_{x_{2}}\right)
$$

We can prove that the converse inclusion also holds. Note that for every $\xi=\left(\xi_{1}, \xi_{2}\right) \in \mathbb{C}^{2}$ with $\left|\xi_{1}\right|^{2}+\left|\xi_{2}\right|^{2}=1$, we get that:

$$
\left(\xi^{*} F_{1} \xi, \xi^{*} F_{2} \xi\right) \in \mathcal{W}_{1}\left(F_{1}, F_{2}\right)
$$

Therefore, we have that for all $\theta \in[0,2 \pi]$, we can choose $\xi=\left(r_{1} e^{i \theta_{1}}, r_{2} e^{i \theta_{2}}\right)$ with:

$$
r_{1}=\sqrt{\frac{1+\cos (\theta)}{2}}, \quad r_{2}=\sqrt{\frac{1-\cos (\theta)}{2}}, \quad \cos \left(\theta_{1}-\theta_{2}\right)=\operatorname{sgn}(\sin (\theta)),
$$

and get that:

$$
\|\xi\|=1, \quad\left(\xi^{*} F_{1} \xi, \xi^{*} F_{2} \xi\right)=(\cos (\theta), \sin (\theta))
$$

This proves that $\mathcal{W}_{1}\left(F_{1}, F_{2}\right)$ contains the unit circle in $\mathbb{R}^{2}$, and by convexity:

$$
\mathcal{W}_{1}\left(M_{x_{1}}, M_{x_{2}}\right)=\bar{B}_{2} \subset \mathcal{W}_{1}\left(F_{1}, F_{2}\right)
$$

which gives the equality. By Lemma 4.6, we have that the pairs are 1-order equivalent.

We now show that they cannot be 2 -order equivalent. Indeed, by Theorem 5.3 we have that $\mathcal{W}\left(F_{1}, F_{2}\right)$ is 2-Subhomogeneous, while $\mathcal{W}\left(M_{x_{1}}, M_{x_{2}}\right)$ is 1-Subhomogeneous (by minimality). Therefore, a 2 -order isomorphism would imply an existence of a matrix extreme point in $\mathcal{W}_{2}\left(M_{x_{1}}, M_{x_{2}}\right)$ by Proposition 4.3 which is impossible.

Another consequence of the fact that $N$-Subhomogeneous operator systems correspond to $N$-Subhomogeneous matrix range, is the following generalization of Theorem 1.3 for Subhomogeneous operator systems.

Theorem 4.8. Let $\mathbf{s}, \mathbf{r}$ be two d-tuples such that $\mathcal{S}(\mathbf{s})$ is $N$-Subhomogeneous. If the mapping $r_{i} \mapsto s_{i}$ defines a unital $N$-positive map $\phi: \mathcal{S}(\mathbf{r}) \rightarrow \mathcal{S}(\mathbf{s})$, it is completely positive.

Proof. By Proposition 3.5, $\mathcal{W}(\mathbf{s})=\mathcal{W}^{N-\min }(\mathbf{s})$. For any UCP map $\psi: \mathcal{S}(\mathbf{s}) \rightarrow$ $\mathbb{M}_{n}$ (with $n \leq N$ ), we have that $\psi \circ \phi: \mathcal{S}(\mathbf{r}) \rightarrow \mathbb{M}_{n}$ is completely positive, which means that:

$$
\mathcal{W}_{n}(\mathbf{s}) \subset \mathcal{W}_{n}(\mathbf{r})
$$

From this inclusion, and the minimality of $\mathcal{W}(\mathbf{s})$ :

$$
\mathcal{W}(\mathbf{s})=\operatorname{co}\left(\mathcal{W}_{N}(\mathbf{s})\right) \subset \mathcal{W}(\mathbf{r}) .
$$

We can now use Theorem 1.7 again to conclude that the mapping $r_{i} \mapsto s_{i}$ extends to a UCP map, which is precisely what we wanted to prove.

### 4.2. Matrix Ranges Generated by Unitaries

The case where $\mathcal{S}, \mathcal{R}$ are both generated by $d$-tuples $\mathbf{s}, \mathbf{r}$ of unitaries is of particular interest. This is because unitaries are known to have some "rigidity" properties with respect to the algebraic structure of the algebras that they generate.

Recall that for an operator system $\mathcal{S}$ and the $C^{*}$-algebra $\mathcal{B}=B(\mathcal{H})$, we say that the map $\phi \in \operatorname{UCP}(\mathcal{S}, \mathcal{B})$ has the unique extension property if $\phi$ has a unique UCP extension to some $\Phi \in \operatorname{UCP}\left(C^{*}(\mathcal{S}), \mathcal{B}\right)$, and this map is a *-homomorphism. UCP maps which map unitary $d$-tuples to unitary $d$-tuples always have this property.

Theorem 4.9. Let $\mathbf{s}, \mathbf{r}$ be d-tuples of unitaries and assume that $s_{i} \mapsto r_{i}$ defines a UCP $\phi: \mathcal{S}(\mathbf{s}) \rightarrow \mathcal{S}(\mathbf{r})$. Then, this map has the unique extension property.

Proof. We may assume without loss of generality that $C^{*}(\mathbf{s})$ and $C^{*}(\mathbf{r})$ are concrete subalgebras of operators on Hilbert spaces $\mathcal{H}, \mathcal{K}$ respectively. In that case, we may apply Arveson's extension theorem (see [1, Corollary 1.2.3]) and find a UCP $\Phi: C^{*}(\mathbf{s}) \rightarrow B(\mathcal{K})$ which extends $\phi$. Then, we may apply Stinespring's dilation theorem (see [20, Theorem 1]) to find a Hilbert space $\mathcal{K}^{\prime}$, a $*$-homomorphism $\pi: C^{*}(\mathbf{s}) \rightarrow B\left(\mathcal{K}^{\prime}\right)$ and an isometry $V: \mathcal{K} \rightarrow \mathcal{K}^{\prime}$ such that for all $s \in C^{*}(\mathbf{s})$ :

$$
\Phi(s)=V^{*} \pi(s) V
$$

Since $V$ is an isometry, we may also identify $\mathcal{K}$ with the closed subspace $V \mathcal{K} \subset \mathcal{K}^{\prime}$. This way, we can decompose $\mathcal{K}^{\prime}=\mathcal{K} \oplus \mathcal{K}^{\perp}$ and write for all $a \in C^{*}(\mathbf{s}):$

$$
\pi(a)=\left(\begin{array}{cc}
\Phi(a) & \beta_{a} \\
\gamma_{a} & \delta_{a}
\end{array}\right)
$$

In particular, for all $i$, we have that $s_{i}$ and $\phi\left(s_{i}\right)=\Phi\left(s_{i}\right)$ are unitaries, which means that:

$$
\begin{aligned}
& \pi\left(s_{i}\right)^{*} \pi\left(s_{i}\right)=\left(\begin{array}{cc}
\phi\left(s_{i}\right)^{*} \phi\left(s_{i}\right)+\gamma_{i}^{*} \gamma_{i} & \phi\left(s_{i}\right)^{*} \beta_{i}+\gamma_{i}^{*} \delta_{i} \\
\beta_{i}^{*} \phi\left(s_{i}\right)+\delta_{i}^{*} \gamma_{i} & \beta_{i}^{*} \beta_{i}+\delta_{i}^{*} \delta_{i}
\end{array}\right) \\
= & \left(\begin{array}{cc}
\operatorname{Id}_{\mathcal{K}}+\gamma_{i}^{*} \gamma_{i} & \phi\left(s_{i}\right)^{*} \beta_{i}+\gamma_{i}^{*} \delta_{i} \\
\beta_{i}^{*} \phi\left(s_{i}\right)+\delta_{i}^{*} \gamma_{i} & \beta_{i}^{*} \beta_{i}+\delta_{i}^{*} \delta_{i}
\end{array}\right)=\left(\begin{array}{cc}
\operatorname{Id}_{\mathcal{K}} & 0 \\
0 & \mathrm{Id}_{\mathcal{K}^{\perp}}
\end{array}\right),
\end{aligned}
$$

so we can conclude that $\gamma_{i}^{*} \gamma_{i}=0$ (and similarly, $\beta_{i}^{*} \beta_{i}=0$ ), which implies that $\gamma_{i}=\beta_{i}=0$. Therefore:

$$
\pi\left(s_{i}\right)=\left(\begin{array}{cc}
r_{i} & 0 \\
0 & \delta_{i}
\end{array}\right)
$$

for all $i=1, \ldots, d$, and since $s_{i}$ generates $C^{*}(\mathbf{s})$, we get that $\Phi$ is multiplicative, which makes it a $*$-homomorphism.

Corollary 4.10. For a d-tuples $\mathbf{s}, \mathbf{r}$ of unitaries, the mapping $s_{i} \mapsto r_{i}$ defines a complete order isomorphism of $\mathcal{S}(\mathbf{s})$ and $\mathcal{S}(\mathbf{r})$ if and only if it extends to a *-isomorphism of $C^{*}(\mathbf{s})$ and $C^{*}(\mathbf{r})$. In particular, that *-isomorphism is the unique UCP extension of that map.

For a tuple $\mathbf{s}$, we say that $\mathbf{s}$ dilates to $\mathbf{r}$ if there are faithful $*$-representations $\pi: C^{*}(\mathbf{s}) \rightarrow B(\mathcal{H}), \rho: C^{*}(\mathbf{r}) \rightarrow B(\mathcal{K})$ and an isometry $V: \mathcal{H} \rightarrow \mathcal{K}$ such that:

$$
\pi\left(s_{i}\right)=V^{*} \rho\left(r_{i}\right) V
$$

for all $i=1, \ldots, d$. Note that identifying $V \mathcal{H}$ with $\mathcal{H}$ as closed subspaces of $\mathcal{K}$, we can also write the dilation as:

$$
\pi\left(s_{i}\right)=\left.P_{\mathcal{H}} \rho\left(r_{i}\right)\right|_{\mathcal{H}},
$$

Note that the dilation gives rise to a UCP map of $\mathcal{S}(\mathbf{r})$ to $\mathcal{S}(\mathbf{s})$ which maps $r_{i}$ to $s_{i}$. The converse is also true, meaning that the existence of such a UCP map implies a dilation by using Arveson's extension theorem and Stinespring's dilation theorem. We can now give significant improvement of Theorem 4.5 for tuples of unitaries.

Theorem 4.11. Let $\mathbf{s}, \mathbf{r}$ be two d-tuples of unitaries such that $\mathcal{W}(\mathbf{s})$ and $\mathcal{W}(\mathbf{r})$ are $N_{\mathbf{s}}$-Subhomogeneous and $N_{\mathbf{r}}$-Subhomogeneous, respectively. Setting $N=$ $\max \left\{N_{\mathbf{s}}, N_{\mathbf{r}}\right\}$, the following are equivalent.

1. $\mathbf{s}$ and $\mathbf{r}$ are $N$-order equivalent.
2. $\mathbf{s}$ and $\mathbf{r}$ are completely order equivalent.
3. $\mathbf{s}$ dilates to $\mathbf{r}$ and $\mathbf{r}$ dilates to $\mathbf{s}$.
4. $\mathcal{W}_{N}(\mathbf{s})=\mathcal{W}_{N}(\mathbf{r})$.
5. $\mathcal{W}(\mathbf{s})=\mathcal{W}(\mathbf{r})$.
6. $\mathbf{s}$ and $\mathbf{r}$ are $*$-isomorphic.

Proof. We already have $(1) \Longleftrightarrow(2) \Longleftrightarrow(4) \Longleftrightarrow(5)$. Note that $(2) \Longrightarrow(6)$ follows Corollary 4.10, and the preceeding remarks are essentially the proof of $(3) \Longleftrightarrow(6)$.

## 5. Operator Systems Related to the Noncommutative Tori

In this section, we apply the tools developed so far to the theory of $q$ commuting unitaries and, more generally, $\Lambda$-commuting unitaries. Given a self-adjoint matrix $\Lambda=\left(\lambda_{i j}\right)_{i, j=1}^{d}$ with $\left|\lambda_{i j}\right|=1$, we say that a $d$-tuple $u_{1}, \ldots, u_{d}$ of unitaries are $\Lambda$-commuting if $u_{i} u_{j}=\lambda_{i j} u_{j} u_{i}$. When $d=2$, $\Lambda$ is uniquely determined by a single complex number $q$ of modulus 1 , and in this case, we say that $u, v$ are $q$-commuting if $u v=q v u$.

## 5.1. $\boldsymbol{q}$-Commuting Unitaries

When $q$ is of the form $q=e^{2 \pi i \frac{k}{n}}$ for co-prime $k, n \in \mathbb{N}$, we will use the notation $q_{n, k}$ for convenience. The following proposition is folklore, and we provide a proof for completeness.

Proposition 5.1. Let $u, v$ be a pair of $q_{k, n}$-commuting unitaries, and let $\pi$ : $C^{*}(u, v) \rightarrow B(\mathcal{H})$ be an irreducible representation. Then $\operatorname{dim} \mathcal{H}=n$ and there exists an orthonormal basis for $\mathcal{H}$, such that $\pi(u), \pi(v)$ can be written in the form:

$$
\pi(u)=\lambda U, \quad \pi(v)=\eta V,
$$

where $U, V$ are given by:

$$
U=\operatorname{diag}\left(1, q_{n, k}, \ldots, q_{n, k}^{n-1}\right), \quad V=\left(\begin{array}{ccccc}
0 & 0 & \ldots & 0 & 1  \tag{2}\\
1 & 0 & \ldots & 0 & 0 \\
0 & 1 & \ldots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \ddots & 1 & 0
\end{array}\right)
$$

The pair $U, V$ will be referred as the standard representation of $q_{n, k}$-commuting unitaries.

Proof. Assume that $\pi: C^{*}(u, v) \rightarrow B(\mathcal{H})$ is an irreducible representation and define $\tilde{u}=\pi(u), \tilde{v}=\pi(v)$. For all $k, m \in \mathbb{N}$, we have that:

$$
\tilde{u}^{n} \pi\left(u^{k} v^{m}\right)=\pi\left(u^{n+k} v^{m}\right)=q_{k, n}^{n m}\left(u^{k} v^{m} u^{n}\right)=\pi\left(u^{k} v^{m}\right) \tilde{u}^{n},
$$

because $q_{k, n}^{n}=1$. The same calculation works for $\tilde{v}^{n}$ which shows that $\tilde{u}^{n}, \tilde{v}^{n} \in \pi\left(C^{*}(u, v)\right)^{\prime}$. Therefore, there exists some $\xi, \zeta$ of modulus 1 (because $\tilde{u}, \tilde{v}$ are unitaries), such that $\tilde{u}^{n}=\xi \operatorname{Id}_{\mathcal{H}}$ and $\tilde{v}^{n}=\zeta \operatorname{Id}_{\mathcal{H}}$. Given some non-zero vector $h \in \mathcal{H}$, we have

$$
\mathcal{K}=\operatorname{span}\left\{\tilde{u}^{\ell} \tilde{v}^{m} h \mid \ell, m \in\{-n+1, \ldots, n-1\}\right\} \subset \mathcal{H}
$$

is invariant of $\pi\left(C^{*}(u, v)\right)$, and by irreducibility, $\mathcal{K}=\mathcal{H}$, from which it holds that $\mathcal{H}$ is finite dimensional. Now, we can use the fact that $\tilde{u}$ is unitary, to find an eigenvector $\tilde{h}$ for $u$ for some eigenvalue $\lambda$ of modulus 1 , so that $\tilde{u} \tilde{h}=\lambda \tilde{h}$. But then, for all $\ell \in \mathbb{N}$ :

$$
\tilde{u} \tilde{v}^{\ell} \tilde{h}=q_{k, n}^{\ell} \tilde{v}^{\ell} \tilde{u} \tilde{h}=\lambda q_{k, n}^{\ell} \tilde{v}^{\ell} \tilde{h},
$$

so that $\left\{\tilde{h}, \tilde{v} \tilde{h}, \ldots, \tilde{v}^{n-1} \tilde{h}\right\}$ is a basis consisting of eigenvectors of $\tilde{u}$ for $n$ distinct eigenvalues. But again, we have that their span is an invariant subspace for $\pi\left(C^{*}(u, v)\right)$, which means that $\mathcal{H}=\operatorname{span}\left\{\tilde{h}, \ldots, \tilde{v}^{n-1} \tilde{h}\right\}$. Finally, choose some $\eta$ such that $\eta^{n}=\zeta^{-1}$. A direct calculation shows that with respect to the basis $\left\{\eta^{i-1} \tilde{v}^{i-1} \tilde{h}\right\}_{i=1}^{n}, \tilde{u}$ and $\tilde{v}$ take the desired form.

Since any boundary representation is irreducible by definition, we now have the following corollary.

Corollary 5.2. Let $\mathcal{S}=\mathcal{S}(u, v)$ be an operator system generated by $q_{k, n^{-}}$commuting unitaries. Then, $\operatorname{Abex}(U C P(\mathcal{S}))$ is not empty, and is contained in $\operatorname{\partial UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)$.

Proof. First, we know by Theorem 2.1 that $\operatorname{Abex}(\operatorname{UCP}(\mathcal{S}))$ are precisely the restrictions of boundary representations for $C^{*}(u, v)$ with respect to $\mathcal{S}(u, v)$. Boundary representations are irreducible so in our case, Proposition 5.1 shows that the boundary representation are mappings into $\mathbb{M}_{n}$ so
that $\operatorname{Abex}(\operatorname{UCP}(\mathcal{S})) \subset \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)$. By [6, Theorem 3.4], we know that any operator system admits a boundary representation, which also shows that $\operatorname{Abex}(\mathrm{UCP}(\mathcal{S}))$ is non-empty.

Using this corollary and our knowledge of matrix extreme points, we can give a characterization of UCP $(\mathcal{S})$ of an operator system generated by $q_{k, n}$-commuting unitaries.

Theorem 5.3. Let $\mathcal{S}=\mathcal{S}(u, v)$ be an operator system such that $u, v$ are $q_{k, n^{-}}$ commuting unitaries. Then:

1. $U C P(\mathcal{S})$ is $n$-Subhomogeneous.
2. $\partial \mathrm{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)=\operatorname{Abex}(U C P(\mathcal{S}))$, and this is the set of all restrictions of boundary representations for $\mathcal{S}$.
3. For all $1 \leq k<n, \partial \mathrm{UCP}\left(\mathcal{S}, \mathbb{M}_{k}\right)$ is non-empty, and any
$\varphi \in \partial \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{k}\right)$ can be written in one of two forms:

- $\varphi=\gamma^{*} \psi \gamma$ for $\psi \in \partial \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{k+1}\right)$.
- $\varphi=\gamma^{*} \psi \gamma$ for $\psi \in \operatorname{Abex}(U C P(\mathcal{S}))$.

Proof. Let $\varphi$ be a matrix extreme point in UCP $(\mathcal{S})$. By Theorem 2.2, we know that $\varphi \in \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{k}\right)$ is a pure UCP map, so by Theorem 2.5, it is of the form $\varphi=\gamma^{*} \psi \gamma$ for an isometry $\gamma$ and a restriction of a boundary representation $\psi=\left.\pi\right|_{\mathcal{S}}$. Since $\pi$ is a boundary representation, it is of dimension $n$ by Proposition 5.1, which means that $\psi \in \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)$. From this it follows that $k \leq n$. Proposition 5.1 also shows that $\operatorname{Abex}(\operatorname{UCP}(\mathcal{S})) \subset \partial \mathrm{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)$ is non-empty, which proves that UCP $(\mathcal{S})$ is $n$-Subhomogeneous. Lastly, if $\varphi \in \partial \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)$, it is either in $\operatorname{abex}(\operatorname{UCP}(\mathcal{S}))$ or it dilates to some matrix extreme point $\psi \in \partial \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{n+1}\right)$ by $\left[6\right.$, Lemma 2.3]. Since $\partial \mathrm{UCP}\left(\mathcal{S}, \mathbb{M}_{n+1}\right)$ is empty, $\varphi$ has to be in $\operatorname{abex}(\operatorname{UCP}(\mathcal{S}))$, and this completes the proof of the first and second parts of the theorem. Lastly, note that $\operatorname{UCP}(\mathcal{S}, \mathbb{C})$ is a compact and convex set, so by the Krein-Milman theorem, it has a classical extreme point, which has to be matrix extreme point in a trivial sense. By [6, Lemma 2.3], it dilates to a matrix extreme point in $\partial \mathrm{UCP}\left(\mathcal{S}, \mathbb{M}_{2}\right)$, which is not an absolute matrix extreme point unless $n=2$ (in which case we are done). When $n>2$, we can use the same lemma to dilate this point to other matrix extreme points in $\partial \mathrm{UCP}\left(\mathcal{S}, \mathbb{M}_{k}\right)$ for all $2 \leq k \leq n$, and then at level $n$, the point will be an absolute matrix extreme point and will not dilate to another point at a higher level. This proves that all levels up to level $n$ are non-empty in $\partial \mathrm{UCP}(\mathcal{S})$, and that all points below level $n$ are compressions of matrix extreme points from one level higher, which completes the proof.

We now move to consider the case where the angle is an irrational multiple of $\pi$, that is, $q=e^{2 \pi i \theta}$ with $\theta \in[0,1] \backslash \mathbb{Q}$.

Proposition 5.4. Let $u, v$ be a pair of $q$-commuting unitaries where $q$ is irrational, and let $\pi: C^{*}(u, v) \rightarrow B(\mathcal{H})$ be an irreducible representation. Then $\mathcal{H}$ is infinite dimensional.

Proof. Assume by contradiction that $\mathcal{H}$ is finite dimensional. In that case, $\pi(u)$ is a unitary acting on a finite dimensional vector space, which means
that it has a non-zero eigenvector $h \in \mathcal{H}$ for some non-zero eigenvalue $\lambda \in \mathbb{T}$. In that case, $\pi(v)^{k} h$ is a non-zero vector satisfying:

$$
\pi(u) \pi(v)^{k} h=q^{k} \pi(v)^{k} \pi(u) h=\lambda q^{k} \pi(v)^{k} h
$$

which means that $\left\{\pi(v)^{k} h\right\}_{k=0}^{\infty}$ is an infinite set of eigenvectors of distinct eigenvalues, and therefore, they are linearly independent which contradicts the fact that $\mathcal{H}$ is finite dimensional.

This provides us with enough information to describe the matrix state space of UCP $(\mathcal{S})$ in the irrational case.

Theorem 5.5. Let $\mathcal{S}=\mathcal{S}(u, v)$ be an operator system such that $u, v$ are $q$ commuting unitaries for irrational $q$. Then:

1. $U C P(\mathcal{S})$ is not finitely generated.
2. $\operatorname{abex}(U C P(\mathcal{S}))=\emptyset$.
3. $\partial \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{k}\right)$ is non-empty for all $k \in \mathbb{N}$, and any $\varphi \in \partial \mathrm{UCP}\left(\mathcal{S}, \mathbb{M}_{k}\right)$ can be written in the two forms:

- $\varphi=\gamma^{*} \psi \gamma$ for an isometry $\gamma$ and $\psi \in \partial \mathrm{UCP}\left(\mathcal{S}, \mathbb{M}_{k+1}\right)$.
- $\varphi=\left.V^{*} \pi\right|_{\mathcal{S}} V$ for an isometry $V$ and $\pi$ a boundary representation for $\mathcal{S}$.

Proof. $\mathrm{UCP}(\mathcal{S}, \mathbb{C})$ is a compact convex set in a locally convex topological vector space. By the Krein-Milman theorem, there is a classical extreme point in this set, which has to be a matrix extreme point, so $\partial \mathrm{UCP}(\mathcal{S}, \mathbb{C})$ is nonempty. For such a matrix extreme point $\varphi$, we know that it is a pure point by Theorem 2.2, but it is not maximal, because then it would be a restriction of a boundary representation by [6, Lemma 2.1] which contradicts Proposition 5.4. We may now use [6, Lemma 2.3], and dilate $\varphi$ to a matrix extreme point at level 2 , so that $\partial \operatorname{UCP}\left(\mathcal{S}, \mathbb{M}_{2}\right) \neq \emptyset$. But we can now continue by repeating this process and dilate a matrix extreme point in $\partial \mathrm{UCP}\left(\mathcal{S}, \mathbb{M}_{n}\right)$ to a matrix extreme point in $\partial \mathrm{UCP}\left(\mathcal{S}, \mathbb{M}_{n+1}\right)$, because this process will reach a boundary representation in a finite amount of steps of this form. This shows that there are matrix extreme points at every level of the set, which proves (1) and proves the first part of (3). (2) is an immediate consequence of Proposition 5.4, and Theorem 2.1. Finally, the second part of (3) is the work of Davidson and Kennedy (see [6, Theorem 2.4]).

By using this characterization, we show that rational
$q_{k, n}$-commuting unitaries can be detected through their $n$-order structure.

Theorem 5.6. Let $u, v$ be a pair of $q_{k, n}$-commuting unitaries, and let $\tilde{u}, \tilde{v}$ be a pair of $q$-commuting unitaries ( $q$ might be irrational). Assume that the mapping $\tilde{u} \mapsto u, \tilde{v} \mapsto v$ defines a unital and n-positive map. Then, $q=q_{k, n}$, and this map is completely positive. If this mapping is an n-order isomorphism, it extends to $a *$-isomorphism of $C^{*}(u, v)$ and $C^{*}(\tilde{u}, \tilde{v})$.

Proof. First note that by Theorem 5.3, UCP $(\mathcal{S}(u, v))$ is $n$-generated. By Theorem 4.8, the unital and $n$-positive map of $\mathcal{S}(\tilde{u}, \tilde{v})$ to $\mathcal{S}(u, v)$ which is defined by $\phi(\tilde{u})=u, \phi(\tilde{v})=v$ is completely positive. Therefore, we invoke

Theorem 4.9 and get that $\phi$ has the unique extension property, and thus extends to a *-homomorphism of $C^{*}(\tilde{u}, \tilde{v})$ to $C^{*}(u, v)$, which we denote as $\pi$. We now have that $u v=q_{k, n} v u$, but also:

$$
u v=\pi(\tilde{u} \tilde{v})=q \pi(\tilde{v} \tilde{u})=q v u
$$

from which it follows that $q=q_{k, n}$. In the case where $\phi$ defines an $n$-order isomorphism of the corresponding operator systems, we also have an extension of $\phi$ to a $*$-isomorphism of the generated $C^{*}$-algebras.

## 5.2. $\boldsymbol{\Lambda}$-Commuting $\boldsymbol{d}$-tuples

Theorem 5.3 gives us a complete description of the boundary representations of $q$-commuting unitaries. But the proof relies, in part, on the fact we are working with pairs of $q$-commuting unitaries. Characterizing the boundary representations for more general $\Lambda$-commuting unitaries is harder. Even the dimensions of those representations are unknown in general (although there are some results, such as [12, Proposition B.1]). But when $\Lambda=\left(\lambda_{i j}\right)_{i, j=1}^{d}$ is a self-adjoint complex matrix with $\left|\lambda_{i j}\right|=1$ and $\lambda_{i j}=e^{2 \pi i \frac{k_{i j}}{n_{i j}}}$ are rational, we can still give some bound on the dimension of the irreducible representations.

Proposition 5.7. Let $\mathbf{s}$ be a d-tuple of $\Lambda$-commuting unitaries for some rational $\Lambda$. Let $N=\operatorname{lcm}\left\{n_{i j}\right\}$. If $\pi: C^{*}(\mathbf{s}) \rightarrow B(\mathcal{H})$ is irreducible, then $\mathcal{H}$ is finite dimensional, and $\operatorname{dim} \mathcal{H} \leq N^{d}$.

Proof. Similar to the $q$-commuting case, we set $U_{i}=\pi\left(s_{i}\right)$, and note that for all $r_{1}, \ldots, r_{d} \in \mathbb{Z}$ :

$$
U_{i}^{N} \prod_{j=1}^{d} U_{j}^{r_{j}}=\left(\prod_{\substack{j=1 \\ j \neq i}}^{d} \lambda_{i j}^{N r_{j}}\right)\left(\prod_{j=1}^{d} U_{j}^{r_{j}}\right) U_{i}^{N}=\left(\prod_{j=1}^{d} U_{j}^{r_{j}}\right) U_{i}^{N}
$$

which means that $U_{i}^{N} \in \pi\left(C^{*}(\mathbf{s})\right)^{\prime}$ for $i=1, \ldots, d$. By irreducibility, there exists some scalars $\eta_{1}, \ldots, \eta_{d}$ of modulus 1 , such that $U_{i}^{N}=\eta_{i} \operatorname{Id}_{\mathcal{H}}$ for $i=$ $1, \ldots, d$. Picking some non-zero vector $\xi \in \mathcal{H}$, we have that:

$$
\mathcal{K}=\operatorname{span}\left\{\prod_{j=1}^{d} U_{j}^{r_{j}} \xi \mid r_{j} \in\{0, \ldots, N-1\}, j=1, \ldots, d\right\}
$$

from which irreducibility implies $\mathcal{K}=\mathcal{H}$, and $\mathcal{H}$ is finite dimensional. Since the space is spanned by at most $N^{d}$ vectors, we also have the bound on the dimension.

Note that the example in [12, Proposition B.1] shows a 3-tuple of unitaries which are $\Lambda$-commuting for $\lambda_{i, i+1}=e^{2 \pi i \frac{m}{n}}$, but are irreducibly represented on an $n$-dimensional Hilbert space, a dimension smaller than the estimate, $n^{3}$. Although we do not have an exact knowledge of the dimensions of irreducible representations of such tuples, we still have a bound. We can thus show that they are all Subhomogeneous.

A $d$-tuple $\mathbf{s}^{\Lambda}$ is said to be a universal $d$-tuple of $\Lambda$-commuting unitaries is for every $\Lambda$-commuting $d$-tuple of unitaries $\mathbf{s}$, there exists a surjective $*$ homomorphism $\pi: C^{*}\left(\mathbf{s}^{\Lambda}\right) \rightarrow C^{*}(\mathbf{s})$ such that $\pi\left(s_{i}^{\Lambda}\right)=s_{i}$ for all $i$.

Proposition 5.8. Let $\Lambda=\left(\lambda_{i j}\right)_{i, j=1}^{d}$ be rational and set $\mathbf{s}^{\Lambda}$ to be the universal $d$-tuple of $\Lambda$-commuting unitaries. Then, $U C P\left(\mathcal{S}\left(\mathbf{s}^{\Lambda}\right)\right)$ is $N(\Lambda)$-Subhomogeneous for some $N(\Lambda) \leq N^{d}$, and whenever $\mathbf{r}$ is a d-tuple of $\Lambda$-commuting unitaries, then $U C P(\mathcal{S}(\mathbf{r}))$ is
$n$-Subhomogeneous for some $n \leq N(\Lambda)$.
Proof. First, note that by Proposition 5.7, all boundary representations of $\mathcal{S}\left(\mathbf{s}^{\Lambda}\right)$ are of dimension lower or equal to $N^{d}$. Let $N(\Lambda)$ be the largest integer for which there exits a boundary representation on an $N(\Lambda)$ dimensional Hilbert space. By combining Theorems 2.1, 2.2 and [6, Theorem 2.4], we get that all absolute matrix extreme points are in $\operatorname{UCP}\left(\mathcal{S}\left(\mathbf{s}^{\Lambda}\right), k\right)$ with $k \leq N(\Lambda)$, and that any other matrix extreme points are compressions of such points, which means that all extreme points lie in $\operatorname{UCP}\left(\mathcal{S}\left(\mathbf{s}^{\Lambda}\right), \mathbb{M}_{k}\right)$ for $k \leq N(\Lambda)$. Because there is an absolute matrix extreme point in $\operatorname{UCP}\left(\mathcal{S}\left(\mathbf{s}^{\Lambda}\right), \mathbb{M}_{N(\Lambda)}\right)$, we have that $\operatorname{UCP}\left(\mathcal{S}\left(\mathbf{s}^{\Lambda}\right)\right)$ is $N(\Lambda)$-generated. Next, let $\mathbf{r}$ be a $d$-tuple of $\Lambda$-commuting unitaries. By the universal property of $\mathcal{S}\left(\mathbf{s}^{\Lambda}\right)$, there exists a *-homomorphism $\rho: C^{*}\left(\mathbf{s}^{\Lambda}\right) \rightarrow C^{*}(\mathbf{r})$ such that $\rho\left(s_{i}^{\Lambda}\right)=r_{i}$. Therefore, if $\varphi \in \operatorname{abex}(\operatorname{UCP}(\mathcal{S}(\mathbf{r})))$, it is a restriction of a boundary representation $\pi$ : $C^{*}(\mathbf{r}) \rightarrow B(\mathcal{H})$, which means that $\pi \circ \rho: C^{*}\left(\mathbf{s}^{\Lambda}\right) \rightarrow B(\mathcal{H})$ is a boundary representation, and thus an absolute matrix extreme point in $\operatorname{UCP}\left(\mathcal{S}\left(\mathbf{s}^{\Lambda}\right)\right)$. Therefore, $\operatorname{dim} \mathcal{H} \leq N(\Lambda)$. This means that the largest integer $n$ for which a boundary representation for $\mathcal{S}(\mathbf{r})$ exists, must satisfy $n \leq N(\Lambda)$, we get that $\mathrm{UCP}(\mathcal{S}(\mathbf{r}))$ is $n$-generated for some $n \leq N(\Lambda)$.

We finish this part by extending Theorems 5.6 and 4.5 for the case of $\Lambda$-commuting unitaries.

Theorem 5.9. Let $\Lambda$ be rational and let $\mathbf{s}$ be a d-tuple of $\Lambda$-commuting unitaries. If $\mathbf{r}$ is a d-tuple of $\tilde{\Lambda}$-commuting unitaries. If the mapping $r_{i} \mapsto s_{i}$ extends to a unital $N(\Lambda)$-positive map $\phi: \mathcal{S}(\mathbf{r}) \rightarrow \mathcal{S}(\mathbf{s})$, then $\Lambda=\tilde{\Lambda}$. In particular, if the mapping is an $N(\Lambda)$-order isomorphism, the tuples are completely order equivalent and generate isomorphic $C^{*}$-algebras.

Proof. Under the assumptions, we have that UCP $(\mathcal{S}(\mathbf{s}))$ is $n$-generated for some $n \leq N(\Lambda)$. By Theorem 4.8, we have that the unital $N(\Lambda)$-positive map which maps $r_{i}$ to $s_{i}$ for $i=1, \ldots, d$, is completely positive. Therefore, we use Theorem 4.9 to conclude that this mapping has the UEP, and thus extends to a $*$-homomorphism of the generated $C^{*}$-algebras. Since this map is multiplicative, we use similar calculations as the $d=2$ case, to get that $\Lambda=\tilde{\Lambda}$. If the mapping defines an $N(\Lambda)$-order isomorphism, we now have an inverse which is $N(\Lambda)$-positive, and get that this map extends to a $*$ isomorphism of the $C^{*}$-algebras.

And finally:
Theorem 5.10. Let $\Lambda$ be rational and $\mathbf{s}$ be a d-tuple of $\Lambda$-commuting unitaries. For a d-tuple $\mathbf{r}$ of $\tilde{\Lambda}$-commuting unitaries, the following are equivalent:

1. $\mathbf{s}$ and $\mathbf{r}$ are $N(\Lambda)$-order equivalent.
2. $\mathbf{s}$ and $\mathbf{r}$ are completely order equivalent.
3. $\mathbf{s}$ dilates to $\mathbf{r}$ and $\mathbf{r}$ dilates to $\mathbf{s}$.
4. $\mathcal{W}_{N(\Lambda)}(\mathbf{s})=\mathcal{W}_{N(\Lambda)}(\mathbf{r})$.
5. $\mathcal{W}(\mathbf{s})=\mathcal{W}(\mathbf{r})$.
6. $\mathbf{s}$ and $\mathbf{r}$ are $*$-isomorphic.

Proof. (1) $\Longleftrightarrow(2)$ follows Theorem 5.9. (2) $\Longleftrightarrow$ (3) follows the discussion following Corollary 4.10. $(2) \Longleftrightarrow(5)$. For $(5) \Longrightarrow(4)$, note that we only have to prove $(4) \Longrightarrow(5)$. Because $\mathcal{W}(\mathbf{s})$ is $n$-generated for some $n \leq N(\Lambda)$, by Proposition 5.8. Therefore, we invoke Proposition 3.5 and conclude that $\mathcal{W}(\mathbf{s})$ is $N(\Lambda)$-minimal, which means that $\mathcal{W}(\mathbf{s}) \subset \mathcal{W}(\mathbf{r})$ and by Theorem 1.7, there exists a UCP map of the corresponding operator systems, mapping $r_{i}$ to $s_{i}$. By Theorem 5.9, this map extends to a $*$-homomorphism of the generated $C^{*}$-algebras, from which it follows that $\Lambda=\tilde{\Lambda}$. Now, we can repeat those arguments for $\mathcal{W}(\mathbf{r})$, and get (5). Finally, (2) $\Longleftrightarrow$ (6) also follows Theorem 5.9.

## 6. Classification Up to Unital Isometries

In this section, we try to investigate whether the conditions of Theorem 5.6 are strict. Namely, does there exist a pair of $q_{k, n}$ commuting unitaries which is $m$-order equivalent (for $m<n$ ) to some $q$-commuting pair, but the two pairs are not completely order equivalent?

More specifically, we move to consider unital isometries. Because unital isometries are positive, they are an example of 1-order isomorphism (see [19, Proposition 2.11]). The following theorem provides a relation between the existence of unital isometries to certain dilation properties of $q$-commuting unitaries.

Theorem 6.1. [11, Theorem 6.4] Let $\theta, \theta^{\prime} \in[0,1], q=e^{2 \pi i \theta}, q^{\prime}=e^{2 \pi i \theta^{\prime}}$ and $\gamma=\theta-\theta^{\prime}$. The smallest constant $c_{\theta, \theta^{\prime}}$ such that every pair of $q$-commuting unitaries can be dilated to $c_{\theta, \theta^{\prime}}$ times a pair of $q^{\prime}$-commuting unitaries is given by:

$$
c_{\theta, \theta^{\prime}}=c_{\gamma}=\frac{4}{\left\|u_{\gamma}+u_{\gamma}^{*}+v_{\gamma}+v_{\gamma}^{*}\right\|},
$$

where $u_{\gamma}, v_{\gamma}$ are the universal pair of $e^{i \gamma}$-commuting unitaries.
Setting $c_{\theta}:=c_{\theta, 0}$, we get from the theorem that the existence of a unital isometry between $\left(u_{\theta}, v_{\theta}\right)$ and $\left(u_{\theta^{\prime}}, v_{\theta^{\prime}}\right)$ (where the two pairs are universal), implies that $c_{\theta}=c_{\theta^{\prime}}$. We do not know if the converse is true in general, but we can deduce that whenever such an isometry cannot exist, the corresponding dilation constants must be different. The following corollary now follows easily from our now set of tools.

Corollary 6.2. For $\theta \in[0,1], c_{\theta}=1$ if and only if $\theta=0$ or $\theta=1$.
Proof. If $\theta=0$ or $\theta=1$, there is nothing to prove, because every pair of commuting unitaries is a dilation of itself. On the other hand, if a pair of $q$ commuting unitaries dilate to a pair of commuting unitaries (with $q^{\prime}=1$ ), we
can invoke Theorem 5.6 (because a the dilation implies a completely positive map which maps the commuting unitaries to the $q$-commuting unitaries) and get that $q^{\prime}=q$ so that $\theta=0$ or $\theta=1$.

When $\theta \neq 0,1$, there are still some cases of two different angles which correspond to the same dilation constant. For example, for all $\theta \in[0,1]$, it is known that $c_{\theta}=c_{1-\theta}$. In the following proposition we provide another proof for this fact, and we also give an example of a large family of 1-order isomorphic but not completely order isomorphic $q$-commuting pairs.

Proposition 6.3. Let $\theta \in[0,2 \pi]$. Then, the mapping $u_{\theta} \mapsto u_{1-\theta}, v_{\theta} \mapsto v_{1-\theta}$ extends to a unital isometry of the operator systems. Moreover, $c_{\theta}=c_{1-\theta}$.

Before giving the proof, note that for all $n \in \mathbb{N}$, we have that the universal pair of $q_{1, n}$-commuting and the universal pair of $q_{(n-1), n}$-commuting unitaries are 1-order equivalent but not completely order equivalent. This gives a family of examples for $n$-Subhomogeneous operator systems which are 1 -order isomorphic but not $n$-order isomorphic (and in particular, not completely order isomorphic). We now move to the proof of the proposition.
Proof. Assume first that $\theta=\frac{k}{n}$ for coprime $k, n \in \mathbb{N}$ and set $q=e^{2 \pi i \theta}, q^{\prime}=$ $e^{2 \pi i(1-\theta)}$. Considering $U, V$ the standard representation as in (2), we see that if $U V=q V U$, then:

$$
U^{t} V^{t}=(V U)^{t}=\bar{q}(U V)^{t}=q^{\prime} V^{t} U^{t}
$$

which means that $U^{t}, V^{t}$ is a pair of $q^{\prime}$-commuting unitaries. Moreover, the mapping $\phi: \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ given by $\phi(a)=a^{t}$ is a unital isometry, which means that its restriction of $\mathcal{S}(U, V)$ is a unital isometry. Next, we let $U_{\theta}, V_{\theta}$ be the universal pair of $q$-commuting unitaries, which is given by:

$$
U_{\theta}=\bigoplus_{\alpha, \beta \in \mathbb{T}} U_{\theta, \alpha, \beta}, \quad V_{\theta}=\bigoplus_{\alpha, \beta \in \mathbb{T}} V_{\theta, \alpha, \beta}
$$

where $U_{\theta, \alpha, \beta}=\alpha U$ and $V_{\theta, \alpha, \beta}=\beta V$. In that case, the mapping $U_{\theta} \mapsto U_{\theta}$ and:

$$
V_{\theta} \mapsto \bigoplus_{\alpha, \beta \in \mathbb{T}} V_{\theta, \alpha, \beta}^{t}
$$

is a unital isometry from $\mathcal{S}\left(U_{\theta}, V_{\theta}\right)$ to $\mathcal{S}\left(U_{\theta}, V_{\theta}^{t}\right)$. But $U_{\theta}, V_{\theta}^{t}$ are a universal pair of $\bar{q}=q^{\prime}$ commuting unitaries, which completes the proof for the rational case.

Assuming that $\theta$ is irrational, we consider the following pair of infinite matrices:

$$
u=\left(q^{n} \delta_{n, m}\right)_{n, m \in \mathbb{Z}}, \quad v=\left(\delta_{n, m+1}\right)_{n, m \in \mathbb{Z}}
$$

which act on $\ell_{2}(\mathbb{Z})$. Those are clearly $q$-commuting unitaries, and they form a universal pair (by [3, Theorem 1.9 and 1.10]). Working similarly to the rational case, we have that the transpose map $u \mapsto u^{t}=u$ and $v \mapsto v^{t}$, defines a unital isometry of the generated operator systems, where the second operator system is generated by $u, v^{t}$, which is a universal pair of $q^{\prime}=\bar{q}$ commuting unitaries. This completes the proof.

Funding Open access funding provided by Technion - Israel Institute of Technology. This research was done as part of the author's MSC thesis at the Department of Mathematics at the Technion - Israel Institute of Technology under the supervision of Orr Shalit, and was partially funded by Israel Science Foundation Grant no. 431/20. The support of the department and the Technion Graduate School are greatly appreciated.

Data availability Data sharing not applicable to this article as no datasets were generated or analysed during the current study.

Open Access. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http:// creativecommons.org/licenses/by/4.0/.

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

## References

[1] Arveson, William B.: Subalgebras of C*-algebras. Acta Math. 123, 141-224 (1969)
[2] Arveson, William B.: The noncommutative Choquet boundary. J. Am. Math. Soc. 21(4), 1065-1084 (2008)
[3] Boca, Florin-Petre.: Rotation C*-algebras and Almost Mathieu Operators. The Theta Foundation, Bucharest (2001)
[4] Choi, Man-Duen.: Positive linear maps on C*-algebras. Canadian J. Math. 24(3), 520-529 (1972)
[5] Davidson, Kenneth R., Dor-On, Adam, Shalit, Orr M., Solel, Baruch: Dilations, inclusions of matrix convex sets, and completely positive maps. Int. Math. Res. Notices 2017(13), 4069-4130 (2017)
[6] Davidson, Kenneth R., Kennedy, Matthew: The Choquet boundary of an operator system. Duke Math. J. 164(15), 2989-3004 (2015)
[7] Dritschel, M.A., McCullough, S.A.: Boundary representations for families of representations of operator algebras and spaces. J. Oper. Theory $\mathbf{5 7}(1)$, 159167, (2005)
[8] Evert, E., Helton, J.W., Klep, I., McCullough, S.: Extreme points of matrix convex sets, free spectrahedra, and dilation theory. J. Geom. Anal. 28(2), 13731408 (2018)
[9] Farenick, Douglas R.: Extremal matrix states on operator systems. J. London Math. Soc. 61(3), 885-892 (2000)
[10] Farenick, Douglas R., Tessier, Ryan: Purity of the embeddings of operator systems into their $\mathrm{C}^{*}$-and injective envelopes. Pac. J. Math. 317(2), 317-338 (2022)
[11] Gerhold, Malte, Shalit, Orr M.: Dilations of q-commuting unitaries. Int. Math. Res. Notices 2022(1), 63-88 (2022)
[12] Gerhold, Malte, Pandey, Satish K., Shalit, Orr M., Solel, Baruch: Dilations of unitary tuples. J. London Math. Soc. 104(5), 2053-2081 (2021)
[13] Hartz, Michael, Lupini, Martino: Dilation theory in finite dimensions and matrix convexity. Israel J. Math. 245(1), 39-73 (2021)
[14] Kleski, C.: Boundary representations and pure completely positive maps. J. Oper. Theory 71(1), 45-62 (2014)
[15] Kriel, Tom-Lukas.: An introduction to matrix convex sets and free spectrahedra. Complex Anal. Oper. Theory 13(7), 3251-3335 (2019)
[16] Loebl, Richard I., Paulsen, Vern I.: Some remarks on C*-convexity. Linear Algebra Appl. 35, 63-78 (1981)
[17] Muhly, P.S., Solel, B.: An algebraic characterization of boundary representations. In: Nonselfadjoint operator algebras, operator theory, and related topics, pp. 189-196. Springer (1998)
[18] Passer, Benjamin, Shalit, Orr M., Solel, Baruch: Minimal and maximal matrix convex sets. J. Funct. Anal. 274(11), 3197-3253 (2018)
[19] Paulsen, V.: Completely Bounded Maps and Operator Algebras. Cambridge Studies in Advanced Mathematics, Cambridge University Press, Cambridge (2002)
[20] Stinespring, W.F.: Positive functions on C*-algebras. Proc. Am. Math. Soc. 6(2), 211-216 (1955)
[21] Tomiyama, Jun: On the geometry of positive maps in matrix algebras. ii. Linear Algebra Appl. 69, 169-177 (1985)
[22] Webster, Corran, Winkler, Soren: The Krein-Milman theorem in operator convexity. Trans. Am. Math. Soc. 351(1), 307-322 (1999)

Ran Kiri ( $\boxtimes$ )<br>Mathematics Department<br>Technion Israel Institute of Technology<br>Haifa<br>Israel<br>e-mail: rankiri@campus.technion.ac.il

Received: March 12, 2023.
Revised: March 25, 2024.
Accepted: March 31, 2024.

