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#### Abstract

We study the gauge-invariant ideal structure of the NicaToeplitz algebra $\mathcal{N} \mathcal{T}(X)$ of a product system $(A, X)$ over $\mathbb{N}^{n}$. We obtain a clear description of $X$-invariant ideals in $A$, that is, restrictions of gauge-invariant ideals in $\mathcal{N T}(X)$ to $A$. The main result is a classification of gauge-invariant ideals in $\mathcal{N T}(X)$ for a proper product system in terms of families of ideals in $A$. We also apply our results to higher-rank graphs.
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## 1. Introduction

Product systems of $C^{*}$-correspondences over semigroups are a powerful framework for studying symmetries and dynamics in noncommutative geometry. The theory was first developed by Pimsner [22] for a single correspondence, and then it was extended to discrete semigroups by Fowler [9]. A product system $(A, X)$ over a $C^{*}$-algebra $A$ is a collection $\left\{X^{p}\right\}_{p \in P}$ of $A$ - $A$ correspondences ( $A$-bimodules with special properties) indexed by a semigroup $P$ together with specified isomorphisms $X^{p} \otimes_{A} X^{q} \cong X^{p q}$ (see Definition 2.8). There are product systems associated to semigroup dynamical systems, higher-rank (topological) graphs [12,14,24], self-similar groups [8,18], and factorial languages [6], yet this merely represents a portion of the applications of product systems.

Like many other mathematical objects, product systems are studied through their representations (see Definition 2.9). There is a universal algebra $\mathcal{T}_{X}$ for representations of $(A, X)$. When the semigroup is embedded into a group $G$, the algebra $\mathcal{T}_{X}$ comes with a natural coaction of $C^{*}(G)$ such that $X^{p}$ is homogeneous of degree $p \in G$. When the group is abelian, the coaction is equivalent to an action of the dual group $\widehat{G}$, which is called the gauge action. We only study product systems over $\mathbb{N}^{n}$, in which case the gauge group is $\mathbb{T}^{n}$.

To incorporate classical constructions such as graph $C^{*}$-algebras and semicrossed products into the theory, we have to restrict the set of representations by imposing additional conditions. The corresponding universal algebra is then a certain gauge-invariant quotient of $\mathcal{T}_{X}$. In case of a single correspondence $X$, Katsura [13] classified all the gauge-invariant ideals in $\mathcal{T}_{X}$ in terms of pairs of ideals in $A$. Among these, there is a unique maximal gauge-invariant ideal $\mathcal{C}_{\mathcal{I}}$ which intersects trivially with the base algebra A. The quotient $\mathcal{O}_{X}:=\mathcal{T}_{X} / \mathcal{C}_{\mathcal{I}}$ is called the Cuntz-Pimsner algebra of $X$. Katsura also defined relative Cuntz-Pimsner algebras as quotients by other gauge-invariant ideals.

The higher rank case is much more complicated since ideals in $\mathcal{T}_{X}$ come not only from ideals of $A$ but also from linear relations on projections corresponding to the base semigroup $P$. Further information about the emerging problems can be found in [16,17]. Based on the work [19] by Nica, Fowler [9] proposed to restrict the set of representations by imposing the so-called Nica-covariance condition. It turns out that most of the interesting representations are Nica-covariant and in the case of compactly aligned $X$ there is a universal algebra $\mathcal{N T}(X)$ called the Nica-Toeplitz algebra. This algebra is much more tractable than $\mathcal{T}_{X}$.

A substantial work on the generalization of Katsura's results to the higher rank case was done by several authors. Sims and Yeend [27] defined the Cuntz-Nica-Pimsner algebra $\mathcal{N O}(X)$ of a product system over a quasi-lattice ordered group. Their construction unifies algebras of higher-rank graphs and Katsura's Cuntz-Pimsner algebra. Carlsen, Larsen, Sims, and Vittadello [3] proposed another definition, which coincides with that of Sims-Yeend under a certain amenability condition. In terms relevant to our paper, they demonstrated the existence of a unique maximal gauge-invariant ideal within $\mathcal{N T}(X)$ not meeting the base algebra $A$. The quotient by this ideal is then the co-universal Cuntz-Nica-Pimsner algebra of the product system $(A, X)$. The co-universal property was extensively studied by several authors in [5, 7, 25].

However, the gauge-invariant ideal structure of the Nica-Toeplitz algebra $\mathcal{N T}(X)$ remained unknown (see [6, Question 9.2]). We aim to fill this gap by describing the gauge-invariant ideal lattice of $\mathcal{N T}(X)$ in the special case of proper product systems over the semigroups $\mathbb{N}^{n}$. The main result is a description of the gauge-invariant ideal lattice of $\mathcal{N T}(X)$ in Theorem 4.15.

In order to classify gauge-invariant ideals in $\mathcal{N T}(X)$ we adapt the methods of [13] to the higher-rank case. The adaptation significantly relies on the results of Dor-On and Kakariadis [6]. They defined a wide class of strongly compactly aligned product systems and described the Cuntz-Nica-Pimsner algebra $\mathcal{N O}(X)$ of a strongly compactly aligned $\mathbb{N}^{n}$-product system $(A, X)$ as a universal algebra for CNP-representations. These are representations where certain covariance conditions are satisfied on explicitly defined ideals $\left\{\mathcal{I}^{F}\right\}_{F \subset\{1, \ldots, n\}}$ of $A$ (see Definition 2.13).

We first consider an arbitrary strongly compactly aligned $\mathbb{N}^{n}$-product system $(B, Y)$. We define invariant ideals in $B$ as ideals coming from the gauge-invariant ideals of $\mathcal{N O}(Y)$ (see Definition 3.1). In order to describe these ideals we define two weaker notions: positively invariant (Definition 3.2)
and negatively invariant (Definition 3.7) ideals. Finally, we show that an ideal is invariant if and only if it is negatively and positively invariant (Theorem 3.9). The whole Sect. 3 is a direct generalization of [13, Sect. 4], including the three notions of invariance.

Next, we focus on a proper product system $(A, X)$ and classify gaugeinvariant ideals in $\mathcal{N T}(X)$ and $\mathcal{N O}(X)$. In the rank 1 case, these ideals are classified by T-pairs and O-pairs of ideals in $A$ (see [13, Sect. 5]). It turns out that we need families of $2^{n}$ ideals in the rank $n$ case. We define three types of families of ideals in $A$ : T-families, O-families (see Definition 4.2) and invariant families (see Definition 4.1). We show that there is an order-preserving bijection between T-families and invariant families in Proposition 4.4.

Following this, given an invariant family $K=\left\{K^{F}\right\}_{F \subset\{1, \ldots, n\}}$, we define an extended product system $\boldsymbol{X}_{K}$ over a $C^{*}$-algebra $\boldsymbol{A}_{K}=\bigoplus_{F} A / K^{F}$. We show that $\boldsymbol{X}_{K}$-invariant ideals in $\boldsymbol{A}_{K}$ are in bijection with invariant families $K^{\prime}$ containing $K$. Moreover, we show that every invariant ideal of $\boldsymbol{A}_{K}$ is separating, meaning that gauge-invariant ideals of $\mathcal{N O}\left(\boldsymbol{X}_{K}\right)$ are in bijection with invariant ideals of $\boldsymbol{A}_{K}$. While the construction is inspired by Katsura's [13, Definition 6.1], it differs even in the rank 1 case. Unlike Katsura's construction, there is no immediate generalization to the non-proper case.

Finally, for every T-family $I$ we define an $I$-relative Cuntz-Nica-Pimsner algebra $\mathcal{N O}(X, I)$ as a certain gauge-invariant quotient of $\mathcal{N T}(X)$ (Definition 4.9). In particular, $\mathcal{N O}(X, 0)$ is isomorphic to $\mathcal{N T}(X)$ as expected. We prove in Proposition 4.13 that $\mathcal{N O}(X, I)$ is canonically isomorphic to $\mathcal{N O}\left(\boldsymbol{X}_{K_{I}}\right)$, where $K_{I}$ is the invariant family corresponding to $I$. Together with the classification of invariant ideals of $\boldsymbol{A}_{K}$, this leads to an orderpreserving bijection between gauge-invariant ideals in $\mathcal{N T}(X)($ resp. $\mathcal{N O}(X))$ and T-pairs (resp. O-pairs) in Theorem 4.15. Moreover, this also shows that the quotient by the ideal corresponding to a T-family $I$ is the $I$-relative Cuntz-Nica-Pimsner algebra $\mathcal{N O}(X, I)$.

The paper is structured as follows. In Sect. 2 we give basic definitions and constructions. Section 3 is devoted to the description of invariant ideals. The main result here is Theorem 3.9, which states that invariant ideals are exactly positively and negatively invariant ideals. We start Sect. 4 with necessary constructions and definitions. First, the definitions of invariant families, T-families, and O-families are given in Sect.4.1. Secondly, we construct an extended product system $\left(\boldsymbol{A}_{K}, \boldsymbol{X}_{K}\right)$ in Sect. 4.2. Next, in Definition 4.9, we define $I$-relative algebras and prove the main result of the paper: the classification of gauge-invariant ideals in $\mathcal{N T}(X)$ and $\mathcal{N T}(X)$ (Theorem 4.15). Finally, we apply our results to the theory of higher-rank graphs in Sect. 5. We represent any quotient of the Toeplitz algebra of a row-finite higher-rank graph as the algebra of some extended higher rank graph in Theorem 5.5, generalizing an analogous result of Bates-Hong-Raeburn-Szymański [1, Corollary 3.5] for rank 1 graphs.

During the preparation of this preprint, the author became aware of independent work by Dessi and Kakariadis [4], who have achieved similar results. Our results relate as follows. The generalizations of Katsura's positively and negatively invariant ideals to product systems are equivalent in
this paper and [4, Definition 2.3.5 and Definition 5.1.1]. The notion of Tfamily (Definition 4.2) is equivalent to specialization of [4, Definition 4.1.4] to the case of proper product systems. This can be seen from the classification of gauge-equivariant ideals in [4, Theorem 4.2.3] which corresponds to Theorem 4.15. The $I$-relative GIUT (Corollary 4.14) is given by [4, Theorem 3.2.11 and Theorem 3.4.9]. Both of our works contain an application of the above results to higher-rank graphs. It is important to note that the methods of the two papers are quite different. We hope that understanding relations between two approaches will help us to resolve more open questions in the field.

## 2. Preliminaries

In this section, we establish notation and recall basic definitions and constructions as well as relevant recent results. We refer the reader to [15] for details on Hilbert $C^{*}$-modules and tensor products of $C^{*}$-correspondences. Fowler's paper [9] is a good reference for product systems and Nica-covariance for quasi-lattice ordered semigroups.

### 2.1. Notation

We denote elements of the semigroup $\mathbb{N}^{n}$ by bold Latin letters like $\mathbf{m}=$ $\left(\mathbf{m}_{1}, \ldots, \mathbf{m}_{n}\right)$. If $\mathbf{m}, \mathbf{k} \in \mathbb{N}^{n}$, we write $\mathbf{m} \leq \mathbf{k}$ if $\mathbf{m}_{i} \leq \mathbf{k}_{i}$ for all $i=1, \ldots, n$. We use the notation $\mathbf{m} \vee \mathbf{k}$ and $\mathbf{m} \wedge \mathbf{k}$ for the coordinatewise maximum and minimum of $\mathbf{m}$ and $\mathbf{k}$, respectively. These are the meet and the join operations in the lattice $\mathbb{N}^{n}$ with the partial order $\leq$.

We use $[n]$ to denote the set $\{1, \ldots, n\}$ and $\mathfrak{F}:=2^{[n]}$ to denote the set of all subsets of $[n]$. Given $F \in \mathfrak{F}$, we write $\mathbf{1}_{F} \in \mathbb{N}^{n}$ for the characteristic vector of $F:\left(\mathbf{1}_{F}\right)_{i}$ is 1 if $i \in F$ and 0 otherwise. We write $\mathbf{1}_{i}$ instead of $\mathbf{1}_{\{i\}}$ for a singleton $\{i\} \in \mathfrak{F}$ and $\mathbf{0}$ for the zero vector. Conversely, if $\mathbf{m} \in \mathbb{N}^{n}$, we denote by $\operatorname{supp} \mathbf{m} \in \mathfrak{F}$ the subset of non-zero coordinates of $\mathbf{m}$. For $\mathbf{m}, \mathbf{k} \in \mathbb{N}^{n}$, we write $\mathbf{m} \perp \mathbf{k}$ if $\operatorname{supp} \mathbf{m} \cap \operatorname{supp} \mathbf{k}=\emptyset$.

### 2.2. Hilbert C*-Modules

Let $A$ be a $C^{*}$-algebra. A (right) Hilbert $A$-module is a right $A$-module $X$ equipped with a map $\langle\cdot, \cdot\rangle: X \times X \rightarrow A$ which is $\mathbb{C}$-linear in the second variable and such that
(1) $\langle x, y\rangle^{*}=\langle y, x\rangle$ for all $x, y \in X$,
(2) $\langle x, x\rangle \geq 0$ for all $x \in X$,
(3) $\langle x, y\rangle \cdot a=\langle x, y \cdot a\rangle$ for all $x, y \in X$ and $a \in A$,
(4) $X$ is complete with respect to the norm $\|x\|=\|\langle x, x\rangle\|^{1 / 2}$.

If $X, Y$ are Hilbert $A$-modules, a bounded operator $T: X \rightarrow Y$ is called adjointable if there exists a bounded operator $T^{*}: Y \rightarrow X$ such that $\langle T x, y\rangle=$ $\left\langle x, T^{*} y\right\rangle$ for all $x \in X$ and $y \in Y$. The space of all adjointable operators from $X$ to $Y$ is denoted by $\mathcal{L}_{A}(X, Y)$. The space of all adjointable operators from $X$ to itself is a $C^{*}$-algebra denoted by $\mathcal{L}_{A}(X):=\mathcal{L}_{A}(X, X)$. One can show that adjointable operators are automatically right $A$-module homomorphisms.

For $x \in X$ and $y \in Y$, we define the rank-one operator $\theta_{y, x}: X \rightarrow Y$ by $\theta_{y, x}(z)=y\langle x, z\rangle$ for all $z \in X$. The closed linear span of all rank-one operators is denoted by $\mathcal{K}_{A}(X, Y) \subset \mathcal{L}_{A}(X, Y)$ and called the space of (generalized) compact operators. The (generalized) compact operators on $X$ are defined as $\mathcal{K}_{A}(X):=\mathcal{K}_{A}(X, X)$, and they form a closed two-sided ideal in $\mathcal{L}_{A}(X)$. We write $\mathcal{K}$ and $\mathcal{L}$ instead of $\mathcal{K}_{A}$ and $\mathcal{L}_{A}$ if $A$ is clear from the context.

Let $\mathfrak{S}$ be a finite set and let $\left\{A_{S}\right\}_{S \in \mathfrak{S}}$ be a family of $C^{*}$-algebras. Let $\boldsymbol{A}=\bigoplus_{S \in \mathfrak{S}} A_{s}$ be their direct sum. Suppose that we are provided with a Hilbert $A_{S}$-module $X_{S}$ for each $S \in \mathfrak{S}$. Then the (algebraic) direct sum $\boldsymbol{X}:=\bigoplus_{S \in \mathfrak{S}} X_{S}$ is a Hilbert $\boldsymbol{A}$-module with the inner product $\langle\boldsymbol{x}, \boldsymbol{y}\rangle=$ $\left(\left\langle x_{S}, y_{S}\right\rangle\right)_{S \in \mathfrak{S}}$ for $\boldsymbol{x}=\left(x_{S}\right)_{S \in \mathfrak{S}}$ and $\boldsymbol{y}=\left(y_{S}\right)_{S \in \mathfrak{S}}$.

Lemma 2.1. Let $\boldsymbol{A}=\bigoplus_{S \in \mathfrak{S}} A_{S}$ and let $\boldsymbol{X}$ be a Hilbert $\boldsymbol{A}$-module. Then it has the form $\boldsymbol{X}=\bigoplus_{S \in \mathfrak{S}} X_{S}$ as above. Moreover, we have $\mathcal{L}(\boldsymbol{X})=\bigoplus_{S \in \mathfrak{S}} \mathcal{L}\left(X_{S}\right)$ and $\mathcal{K}(\boldsymbol{X})=\bigoplus_{S \in \mathfrak{S}} \mathcal{K}\left(X_{S}\right)$.

Proof. Consider the subspace $X_{S}=\boldsymbol{X} A_{S}$ of $\boldsymbol{X}$. We claim that it is a closed submodule and $\left\langle\boldsymbol{X}, X_{S}\right\rangle \subset A_{S}$. Indeed, $A_{S}$ is an ideal in $\boldsymbol{A}$ and, hence, $\left\langle\boldsymbol{X}, X_{S}\right\rangle=\left\langle\boldsymbol{X}, \boldsymbol{X} A_{S}\right\rangle \subset\langle\boldsymbol{X}, \boldsymbol{X}\rangle A_{S} \subset A_{S}$. Closedness is proved in [12, Corollary 1.4]. Therefore, $X_{S}$ is a Hilbert $A_{S}$-module.

Moreover, $\left\langle X_{S}, X_{S^{\prime}}\right\rangle \subset A_{S} \cap A_{S^{\prime}}=0$ for $S^{\prime} \neq S$, so submodules $X_{S} \subset$ $\boldsymbol{X}$ are pairwise orthogonal. Since $\mathfrak{S}$ is a finite set, we have $\boldsymbol{X}=\boldsymbol{X} \boldsymbol{A}=$ $\boldsymbol{X} \bigoplus_{S \in \mathfrak{S}} A_{S}=\bigoplus_{S \in \mathfrak{S}} \boldsymbol{X} A_{S}=\bigoplus_{S \in \mathfrak{G}} X_{S}$, where all the direct sums are algebraic. This proves the first claim.

For the second claim, consider $T \in \mathcal{L}(\boldsymbol{X})$. Then, we have $T X_{S}=$ $T\left(\boldsymbol{X} A_{S}\right)=(T \boldsymbol{X}) A_{S} \subset X_{S}$, so $T$ can be described as a diagonal operator matrix with diagonal entries $T_{S}=\left.T\right|_{X_{S}}$. The same argument works for $\mathcal{K}(\boldsymbol{X})$.

### 2.3. C*-Correspondences

Let $A$ and $B$ be $C^{*}$-algebras. An $A$ - $B$-correspondence is a right Hilbert $B$ module $X$ equipped with a $*$-homomorphism $\varphi_{X}: A \rightarrow \mathcal{L}(X)$. A correspondence is proper if $\varphi_{X}(A) \subset \mathcal{K}(X)$. It is injective (or faithful) if $\varphi$ is injective and non-degenerate if $\varphi_{X}(A) X$ is dense in $X$. When the map $\varphi_{X}(A)$ is clear from the context, we simply write $a \cdot x$ instead of $\varphi_{X}(a) x$ for $a \in A$ and $x \in X$.

Let $C$ be another $C^{*}$-algebra and let $Y$ be a $B$ - $C$-correspondence. The tensor product $X \otimes_{B} Y$ is a Hilbert $C$-module defined as the Hausdorff completion of the algebraic tensor product $X \otimes_{B} Y$ with respect to the inner product

$$
\left\langle x_{1} \otimes y_{1}, x_{2} \otimes y_{2}\right\rangle=\left\langle y_{1}, \varphi_{Y}\left(\left\langle x_{1}, x_{2}\right\rangle\right) y_{2}\right\rangle \in C
$$

for $x_{1}, x_{2} \in X$ and $y_{1}, y_{2} \in Y$.
There is a map $\iota_{X}^{X \otimes Y}: \mathcal{L}(X) \rightarrow \mathcal{L}\left(X \otimes_{B} Y\right)$, defined by $\iota_{X}^{X \otimes Y}(T)(x \otimes y)=$ $T x \otimes y$ for $T \in \mathcal{L}(X), x \in X$ and $y \in Y$. It is a homomorphism of $C^{*}$-algebras.
Lemma 2.2. ([15, Proposition 4.7]) If $Y$ is proper, then $\iota_{X}^{X \otimes Y}(\mathcal{K}(X)) \subset \mathcal{K}(X$ $\otimes_{B} Y$ ). Moreover, $\left.\iota_{X}^{X \otimes Y}\right|_{\mathcal{K}(X)}$ is injective (surjective) if $\varphi_{Y}$ is injective (surjective).

We can now define a structure of $A$ - $C$-correspondence on the Hilbert $C$ module $X \otimes_{B} Y$ by $\varphi_{X \otimes Y}=\iota_{X}^{X} \otimes Y \circ \varphi_{X}$. By Lemma 2.2, the correspondence $X \otimes_{B} Y$ is proper if $X$ and $Y$ are proper.

Let $I \subset B$ be an ideal. Then, we can consider $B / I$ as a $B-B / I$ correspondence. We define the quotient Hilbert $B / I$-module $Y_{I}:=Y \otimes_{B}$ $B / I \cong Y / Y I$. The last isomorphism follows from the fact that $Y I$ is a closed submodule of $Y$. The quotient maps are denoted by $[-]_{I}: B \rightarrow B_{I}$, $[-]_{I}: Y \rightarrow Y_{I}$. For a bounded operator $T \in \mathcal{L}(Y)$, we abuse notation and write $[T]_{I} \in \mathcal{L}\left(Y_{I}\right)$ to denote the operator $\iota_{Y}^{Y_{I}}(T)$.

Lemma 2.3. ([13, Lemma 1.6]) We have

$$
[\mathcal{K}(Y)]_{I}=\mathcal{K}\left(Y_{I}\right)
$$

and $[T]_{I}=0$ for compact $T$ if and only if $T \in \mathcal{K}(Y I)$.
Proof. The $B-B / I$-correspondence $B / I$ is proper and the map $\varphi_{B / I}: B \rightarrow$ $\mathcal{K}_{B / I}(B / I)=B / I$ is surjective. Therefore, by Lemma2.2, the map $[-]_{I}=$ $\iota_{B}^{B / I}$ maps $\mathcal{K}(B)$ onto $\mathcal{K}(B / I)$. See the proof of $[13$, Lemma 1.6] for the second claim.

When $Y$ is an $A$ - $B$-correspondence, then $Y_{I}$ is an $A-B / I$-correspondence with left multiplication $\operatorname{map} \varphi_{Y_{I}}=[-]_{I} \circ \varphi_{Y}$. We define an inclusion-preserving map $Y^{-1}: \mathbb{I}(B) \rightarrow \mathbb{I}(A)$ from the set of ideals of $B$ to the set of ideals of $A$ by

$$
Y^{-1}(I)=\operatorname{ker} \varphi_{Y_{I}}=\{a \in A: a \cdot Y \subset Y I\} .
$$

Lemma 2.4. ([13, Proposition 1.3]) The following are equivalent for an ideal $I \subset B$ and $a \in A$.
(1) $a \in Y^{-1}(I)$.
(2) $\langle x, a \cdot y\rangle \in I$ for all $x, y \in Y$.
(3) $\langle x, a \cdot x\rangle \in I$ for all $x \in Y$.

Lemma 2.5. The operation $Y^{-1}$ commutes with taking intersections. Let $\mathfrak{I} \subset$ $\mathbb{I}(B)$ be a collection of ideals. Then

$$
Y^{-1}\left(\bigcap_{I \in \mathfrak{I}} I\right)=\bigcap_{I \in \mathfrak{I}} Y^{-1}(I)
$$

Proof. Let $x \in Y$ and $a \in A$. Then, $\langle x, a \cdot x\rangle \in \bigcap_{I \in \mathfrak{I}} I$ if and only if $\langle x, a \cdot x\rangle \in I$ for all $I \in \mathfrak{I}$. The statement then follows by Lemma 2.4.

Lemma 2.6. Let $X$ be an $A$ - $B$-correspondence and $Y$ be a $B$-C-correspondence. Then, we have $\left(X \otimes_{B} Y\right)^{-1}(I)=X^{-1}\left(Y^{-1}(I)\right) \subset A$ for all ideals $I \subset C$.

Proof. Let $a \in A, x_{1}, x_{2} \in X$, and $y_{1}, y_{2} \in Y$ be arbitrary. Then, we have

$$
\left\langle x_{1} \otimes y_{1}, a \cdot\left(x_{2} \otimes y_{2}\right)\right\rangle=\left\langle y_{1},\left\langle x_{1}, a \cdot x_{2}\right\rangle y_{2}\right\rangle .
$$

By Lemma 2.4, the right-hand side is in $I$ for all $y_{1}, y_{2} \in Y$ if and only if $\left\langle x_{1}, a \cdot x_{2}\right\rangle \in Y^{-1}(I)$. Applying Lemma 2.4 again, we see that this is equivalent to $a \in X^{-1}\left(Y^{-1}(I)\right)$.

Now, suppose that $C=\bigoplus_{S \in \mathfrak{S}} C_{S}$ is a finite sum of $C^{*}$-algebras and $\boldsymbol{Y}=\bigoplus_{S \in \mathcal{S}} Y_{S}$ is a Hilbert $\boldsymbol{C}$-module. By Lemma 2.1, a homomorphism $\varphi_{\boldsymbol{Y}}: B \rightarrow \mathcal{L}(\boldsymbol{Y})$ is equivalent to a family of homomorphisms $\varphi_{Y_{S}}: B \rightarrow \mathcal{L}\left(Y_{S}\right)$ for all $S \in \mathfrak{S}$. Therefore, any $B$ - $C$-correspondence is isomorphic to a direct sum of a family of $B-C_{S}$-correspondences.

Lemma 2.7. Let $\boldsymbol{Y}$ be as above and let $X$ be an $A$ - $B$-correspondence. Then, the tensor product of $X$ and $\boldsymbol{Y}$ is given by

$$
X \otimes_{B} \boldsymbol{Y}=\bigoplus_{S \in \mathfrak{G}} X \otimes_{B} Y_{S}
$$

Proof. Observe that the decomposition $\boldsymbol{Y}=\bigoplus_{S \in \mathfrak{S}} Y_{S}$ is a direct sum of left $B$-modules. The statement follows because the tensor product is distributive over direct sums.

### 2.4. Product Systems

Definition 2.8. An $\mathbb{N}^{n}$-product system $(A, X)$ over a $C^{*}$-algebra $A$ is a collection of $A$ - $A$-correspondences $X=\left(X^{\mathbf{m}}\right)_{\mathbf{m} \in \mathbb{N}^{n}}$ such that $X^{\mathbf{0}}=A$ together with isomorphisms of correspondences

$$
\mu_{X}^{\mathbf{m}, \mathbf{k}}: X^{\mathbf{m}} \otimes_{A} X^{\mathbf{k}} \rightarrow X^{\mathbf{m}+\mathbf{k}}
$$

for all $\mathbf{m}, \mathbf{k} \in \mathbb{N}^{n} \backslash\{\mathbf{0}\}$, satisfying certain associativity conditions. A product system is called proper, injective, or non-degenerate if all its correspondences are.

We denote the left action homomorphism $A \rightarrow \mathcal{L}\left(X^{\mathbf{m}}\right)$ by $\varphi_{X}^{\mathbf{m}}$ for $\mathbf{m} \in$ $\mathbb{N}^{n} \backslash\{\mathbf{0}\}$. We also write $x \cdot y$ instead of $\mu_{X}^{\mathbf{m}, \mathbf{k}}(x \otimes y)$ for $x \in X^{\mathbf{m}}$ and $y \in X^{\mathbf{k}}$ for $\mathbf{m}, \mathbf{k} \in \mathbb{N}^{n} \backslash\{\mathbf{0}\}$.

For $\mathbf{m} \geq \mathbf{k}$, the conjugation of the map $\iota_{X^{\mathbf{k}}}^{\mathbf{k}^{\mathbf{k}} \otimes X^{\mathbf{m}-\mathbf{k}}}$ with the multiplication map $\mu_{X}^{\mathbf{k}, \mathbf{m}-\mathbf{k}}$ gives a map $\iota_{\mathbf{k}}^{\mathbf{m}}: \mathcal{L}\left(X^{\mathbf{k}}\right) \rightarrow \mathcal{L}\left(X^{\mathbf{m}}\right)$. It is given by $\iota_{\mathbf{k}}^{\mathbf{m}}(T)(x \cdot y)=(T x) \cdot y$ for all $T \in \mathcal{L}\left(X^{\mathbf{k}}\right), x \in X^{\mathbf{k}}$ and $y \in X^{\mathbf{m}-\mathbf{k}}$. A product system is called compactly aligned if $S \vee T:=\iota_{\mathbf{k}}^{\mathbf{k} \vee \mathbf{m}}(S) \iota_{\mathbf{m}}^{\mathbf{k} \vee \mathbf{m}}(T) \in \mathcal{K}\left(X^{\mathbf{k} \vee \mathbf{m}}\right)$ for all $S \in \mathcal{K}\left(X^{\mathbf{k}}\right)$ and $T \in \mathcal{K}\left(X^{\mathbf{m}}\right)$. If, additionally, $\iota_{\mathbf{m}}^{\mathbf{m}+\mathbf{1}_{i}}\left(\mathcal{K}\left(X^{\mathbf{m}}\right)\right) \subset$ $\mathcal{K}\left(X^{\mathbf{m}+\mathbf{1}_{i}}\right)$ for all $i \notin \operatorname{supp} \mathbf{m}$ and $\mathbf{m} \in \mathbb{N}^{n} \backslash\{\mathbf{0}\}$, we say that the product system is strongly compactly aligned (see [6, Definition 2.2]).

Definition 2.9. A representation of a product system $(A, X)$ in a $C^{*}$-algebra $D$ is a pair $(\sigma, s)$ consisting of a $*$-homomorphism $\sigma: A \rightarrow D$ and a family of maps $s=\left(s^{\mathbf{m}}: X^{\mathbf{m}} \rightarrow D\right)_{\mathbf{m} \in \mathbb{N}^{n} \backslash\{\mathbf{0}\}}$ such that the following conditions are satisfied for all $\mathbf{m}, \mathbf{k} \in \mathbb{N}^{n} \backslash\{\mathbf{0}\}$ :
(1) $s^{\mathbf{m}}(x)^{*} s^{\mathbf{m}}(y)=\sigma(\langle x, y\rangle)$ for all $x, y \in X^{\mathbf{m}}$,
(2) $s^{\mathbf{m}}(x) s^{\mathbf{k}}(y)=s^{\mathbf{m}+\mathbf{k}}(x \cdot y)$ for all $x \in X^{\mathbf{m}}, y \in X^{\mathbf{k}}$,
(3) $\sigma(a) s^{\mathbf{m}}(x)=s^{\mathbf{m}}\left(\varphi^{\mathbf{m}}(a) x\right)$ for all $a \in A, x \in X^{\mathbf{m}}$.

A representation $(\sigma, s)$ admits a gauge action if there is a pointwise normcontinuous action $\gamma: \mathbb{T}^{n} \curvearrowright D$ such that it fixes $\sigma(A)$ and acts by the character $\mathbf{z} \mapsto \mathbf{z}^{\mathbf{m}}$ on $s^{\mathbf{m}}\left(X^{\mathbf{m}}\right)$ for all $\mathbf{m} \in \mathbb{N}^{n} \backslash\{\mathbf{0}\}$. That is, for all $x \in X^{\mathbf{m}}$ and $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{T}^{n}$, we have $\gamma_{\mathbf{z}}\left(s^{\mathbf{m}}(x)\right)=z_{1}^{\mathbf{m}_{1}} \cdots \cdots z_{n}^{\mathbf{m}_{n}} \cdot s^{\mathbf{m}}(x)$.

When the degree $\mathbf{m}$ of $x \in X^{\mathbf{m}}$ is clear, we sometimes write $s(x)$ instead of $s^{\mathbf{m}}(x)$.

Given a representation $(\sigma, s)$, we define homomorphisms $\psi_{s}^{\mathbf{m}}: \mathcal{K}\left(X^{\mathbf{m}}\right) \rightarrow$ $D$ for all $\mathbf{m} \in \mathbb{N}^{n} \backslash\{\mathbf{0}\}$ first on rank-one operators by

$$
\psi_{s}^{\mathbf{m}}\left(\theta_{x, y}\right)=s^{\mathbf{m}}(x) s^{\mathbf{m}}(y)^{*}
$$

for $x, y \in X^{\mathbf{m}}$. Then, we may extend $\psi_{s}^{\mathbf{m}}$ to all of $\mathcal{K}\left(X^{\mathbf{m}}\right)$ by linearity and continuity (see [11, Lemma 2.2]).

Let $\left(k_{\lambda}^{\mathbf{m}}\right)_{\lambda \in \Lambda}$ be a canonical approximate identity for $\mathcal{K}\left(X^{\mathbf{m}}\right)$. We define projections

$$
p_{s}^{\mathbf{m}}=\mathrm{w}_{\lambda \in \Lambda}^{*}-\lim \psi_{s}^{\mathbf{m}}\left(k_{\lambda}^{\mathbf{m}}\right) \in D^{\prime \prime}
$$

where $D^{\prime \prime}$ is the enveloping von Neumann algebra of $D$, i.e., the strong closure of $D$ in its universal representation (see [21, 3.7.6]).

Definition 2.10. ([9, Definition 5.1]) A representation $(\sigma, s)$ of a product system $(A, X)$ on $D$ is called Nica-covariant if $p_{s}^{\mathbf{m}} p_{s}^{\mathbf{k}}=p_{s}^{\mathbf{m} \vee \mathbf{k}}$ for all $\mathbf{m}, \mathbf{k} \in$ $\mathbb{N}^{n} \backslash\{\mathbf{0}\}$.

Remark. Fowler defines Nica-covariance for representations of non-degenerate product systems on Hilbert spaces. Let $\pi_{D}: D \rightarrow \mathcal{B}(H)$ be the universal representation of $D$. Since we defined the projections $p_{s}^{\mathrm{m}}$ as elements of the enveloping von Neumann algebra $D^{\prime \prime} \subset \mathcal{B}(H)$, our definition is equivalent to the Nica-covariance (in the sense of Fowler) of the representation ( $\pi_{D} \circ \sigma, \pi_{D} \circ s$ ) of $(A, X)$ on the Hilbert space $H$. Moreover, Fowler shows in [9, Proposition 5.6] that for non-degenerate compactly-aligned product systems, the Nica-covariance is equivalent to $\psi_{s}^{\mathbf{m}}(S) \psi_{s}^{\mathbf{k}}(T)=\psi_{s}^{\mathbf{m}} \vee \mathbf{k}(S \vee T)$ for all nonzero $\mathbf{m}, \mathbf{k} \in \mathbb{N}^{n}$ and for all $S \in \mathcal{K}\left(X^{\mathbf{m}}\right), T \in \mathcal{K}\left(X^{\mathbf{k}}\right)$. However, he never uses the non-degeneracy assumption in the proof, so this fact holds for all compactly aligned product systems and applies to our definition. For the sake of completeness, we include a proof of this fact here.

Proposition 2.11. ([9, Proposition 5.6]) A representation ( $\sigma, s$ ) is Nicacovariant in the sense of Definition 2.10 if and only if $\psi_{s}^{\mathbf{m}}(S) \psi_{s}^{\mathbf{k}}(T)=\psi_{s}^{\mathbf{m} \vee \mathbf{k}}(S \vee$ $T$ ) for all nonzero $\mathbf{m}, \mathbf{k} \in \mathbb{N}^{n}$ and for all $S \in \mathcal{K}\left(X^{\mathbf{m}}\right)$, $T \in \mathcal{K}\left(X^{\mathbf{k}}\right)$.

Proof. Suppose that $(\sigma, s)$ is Nica-covariant. For $S$ and $T$ as in the statement, we have

$$
\begin{aligned}
\psi_{s}^{\mathbf{m}}(S) \psi_{s}^{\mathbf{k}}(T) & =\psi_{s}^{\mathbf{m}}(S) p_{s}^{\mathbf{m}} p_{s}^{\mathbf{k}} \psi_{s}^{\mathbf{k}}(T)=\psi_{s}^{\mathbf{m}}(S) p_{s}^{\mathbf{m} \vee \mathbf{k}} \psi_{s}^{\mathbf{k}}(T) \\
& =\mathrm{w}_{\lambda \in \Lambda}^{*}-\lim _{s}^{\mathbf{m}} \psi_{s}^{\mathbf{m}}(S) \psi^{\mathbf{m} \vee \mathbf{k}}\left(k_{\lambda}^{\mathbf{m} \vee \mathbf{k}}\right) \psi_{s}^{\mathbf{k}}(T) \\
& =\underset{\lambda \in \Lambda}{\mathrm{w}}-\lim _{s} \psi_{s}^{\mathbf{m} \vee \mathbf{k}}\left(\iota_{\mathbf{m}}^{\mathbf{m} \vee \mathbf{k}}(S) k_{\lambda}^{\mathbf{m} \vee \mathbf{k}} \iota_{\mathbf{k}}^{\mathbf{m} \vee \mathbf{k}}(T)\right)=\psi_{s}^{\mathbf{m} \vee \mathbf{k}}(S \vee T) .
\end{aligned}
$$

This proves the "only if" direction.
Conversely, suppose that $\psi_{s}^{\mathbf{m}}(S) \psi_{s}^{\mathbf{k}}(T)=\psi_{s}^{\mathbf{m} \vee \mathbf{k}}(S \vee T)$ for all nonzero
$\mathbf{m}, \mathbf{k} \in \mathbb{N}^{n}$ and for all $S \in \mathcal{K}\left(X^{\mathbf{m}}\right), T \in \mathcal{K}\left(X^{\mathbf{k}}\right)$. We have

$$
p_{s}^{\mathbf{m}} p_{s}^{\mathbf{k}}=\mathrm{w}_{\lambda \in \Lambda}^{*}-\lim \psi_{s}^{\mathbf{m}}\left(k_{\lambda}^{\mathbf{m}}\right) \psi_{s}^{\mathbf{k}}\left(k_{\lambda}^{\mathbf{k}}\right)=\mathrm{w}_{\lambda \in \Lambda}^{*}-\lim _{s} \psi_{s}^{\mathbf{m} v \mathbf{k}}\left(k_{\lambda}^{\mathbf{m}} \vee k_{\lambda}^{\mathbf{k}}\right)
$$

where in the first equality we have used that the multiplication is jointly strongly continuous on bounded sets by [2, I.3.2.1]. It is easy to see that $k_{\lambda}^{\mathbf{m}} \vee k_{\lambda}^{\mathbf{k}}$ is an approximate identity for $\mathcal{K}\left(X^{\mathbf{m} \vee \mathbf{k}}\right)$, so we conclude that $p_{s}^{\mathbf{m}} p_{s}^{\mathbf{k}}=$ $p_{s}^{\mathbf{m} \vee \mathbf{k}}$ and the representation is Nica-covariant.

The Nica-Toeplitz algebra $\mathcal{N T}(X)$ is the universal algebra generated by $A$ and $X$ with respect to Nica-covariant representations. Fowler proved its existence in [9, Theorem 6.3]. The representation $\left(\tau_{X}, t_{X}\right)$ of $(A, X)$ on $\mathcal{N T}(X)$ is then the universal Nica-covariant representation: if $(\sigma, s)$ is another Nica-covariant representation, then there is a unique homomorphism $\sigma \times{ }_{0}$ $s: \mathcal{N T}(X) \rightarrow D$ such that $(\sigma, s)=\left(\left(\sigma \times_{0} s\right) \circ \tau_{X},\left(\sigma \times_{0} s\right) \circ t_{X}\right)$.

We introduce two more families of projections. For $F \in \mathfrak{F}$, we define

$$
\begin{aligned}
& Q_{s}^{F}=\prod_{i \in F}\left(1-p_{s}^{\mathbf{1}_{i}}\right), \\
& P_{s}^{F}=\prod_{i \in F}\left(1-p_{s}^{\mathbf{1}_{i}}\right) \prod_{i \notin F} p_{s}^{\mathbf{1}_{i}}=Q_{s}^{F} \prod_{i \notin F} p_{s}^{\mathbf{1}_{i}} .
\end{aligned}
$$

Here, we mean $Q_{s}^{\emptyset}=1$ by the empty product.
Lemma 2.12. Let $(\sigma, s)$ be a Nica-covariant representation of a product system $(A, X)$ on $D$. Then, the projections introduced above have the following properties. Let $m \in \mathbb{N}^{n} \backslash\{\mathbf{0}\}$ and $F \in \mathfrak{F}$ be arbitrary.
(1) Elements of $\sigma(A)$ commute with $p_{s}^{\mathbf{m}}, Q_{s}^{F}$ and $P_{s}^{F}$. Additionally, for all $a \in\left(\varphi^{\mathbf{m}}\right)^{-1}\left(\mathcal{K}\left(X^{\mathbf{m}}\right)\right)$, we have $\sigma(a) p_{s}^{\mathbf{m}}=p_{s}^{\mathbf{m}} \sigma(a)=\psi_{s}^{\mathbf{m}}\left(\varphi^{\mathbf{m}}(a)\right) \in D$.
(2) The equality $p_{s}^{\mathbf{m}} s^{\mathbf{m}}(x)=s^{\mathbf{m}}(x)$ holds for all $x \in X^{\mathbf{m}}$. If $p \in D^{\prime \prime}$ is some other projection with this property, then $p \geq p_{s}^{\mathbf{m}}$.
(3) For all $x \in X^{\mathbf{m}}$, we have $p_{s}^{\mathbf{1}_{i}} s^{\mathbf{m}}(x)=s^{\mathbf{m}}(x) p_{s}^{\mathbf{1}_{i}}$ if $i \notin \operatorname{supp} \mathbf{m}$ and $p_{s}^{\mathbf{1}_{i}} s^{\mathbf{m}}(x)=s^{\mathbf{m}}(x)$ otherwise.
(4) For all $F, G \in \mathfrak{F}$ and $x \in X^{\mathbf{m}}$, we have

$$
P_{s}^{F} s^{\mathbf{m}}(x) P_{s}^{G}= \begin{cases}s^{\mathbf{m}}(x) P_{s}^{G} & \text { if } F=G \backslash \operatorname{supp} \mathbf{m} \\ 0 & \text { otherwise }\end{cases}
$$

(5) For a homomorphism $f: D \rightarrow D_{2}$, we have $f\left(p_{s}^{\mathbf{m}}\right)=p_{f \circ s}^{\mathbf{m}}, f\left(Q_{s}^{F}\right)=$ $Q_{f \circ s}^{F}$, and $f\left(P_{s}^{F}\right)=P_{f \circ s}^{F}$. In particular, $f \circ(\sigma, s)$ is a Nica-covariant representation.

Proof. We may assume that the algebra $A$ is unital. Indeed, if $A$ is not unital, then the product system structure on $X$ can be lifted to the unitization $A_{+}$by letting the attached unit to act as identity on both left and right. Then, the representation $\sigma$ of $A$ lifts uniquely to a representation $\sigma_{+}$of $A_{+}$, and it is easy to see that $\left(\sigma_{+}, s\right)$ is a representation of the product system $\left(A_{+}, X\right)$. Moreover, all the projections $p_{s}, Q_{s}$, and $P_{s}$ do not change, since their definition only involves the map $s$, which stays the same.

To prove (1), suppose that $A$ is unital so that it is a linear span of unitary elements. Consider an arbitrary unitary element $u \in A$. Then, we
have

$$
\begin{aligned}
\sigma(u) p_{s}^{\mathbf{m}}=\sigma(u) p_{s}^{\mathbf{m}} \sigma(u)^{*} \sigma(u) & =\mathrm{w}_{\lambda \in \Lambda}^{*} \lim _{\lambda \in \Lambda} \sigma(u) \psi_{s}^{\mathbf{m}}\left(k_{\lambda}^{\mathbf{m}}\right) \sigma(u)^{*} \sigma(u)= \\
& =\mathrm{w}_{\lambda \in \Lambda}^{*} \lim _{s} \psi_{s}^{\mathbf{m}}\left(\varphi^{\mathbf{m}}(u) k_{\lambda}^{\mathbf{m}} \varphi^{\mathbf{m}}\left(u^{*}\right)\right) \sigma(u) .
\end{aligned}
$$

Since $u$ is unitary, the net $\varphi^{\mathbf{m}}(u) k_{\lambda}^{\mathbf{m}} \varphi^{\mathbf{m}}\left(u^{*}\right)$ is also a c.a.i. for $\mathcal{K}\left(X^{\mathbf{m}}\right)$. Therefore, the right-hand side of the above equation equals $p_{s}^{\mathbf{m}} \sigma(u)$. We conclude that $\sigma(A)$ commutes with $p_{s}^{\mathbf{m}}$ and hence with $Q_{s}^{F}$ and $P_{s}^{F}$.

Let $a$ be an element of $\left(\varphi^{\mathbf{m}}\right)^{-1}\left(\mathcal{K}\left(X^{\mathbf{m}}\right)\right)$. Then, we have

$$
\sigma(a) p_{s}^{\mathbf{m}}=\mathrm{w}_{\lambda \in \Lambda}^{*}-\lim _{\lambda} \sigma(a) \psi_{s}^{\mathbf{m}}\left(k_{\lambda}^{\mathbf{m}}\right)=\mathrm{w}_{\lambda \in \Lambda}^{*} \lim _{\lambda} \psi_{s}^{\mathbf{m}}\left(\varphi^{\mathbf{m}}(a) k_{\lambda}^{\mathbf{m}}\right)=\psi_{s}^{\mathbf{m}}\left(\varphi^{\mathbf{m}}(a)\right)
$$

where the last equality follows from the definition of approximate identity. This is the second part of (1).

To prove (2), consider an arbitrary $x \in X^{\mathbf{m}}$. Then, we have

$$
p_{s}^{\mathbf{m}} s^{\mathbf{m}}(x)=\mathrm{w}_{\lambda \in \Lambda}^{*}-\lim _{\substack{ }} \psi_{s}^{\mathbf{m}}\left(k_{\lambda}^{\mathbf{m}}\right) s^{\mathbf{m}}(x)=\mathrm{w}_{\lambda \in \Lambda}^{*}-\lim ^{\mathbf{m}} s^{\mathbf{m}}\left(k_{\lambda}^{\mathbf{m}} x\right)=s^{\mathbf{m}}(x) .
$$

Suppose that $p$ is some other projection with this property. Observe that each $\psi_{s}^{\mathbf{m}}\left(k_{\lambda}^{\mathbf{m}}\right)$ lies in the closed linear span of elements of the form $s(x) s(y)^{*}$ for $x, y \in X^{\mathbf{m}}$. Therefore, we have $p \psi_{s}^{\mathbf{m}}\left(k_{\lambda}^{\mathbf{m}}\right)=\psi_{s}^{\mathbf{m}}\left(k_{\lambda}^{\mathbf{m}}\right)$ and hence $p p_{s}^{\mathbf{m}}=p_{s}^{\mathbf{m}}$. The latter means $p \geq p_{s}^{\mathbf{m}}$ by definition.

Let us now prove (3). We have $p_{s}^{\mathbf{1}_{i}} s^{\mathbf{m}}(x)=p_{s}^{\mathbf{1}_{i}} p_{s}^{\mathbf{m}} s^{\mathbf{m}}(x)=p_{s}^{\mathbf{1}_{i} \vee \mathbf{m}} s^{\mathbf{m}}(x)$. If $i \in \operatorname{supp} \mathbf{m}$, then $\mathbf{1}_{i} \vee \mathbf{m}=\mathbf{m}$ and the above equation gives $p_{s}^{\mathbf{1}_{i}} s^{\mathbf{m}}(x)=$ $s^{\mathbf{m}}(x)$. If $i \notin \operatorname{supp} \mathbf{m}$, then $\mathbf{1}_{i} \vee \mathbf{m}=\mathbf{m}+\mathbf{1}_{i}$. Let $y, z \in X^{\mathbf{1}_{i}}$ be arbitrary. Then, we have

$$
\begin{aligned}
& p_{s}^{\mathbf{m}+\mathbf{1}_{i}} s^{\mathbf{m}}(x) \psi_{s}^{\mathbf{1}_{i}}\left(\theta_{y, z}\right)=p_{s}^{\mathbf{m}+\mathbf{1}_{i}} s^{\mathbf{m}}(x) s^{\mathbf{1}_{i}}(y) s^{\mathbf{1}_{i}}(z)^{*} \\
& \quad=p^{\mathbf{m}+\mathbf{1}_{i}} s^{\mathbf{m}+\mathbf{1}_{i}}(x \cdot y) s^{\mathbf{1}_{i}}(z)^{*}=s^{\mathbf{m}+\mathbf{1}_{i}}(x \cdot y) s^{\mathbf{1}_{i}}(z)^{*}=s^{\mathbf{m}}(x) \psi_{s}^{\mathbf{1}_{i}}\left(\theta_{y, z}\right) .
\end{aligned}
$$

By linearity and continuity, it follows that $p_{s}^{\mathbf{1}_{i}} s^{\mathbf{m}}(x) \psi_{s}^{\mathbf{1}_{i}}(T)=s^{\mathbf{m}}(x) \psi_{s}^{\mathbf{1}_{i}}(T)$ for all $T \in \mathcal{K}\left(X^{\mathbf{1}_{i}}\right)$. Therefore, we also have $p_{s}^{\mathbf{1}_{i} s^{\mathbf{m}}}(x) p_{s}^{\mathbf{1}_{i}}=s^{\mathbf{m}}(x) p_{s}^{\mathbf{1}_{i}}$ by applying the above to $T=k_{\lambda}^{\mathbf{1}_{i}}$ and taking the limit.

Now, consider arbitrary elements $y, z \in X^{\mathbf{1}_{i}}$ and $y^{\prime}, z^{\prime} \in X^{\mathbf{m}}$. We have $y^{\prime} \cdot y, z^{\prime} \cdot z \in X^{\mathbf{m}+\mathbf{1}_{i}}$ and hence

$$
\begin{aligned}
& \psi_{s}^{\mathbf{m}+\mathbf{1}_{i}}\left(\theta_{y^{\prime} \cdot y, z^{\prime} \cdot z}\right) s(x)=s\left(y^{\prime} \cdot y\right) s\left(z^{\prime} \cdot z\right)^{*} s(x)=s\left(y^{\prime}\right) s(y) s(z)^{*} s\left(z^{\prime}\right)^{*} s(x) \\
& \quad=s\left(y^{\prime}\right) \psi_{s}^{\mathbf{1}_{i}}\left(\theta_{y, z}\right) \sigma\left(\left\langle z^{\prime}, x\right\rangle\right)=s\left(y^{\prime}\right) \psi_{s}^{\mathbf{1}_{i}}\left(\theta_{y, z} \varphi^{\mathbf{1}_{i}}\left(\left\langle z^{\prime}, x\right\rangle\right)\right) \in s\left(y^{\prime}\right) \psi_{s}^{\mathbf{1}_{i}}\left(\mathcal{K}\left(X^{\mathbf{1}_{i}}\right)\right)
\end{aligned}
$$

Since $p_{s}^{\mathbf{1}_{i}}$ fixes $\psi_{s}^{\mathbf{1}_{i}}\left(\mathcal{K}\left(X^{\mathbf{1}_{i}}\right)\right)$ with right multiplication, the inclusion implies that for any $T \in \mathcal{K}\left(X^{\mathbf{m}+\mathbf{1}_{i}}\right)$ we have $\psi_{s}^{\mathbf{m}+\mathbf{1}_{i}}(T) s(x) p_{s}^{\mathbf{1}_{i}}=\psi_{s}^{\mathbf{m}+\mathbf{1}_{i}}(T) s(x)$. Again, we get $p_{s}^{\mathbf{1}_{i}} s(x) p_{s}^{\mathbf{1}_{i}}=p_{s}^{\mathbf{m}^{+\mathbf{1}_{i}}} s(x) p_{s}^{\mathbf{1}_{i}}=s(x) p_{s}^{\mathbf{1}_{i}}$ by applying the above to $T=k_{\lambda}^{\mathbf{m}+\mathbf{1}_{i}}$ and taking the limit. This, together with the previous paragraph, gives $p_{s}^{\mathbf{1}_{i}} s^{\mathbf{m}}(x)=s^{\mathbf{m}}(x)$.

We can prove (4) by expanding

$$
P_{s}^{F} s^{\mathbf{m}}(x) P_{s}^{G}=\prod_{i \in F}\left(1-p_{s}^{\mathbf{1}_{i}}\right) \prod_{i \notin F} p_{s}^{\mathbf{1}_{i}} s^{\mathbf{m}}(x) \prod_{i \in G}\left(1-p_{s}^{\mathbf{1}_{i}}\right) \prod_{i \notin G} p_{s}^{\mathbf{1}_{i}} .
$$

If there is $i \in F \cap \operatorname{supp} \mathbf{m}$, then the factor $1-p_{s}^{\mathbf{1}_{i}}$ annihilates $s^{\mathbf{m}}(x)$ by (3) and the above expression is zero. Otherwise, we use (3) iteratively to get

$$
P_{s}^{F} s^{\mathbf{m}}(x) P_{s}^{G}=s^{\mathbf{m}}(x) \prod_{i \in F}\left(1-p_{s}^{\mathbf{1}_{i}}\right) \prod_{i \in G}\left(1-p_{s}^{\mathbf{1}_{i}}\right) \prod_{i \notin \operatorname{supp} \mathbf{m} \cup F} p_{s}^{\mathbf{1}_{i}} \prod_{i \notin G} p_{s}^{\mathbf{1}_{i}} .
$$

This is nonzero if and only if $F \subset G$ and $G \subset \operatorname{supp} \mathbf{m} \cup F$ or, equivalently, $F=G \backslash \operatorname{supp} \mathbf{m}$. When $F=G \backslash \operatorname{supp} \mathbf{m}$, this equals $s^{\mathbf{m}}(x) P_{s}^{G}$.

Finally, (5) follows easily from the fact that $\psi_{f \circ s}^{\mathbf{m}}=f \circ \psi_{s}^{\mathbf{m}}$. This fact is trivial for rank-one operators and hence holds in general.

We now recall the results of Dor-On and Kakariadis [6]. Suppose that $(A, X)$ is a strongly compactly aligned product system. The CNP-ideals $\mathcal{I}_{X}^{F}$ are defined in two steps. First, we define the family of pre-CNP-ideals for $F \in \mathfrak{F}$ by

$$
\begin{equation*}
\mathcal{J}_{X}^{F}=\left(\bigcap_{i \in F} \operatorname{ker} \varphi^{\mathbf{1}_{i}}\right)^{\perp} \cap \bigcap_{i=1}^{n}\left(\varphi^{\mathbf{1}_{i}}\right)^{-1}\left(\mathcal{K}\left(X^{\mathbf{1}_{i}}\right)\right) \subset A \tag{1}
\end{equation*}
$$

and then we set

$$
\begin{equation*}
\mathcal{I}_{X}^{F}=\mathcal{J}_{X}^{F} \cap \bigcap_{\mathbf{m} \perp \mathbf{1}_{F}}\left(X^{\mathbf{m}}\right)^{-1}\left(\mathcal{J}_{X}^{F}\right) . \tag{2}
\end{equation*}
$$

Definition 2.13. ([6, Definition 2.8]) A Nica-covariant representation $(\sigma, s)$ of ( $A, X$ ) is Cuntz-Nica-Pimsner (CNP-representation) if

$$
\sigma(a) \cdot Q_{s}^{F}=\sum_{\mathbf{0} \leq \mathbf{m} \leq \mathbf{1}_{F}}(-1)^{|\mathbf{m}|} \psi_{s}^{\mathbf{m}}\left(\varphi^{\mathbf{m}}(a)\right)=0 \text { for all } F \in \mathfrak{F} \text { and } a \in \mathcal{I}_{X}^{F}
$$

By construction, we have

$$
\mathcal{I}_{X}^{F} \subset \bigcap_{i=1}^{n}\left(\varphi^{\mathbf{1}_{i}}\right)^{-1}\left(\mathcal{K}\left(X^{\mathbf{1}_{i}}\right)\right)=\bigcap_{F \in \mathcal{F}}\left(\varphi^{\mathbf{1}_{F}}\right)^{-1}\left(\mathcal{K}\left(X^{\mathbf{1}_{F}}\right)\right),
$$

where the last equality follows from strong compact alignment. Therefore, the inclusion $\sigma\left(\mathcal{I}_{X}^{F}\right) \cdot Q_{t}^{F} \subset \mathcal{N} \mathcal{T}(X)$ holds by Lemma 2.12.(1) and these subspaces generate a gauge-invariant ideal $\mathcal{C}_{\mathcal{I}_{X}}$ in $\mathcal{N} \mathcal{T}(X)$. A Nica-covariant representation ( $\sigma, s$ ) is CNP if and only if $\sigma \times{ }_{0} s$ factors through $\mathcal{N T}(X) / \mathcal{C}_{\mathcal{I}_{X}}$. We use the notation $\left(\omega_{X}, o_{X}\right)$ for the representation of $(A, X)$ on the Cuntz-Nica-Pimsner algebra $\mathcal{N O}(X):=\mathcal{N T}(X) / \mathcal{C}_{\mathcal{I}_{X}}$. By the above, it is universal with respect to CNP-representations. If $(\sigma, s)$ is a CNP-representation on $D$, then we denote by $\sigma \times s$ the induced map $\mathcal{N O}(X) \rightarrow D$.

In our proofs, we need the following lemma.
Lemma 2.14. Let $(\sigma, s)$ be a Nica-covariant representation of $(A, X)$ such that $\sigma$ is injective. Suppose that $\sigma(a) Q_{s}^{F}=0$ holds for some element $a \in$ $\bigcap_{i=1}^{n}\left(\varphi^{\mathbf{1}_{i}}\right)^{-1}\left(\mathcal{K}\left(X^{\mathbf{1}_{i}}\right)\right) \subset A$ and $F \in \mathfrak{F}$. Then, $a$ is an element of $\mathcal{I}^{F}$.

Proof. The proof of [6, Proposition 3.4] uses only the assumptions on $a$ from the lemma. Therefore, it applies to this situation, and we conclude that $a \in$ $\mathcal{I}^{F}$.

Proposition 2.15. (Gauge-invariant uniqueness theorem, [6, Theorem 4.2]) Suppose that $(\sigma, s)$ is a CNP-representation of $(A, X)$. The map $\sigma \times s$ is a faithful representation of $\mathcal{N O}(X)$ if and only if $\sigma$ is faithful and $(\sigma, s)$ admits a gauge action.
Proposition 2.16. (Co-universal property, [6, Corollary 4.7]) Let ( $\sigma, s$ ) be a Nica-covariant representation of $(A, X)$ on $D$ such that it admits a gauge action, $\sigma$ is faithful, and $\sigma \times{ }_{0} s$ is surjective. Then, there is a unique surjective homomorphism $\Omega_{\sigma, s}: D \rightarrow \mathcal{N O}(X)$ such that $\left(\omega_{X}, o_{X}\right)=\Omega_{\sigma, s} \circ(\sigma, s)$.

The co-universal property was proven in increasing levels of generality for product systems over more general classes of semigroups in $[5,7,25]$.

## 3. Invariant Ideals

In this section we determine ideals of a base algebra coming from the CNPalgebra. All the definitions and results of this section are a direct generalization of Katsura's results in [13, Sect. 4].

Consider a strongly compactly aligned $\mathbb{N}^{n}$-product system $(B, Y)$. Let $(\omega, o)$ be the representation of $(B, Y)$ on the CNP-algebra $\mathcal{N O}(Y)$. We use $\mathbb{I}(B)$ to denote the set of all ideals of $B$, and $\mathbb{I}^{\gamma}(\mathcal{N O}(Y))$ to denote the set of all gauge-invariant ideals of $\mathcal{N O}(Y)$. We define the restriction $-{ }^{r}: \mathbb{I}^{\gamma}(\mathcal{N O}(Y)) \rightarrow$ $\mathbb{I}(B)$ and induction $-^{i}: \mathbb{I}(B) \rightarrow \mathbb{I}^{\gamma}(\mathcal{N O}(Y))$ maps by

$$
J^{r}=\omega^{-1}(J) \quad \text { and } \quad I^{i}=\overline{\mathcal{N O}(Y) \omega(I) \mathcal{N O}(Y)}
$$

for $J \in \mathbb{I}^{\gamma}(\mathcal{N O}(Y))$ and $I \in \mathbb{I}(B)$ (see [10, Sect. 3] for more properties of these maps).

Definition 3.1. An ideal $I \in \mathbb{I}(B)$ is said to be $Y$-invariant if it can be expressed as $I=J^{r}$ for some $J \in \mathbb{I}^{\gamma}(\mathcal{N O}(Y))$. If such an ideal $J$ is unique, $I$ is called Y-separating. When the context is clear, we simply use the terms invariant and separating instead of $Y$-invariant and $Y$-separating. We denote the sets of separating and invariant ideals by $\mathbb{I}_{Y}^{s}(B) \subset \mathbb{I}_{Y}^{i}(B) \subset \mathbb{I}(B)$.

Our goal is to characterize the sets $\mathbb{I}_{Y}^{s}(B)$ and $\mathbb{I}_{Y}^{i}(B)$.
Definition 3.2. An ideal $I \subset B$ is called positively $Y$-invariant if $I Y^{\mathbf{1}_{i}} \subset Y^{\mathbf{1}_{i}} I$ for all $i \in[n]$.

From positive invariance, it automatically follows that $I Y^{\mathbf{m}} \subset Y^{\mathbf{m}} I$ for all $\mathbf{m} \in \mathbb{N}^{n}$. It is easy to see that in the rank one case, Definition 3.2 coincides with Katsura's definition of positive invariance [13, Definition 4.8].
Proposition 3.3. An invariant ideal $I \in \mathbb{I}_{Y}^{i}(B)$ is positively invariant.
Proof. Let $J \in \mathbb{I}^{\gamma}(\mathcal{N O}(Y))$ be such that $I=J^{r}$. Consider the quotient representation $(\sigma, s)=\left([-]_{J} \circ \omega,[-]_{J} \circ o\right)$ of $(B, Y)$ on $\mathcal{N O}(Y) / J$. Observe that the kernel of $\sigma$ is $I$. Then, for all $i \in[n], x, y \in Y^{\mathbf{1}_{i}}$, and $b \in I$, we have

$$
0=s(x)^{*} \sigma(b) s(y)=\sigma(\langle x, b \cdot y\rangle)
$$

Hence, we have $\langle x, b \cdot y\rangle \in I$. We obtain $I Y^{\mathbf{1}_{i}} \subset Y^{\mathbf{1}_{i}} I$ by Lemma 2.4. We conclude that $I$ is positively invariant.

Proposition 3.4. Let $I \subset B$ be a positively invariant ideal. The left action of $B$ on $Y^{\mathrm{m}}$ descends to an action of $B_{I}=B / I$ on $Y_{I}^{\mathrm{m}}$. This turns $Y_{I}=$ $\left(Y_{I}^{\mathbf{m}}\right)_{\mathbf{m} \in \mathbb{N}^{n}}$ into a strongly compactly aligned $\mathbb{N}^{n}$-product system over $B_{I}$.

Proof. Consider an arbitrary element $b \in I$. Then, $\varphi_{Y}^{\mathbf{m}}(b) Y^{\mathbf{m}} \subset Y^{\mathbf{m}} I$ for all $\mathbf{m} \in \mathbb{N}^{n}$. Hence, we have $\left[\varphi_{Y}^{\mathbf{m}}(b)\right]_{I}=0$ by Lemma 2.3. Therefore, $I$ is in the kernel of the map $[-]_{I} \circ \varphi_{Y}^{\mathrm{m}}: B \rightarrow \mathcal{L}\left(Y_{I}^{\mathbf{m}}\right)$, so that it descends to a map $\varphi_{Y_{I}}^{\mathbf{m}}: B_{I} \rightarrow \mathcal{L}\left(Y_{I}^{\mathbf{m}}\right)$. This proves the first claim.

We now show that $Y_{I}$ is a product system. For any $\mathbf{m}, \mathbf{k} \in \mathbb{N}^{n} \backslash\{\mathbf{0}\}$, where a unitary multiplication map $\mu=\mu_{Y}^{\mathbf{m}, \mathbf{k}}: Y^{\mathbf{m}} \otimes_{B} Y^{\mathbf{k}} \rightarrow Y^{\mathbf{m}+\mathbf{k}}$. The map $\mu \otimes \operatorname{id}_{B_{I}}: Y^{\mathbf{m}} \otimes_{B} Y_{I}^{\mathbf{k}}=Y^{\mathbf{m}} \otimes_{B} Y^{\mathbf{k}} \otimes_{B} B_{I} \rightarrow Y_{I}^{\mathbf{m}+\mathbf{k}}$ is also unitary. Moreover, we have $Y^{\mathbf{m}} I \otimes_{B} Y^{\mathbf{k}}=Y^{\mathbf{m}} \otimes_{B} I Y^{\mathbf{k}} \subset Y^{\mathbf{m}} \otimes_{B} Y^{\mathbf{k}} I$, so that $Y^{\mathbf{m}} I \otimes_{B} Y^{\mathbf{k}} \otimes_{B} B_{I}=0$ and hence $Y^{\mathbf{m}} \otimes_{B} Y_{I}^{\mathbf{k}} \cong Y_{I}^{\mathbf{m}} \otimes_{B_{I}} Y_{I}^{\mathbf{k}}$ as $B-B_{I^{-}}$ correspondences. Therefore, $\mu \otimes \operatorname{id}_{B_{I}}$ defines a unitary multiplication map $\mu_{Y_{I}}^{\mathbf{m}, \mathbf{k}}: Y_{I}^{\mathbf{m}} \otimes_{B_{I}} Y_{I}^{\mathbf{k}} \rightarrow Y_{I}^{\mathbf{m}+\mathbf{k}}$. This map is given by $\mu_{Y_{I}}^{\mathbf{m}, \mathbf{k}}\left([x]_{I} \otimes[y]_{I}\right)=[\mu(x \otimes$ $y)]_{I}$. The associativity of the multiplication is trivial from this formula and the associativity of $\mu$.

We now use Lemma 2.3 to show that $Y_{I}$ is strongly compactly aligned. Let $S \in \mathcal{K}\left(Y_{I}^{\mathbf{m}}\right)$ and $T \in \mathcal{K}\left(Y_{I}^{\mathbf{k}}\right)$. Then, we may find $S^{\prime} \in \mathcal{K}\left(Y^{\mathbf{m}}\right)$ and $T^{\prime} \in \mathcal{K}\left(Y^{\mathbf{k}}\right)$ such that $S=\left[S^{\prime}\right]_{I}$ and $T=\left[T^{\prime}\right]_{I}$. Then, we have $S \vee T=$ $\left[S^{\prime} \vee T^{\prime}\right]_{I} \in \mathcal{K}\left(Y_{I}^{\mathbf{m} \vee \mathbf{k}}\right)$. This proves that $Y_{I}$ is compactly aligned.

Analogously, for strong compact alignment we consider $T \in \mathcal{K}\left(Y_{I}^{\mathbf{m}}\right)$ and choose its preimage $T^{\prime} \in \mathcal{K}\left(Y^{\mathbf{m}}\right)$. Then, for all $i \notin \operatorname{supp} \mathbf{m}$, we have $\iota_{\mathbf{m}}^{\mathbf{m}+\mathbf{1}_{i}}(T)=\left[\iota_{\mathbf{m}}^{\mathbf{m}+\mathbf{1}_{i}}\left(T^{\prime}\right)\right]_{I} \in \mathcal{K}\left(Y_{I}^{\mathbf{m}+\mathbf{1}_{i}}\right)$. We conclude that $Y_{I}$ is a strongly compactly aligned $\mathbb{N}^{n}$-product system over $B_{I}$.

Consider a representation $(\sigma, s)$ of $\left(B_{I}, Y_{I}\right)$. The pair $\left(\sigma \circ[-]_{I}, s \circ[-]_{I}\right)$ forms a representation of $(B, Y)$.

Proposition 3.5. The mapping $(\sigma, s) \mapsto\left(\sigma \circ[-]_{I}, s \circ[-]_{I}\right)$ defines a bijection between the set of representations of $\left(B_{I}, Y_{I}\right)$ and the set of representations $\left(\sigma^{\prime}, s^{\prime}\right)$ of $(B, Y)$ with kernel of $\sigma^{\prime}$ containing I. Moreover, the following statements hold:
(1) The representation $(\sigma, s)$ admits a gauge action if and only if $\left(\sigma \circ[-]_{I}, s \circ\right.$ $\left.[-]_{I}\right)$ does.
(2) For all $T \in \mathcal{K}\left(Y^{\mathbf{m}}\right)$, we have $\psi_{s \circ[-]_{I}}(T)=\psi_{s}\left([T]_{I}\right)$. Therefore, the equalities $p_{s \circ[-]_{I}}^{\mathbf{m}}=p_{s}^{\mathbf{m}}, Q_{s \circ[-]_{I}}^{F}=Q_{s}^{F}$ and $P_{s \circ[-]_{I}}^{F}=P_{s}^{F}$ hold.
(3) The representation $(\sigma, s)$ is Nica-covariant if and only if $\left(\sigma \circ[-]_{I}, s \circ[-]_{I}\right)$ is.

Proof. Obviously, the kernel of $\pi \circ[-]_{I}$ contains $I$. Conversely, let ( $\sigma^{\prime}, s^{\prime}$ ) be a representation of $(B, Y)$ with kernel containing $I$. Then, $\sigma^{\prime}$ and $s^{\prime}$ descend to maps $\sigma_{I}^{\prime}$ and $s_{I}^{\prime}$ on $B_{I}$ and $Y_{I}$, respectively. It is routine check that the resulting pair $\left(\sigma_{I}^{\prime}, s_{I}^{\prime}\right)$ is a representation of $\left(B_{I}, Y_{I}\right)$.

The first statement is trivial. It is enough to prove the second statement for a rank-one operator $T=\theta_{x, y}$, where $x, y \in Y^{\mathbf{m}}$. We have $\psi_{\sigma \circ[-]_{I}}(T)=$ $s\left([x]_{I}\right) s\left([y]_{I}\right)^{*}=\psi_{s}\left(\theta_{[x]_{I},[y]_{I}}\right)=\psi_{s}\left([T]_{I}\right)$. If $\left(k_{\lambda}^{\mathbf{m}}\right)_{\lambda \in \Lambda}$ is a c.a.i. for $Y^{\mathbf{m}}$, then $\left(\left[k_{\lambda}^{\mathbf{m}}\right]_{I}\right)_{\lambda \in \Lambda}$ is a c.a.i. for $Y_{I}^{\mathbf{m}}$. Hence, $p_{s \circ[-]_{I}}^{\mathbf{m}}=p_{s}^{\mathbf{m}}$ for all $m \in \mathbb{N}^{n}$ and the
equalities for $Q$ and $P$ follow from the definitions. The third statement follows immediately from the second one.

We use $\left(\omega_{Y_{I}}, o_{Y_{I}}\right)$ to denote the universal CNP-representation of $\left(B_{I}, Y_{I}\right)$ on $\mathcal{N O}\left(Y_{I}\right)$.

Lemma 3.6. $A$ positively invariant ideal $I \subset B$ is invariant if and only if $\left(\omega_{Y_{I}} \circ[-]_{I}, o_{Y_{I}} \circ[-]_{I}\right)$ is a CNP-representation of $(B, Y)$.

Proof. Suppose that $I$ is invariant. Then, there exists a gauge-invariant ideal $J \in \mathbb{I}^{\gamma}(\mathcal{N O}(Y))$ such that $I=J^{r}$. By Proposition 3.5, the quotient representation $(\sigma, s)$ of $(B, Y)$ on $\mathcal{N O}(Y) / J$ descends to a faithful representation $\left(\sigma_{I}, s_{I}\right)$ of $\left(B_{I}, Y_{I}\right)$ on $\mathcal{N O}(Y) / J$. By the co-universal property (Proposition 2.16) of $\mathcal{N O}\left(Y_{I}\right)$, this representation defines a canonical epimorphism $\mathcal{N O}(Y) / J \rightarrow \mathcal{N O}\left(Y_{I}\right)$. Together with the quotient map $\mathcal{N O}(Y) \rightarrow \mathcal{N O}(Y) / J$, this induces a factorization of $\left(\omega_{Y_{I}} \circ[-]_{I}, o_{Y_{I}} \circ[-]_{I}\right)$ through $(\omega, o)$. Since $(\omega, o)$ is a CNP-representation, we conclude that $\left(\omega_{Y_{I}} \circ[-]_{I}, o_{Y_{I}} \circ[-]_{I}\right)$ is also a CNP-representation of $(B, Y)$.


Conversely, suppose that $\left(\omega_{Y_{I}} \circ[-]_{I}, o_{Y_{I}} \circ[-]_{I}\right)$ is a CNP-representation of $(B, Y)$. Since it admits a gauge action, the representation induces a gaugeinvariant homomorphism $\mathcal{N O}(Y) \rightarrow \mathcal{N O}\left(Y_{I}\right)$. Then, the kernel $J$ of this epimorphism is a gauge-invariant ideal of $B$ such that $I=J^{r}$. Hence, $I$ is invariant.

We define ideals

$$
L_{I}^{i}=\left(Y^{\mathbf{1}_{i}}\right)^{-1}(I)=\left\{b \in B: b Y^{\mathbf{1}_{i}} \subset Y^{\mathbf{1}_{i}} I\right\},
$$

and $L_{I}^{F}=\bigcap_{i \in F} L_{I}^{i}$.
Definition 3.7. An ideal $I \subset B$ is called negatively invariant if $L_{I}^{F} \cap \mathcal{I}_{Y}^{F} \subset I$ for all $F \in \mathfrak{F}$.

Again, in the rank one case, Definition 3.7 transforms to just $Y^{-1}(I) \cap$ $\mathcal{I}_{Y}^{\{1\}} \subset I$, which is the definition of a negatively invariant ideal in [13, Definition 4.8].

Lemma 3.8. Let $\mathcal{J}_{Y_{I}}^{F}$ and $\mathcal{I}_{Y_{I}}^{F}$ be the (pre)-CNP-ideals defined in (1) and (2) corresponding to $\left(B_{I}, Y_{I}\right)$. Then,

$$
[-]_{I}^{-1}\left(\mathcal{J}_{Y_{I}}^{F}\right)=\left\{b \in B:\left[\varphi_{Y}^{\mathbf{1}_{i}}(b)\right]_{I} \in \mathcal{K}\left(Y_{I}^{\mathbf{1}_{i}}\right) \text { for all } i \in[n] \text { and } b L_{I}^{F} \subset I\right\},
$$

and

$$
[-]_{I}^{-1}\left(\mathcal{I}_{Y_{I}}^{F}\right)=\left\{b \in[-]_{I}^{-1}\left(\mathcal{J}_{Y_{I}}^{F}\right): b Y^{\mathbf{m}} \subset Y^{\mathbf{m}}\left([-]_{I}^{-1}\left(\mathcal{J}_{Y_{I}}^{F}\right)\right) \text { for all } \mathbf{m} \perp \mathbf{1}_{F}\right\} .
$$

Consequently, $\left[\mathcal{I}_{Y}^{F}\right]_{I} \subset \mathcal{I}_{Y_{I}}^{F}$ for all $F \in \mathfrak{F}$ if and only if $I$ is negatively invariant.

Proof. Firstly, observe that $\left[L_{I}^{i}\right]_{I}=\operatorname{ker} \varphi_{Y_{I}}^{\mathbf{1}_{i}}$. Indeed, $[b]_{I}$ is in the kernel if and only if $b Y^{\mathbf{1}_{i}} \subset Y^{\mathbf{1}_{i}} I$. Analogously, $[b]_{I} \perp \bigcap_{i \in F} \operatorname{ker} \varphi_{Y_{I}}^{\mathbf{1}_{i}}$ if and only if $b L_{I}^{F} \subset I$. The expression for $[-]_{I}^{-1}\left(\mathcal{J}_{Y_{I}}^{F}\right)$ then follows from the definition of $\mathcal{J}_{Y_{I}}^{F}$.

An element $b \in[-]_{I}^{-1}\left(\mathcal{J}_{Y_{I}}^{F}\right)$ is in $[-]_{I}^{-1}\left(\mathcal{I}_{Y_{I}}^{F}\right)$ if and only if $[b]_{I} Y_{I}^{\mathrm{m}} \subset$ $Y_{I}^{\mathbf{m}} \mathcal{J}_{Y_{I}}^{F}$ for all $\mathbf{m} \perp \mathbf{1}_{F}$. This is equivalent to $b Y^{\mathbf{m}} \subset Y^{\mathbf{m}}\left([-]_{I}^{-1}\left(\mathcal{J}_{Y_{I}}^{F}\right)+I\right)=$ $Y^{\mathbf{m}}\left([-]_{I}^{-1}\left(\mathcal{J}_{Y_{I}}^{F}\right)\right)$. The last equality follows from the fact that $I=[-]_{I}^{-1}(0) \subset$ $[-]_{I}^{-1}\left(\mathcal{J}_{Y_{I}}^{F}\right)$. This proves the expression for the preimage of $\mathcal{I}_{Y_{I}}^{F}$.

Now, consider an arbitrary $b \in \mathcal{I}_{Y}^{F}$. Then, the condition $\left[\varphi_{Y}^{1_{i}}(b)\right]_{I} \in$ $\mathcal{K}\left(Y_{I}^{\mathbf{1}_{i}}\right)$ is always satisfied. Observe that since $\mathcal{I}_{Y}^{F} Y^{\mathbf{m}} \subset Y^{\mathbf{m}} \mathcal{I}_{Y}^{F}$ for all $\mathbf{m} \perp$ $\mathbf{1}_{F}$, we have $\left[\mathcal{I}_{Y}^{F}\right]_{I} \subset \mathcal{I}_{Y_{I}}^{F}$ if and only if $\left[\mathcal{I}_{Y}^{F}\right]_{I} \subset \mathcal{J}_{Y_{I}}^{F}$. Therefore, $\left[\mathcal{I}_{Y}^{F}\right]_{I} \subset \mathcal{I}_{Y_{I}}^{F}$ if and only if $b L_{I}^{F} \subset I$ for all $b \in \mathcal{I}_{Y}^{F}$ or, equivalently, $\mathcal{I}_{Y}^{F} L_{I}^{F}=L_{I}^{F} \cap \mathcal{I}_{Y}^{F} \subset I$, which is exactly the definition of negative invariance. This proves the second statement.

Theorem 3.9. An ideal $I \subset B$ is invariant if and only if it is positively invariant and negatively invariant.

Proof. Suppose that $I$ is invariant. Then, $I$ is positively invariant by Proposition 3.5 and $\left(\omega_{Y_{I}} \circ[-]_{I}, o_{Y_{I}} \circ[-]_{I}\right)$ is a CNP-representation of $(B, Y)$ by Lemma 3.6. To prove that $I$ is negatively invariant, by Lemma 3.8, it suffices to show that $\left[\mathcal{I}_{Y}^{F}\right]_{I} \subset \mathcal{I}_{Y_{I}}^{F}$ for all $F \in \mathfrak{F}$.

Let $b \in \mathcal{I}_{Y}^{F}$ be arbitrary. Since $\left(\omega_{Y_{I}} \circ[-]_{I}, o_{Y_{I}} \circ[-]_{I}\right)$ is a CNPrepresentation, we have $\omega_{Y_{i}}\left([b]_{I}\right) Q_{o_{Y_{I}} \circ[-]_{I}}^{F}=0$. By Proposition 3.5, we have $Q_{o_{Y_{I}} \circ[-]_{I}}^{F}=Q_{o_{Y_{I}}}^{F}$. Hence, we have $\omega_{Y_{i}}\left([b]_{I}\right) Q_{o_{Y_{I}}}^{F}=0$. Since $b \in \mathcal{I}_{Y}^{F} \subset$ $\bigcap_{i=1}^{n}\left(\varphi^{\mathbf{1}_{i}}\right)^{-1}\left(\mathcal{K}\left(X^{\mathbf{1}_{i}}\right)\right)$ by definition, we can apply Lemma 2.14 and get $[b]_{I} \in$ $\mathcal{I}_{Y_{I}}^{F}$. We conclude that $\left[\mathcal{I}_{Y}^{F}\right]_{I} \subset \mathcal{I}_{Y_{I}}^{F}$ and thus $I$ is negatively invariant.

Conversely, suppose that $I$ is positively and negatively invariant. Then, by Lemma 3.8, $\left[\mathcal{I}_{Y}^{F}\right]_{I} \subset \mathcal{I}_{Y_{I}}^{F}$ for all $F \in \mathfrak{F}$. This implies that any $b \in \mathcal{I}_{Y}^{F}$ satisfies the equation

$$
\omega_{Y_{I}}\left([b]_{I}\right) Q_{o_{Y_{I}}}^{F}=\omega_{Y_{I}}\left([b]_{I}\right) Q_{o_{Y_{I}} \circ[-]_{I}}^{F}=0 .
$$

Hence, $\left(\omega_{Y_{I}} \circ[-]_{I}, o_{Y_{I}} \circ[-]_{I}\right)$ is a CNP-representation of $(B, Y)$. By Lemma 3.6, $I$ is invariant.

Proposition 3.10. Let $I \subset B$ be a positively invariant ideal. Suppose that $\left[\mathcal{I}_{Y}^{F}\right]_{I}=\mathcal{I}_{Y_{I}}^{F}$ for all $F \in \mathfrak{F}$. Then, $I$ is separating.

Proof. By Lemma 3.8, $\left[\mathcal{I}_{Y}^{F}\right]_{I}=\mathcal{I}_{Y_{I}}^{F} \subset \mathcal{I}_{Y_{I}}^{F}$ implies that $I$ is negatively invariant and, hence, invariant. Therefore, there is an ideal $J \in \mathbb{I}^{\gamma}(\mathcal{N O}(Y))$ such that $I=J^{r}$. Let $J_{\min }$ be the intersection of all such ideals. Then, $J_{\min }$ is gauge-invariant, $J_{\min }^{r}=I$ and $J_{\text {min }}$ is the minimal ideal with these properties.

Let $F \in \mathfrak{F}$ and $a \in \mathcal{I}_{Y_{I}}^{F}$ be an arbitrary element. By assumption, there exists $\hat{a} \in \mathcal{I}_{Y}^{F}$ such that $[\hat{a}]_{I}=a$. Therefore, we have

$$
0=\left[\omega_{Y}(\hat{a}) Q_{o_{Y}}^{F}\right]_{J_{\min }}=\omega^{\prime}(a) Q_{o^{\prime}}^{F} \in \mathcal{N O}(Y) / J_{\min }
$$

where $\left(\omega^{\prime}, o^{\prime}\right)$ is the representation of $\left(B_{I}, Y_{I}\right)$ on $\mathcal{N O}(Y) / J_{\min }$ induced by $\left(\omega_{Y}, o_{Y}\right)$. Since $F$ and $a$ were arbitrary, we conclude that $\left(\omega^{\prime}, o^{\prime}\right)$ is a CNPrepresentation of $\left(B_{I}, Y_{I}\right)$. Since it is injective and gauge-invariant, it induces an isomorphism $\mathcal{N O}(Y) / J_{\text {min }} \cong \mathcal{N O}\left(B_{I}\right)$.

Suppose that $J \in \mathbb{I}^{\gamma}(\mathcal{N O}(Y))$ is some other ideal such that $I=J^{r}$. Then, the representation of $\left(B_{I}, Y_{I}\right)$ on $\mathcal{N O}(Y) / J \cong\left(\mathcal{N O}(Y) / J_{\text {min }}\right) /\left(J / J_{\text {min }}\right)$ is also injective and gauge-invariant. By the GIUT, we conclude that $J / J_{\min }=$ 0 or $J=J_{\min }$. Hence, $I$ is separating.

Corollary 3.11. Let $(B, Y)$ be a regular (proper and injective) $\mathbb{N}^{n}$-product system. Then, any invariant ideal $I \subset B$ is separating. Consequently, $I \mapsto I^{i}$ is a bijection $\mathbb{I}_{Y}^{i}(B) \rightarrow \mathbb{I}^{\gamma}(\mathcal{N O}(Y))$.

Proof. Since $Y$ is regular, we have $\mathcal{I}_{Y}^{F}=B$ for all $F \in \mathfrak{F}$. Let $I \subset B$ be an invariant ideal. Then, $I$ is negatively invariant and by Lemma 3.8, $B_{I}=\left[\mathcal{I}_{Y}^{F}\right]_{I} \subset \mathcal{I}_{Y_{I}}^{F}$ for all $F \in \mathfrak{F}$. Hence, we have $\left[\mathcal{I}_{Y}^{F}\right]_{I}=\mathcal{I}_{Y_{I}}^{F}$ for all $F \in \mathfrak{F}$ and by Proposition 3.10, $I$ is separating. The rest of the proof is straightforward.

Remark. In case of regular $\mathbb{N}^{n}$-product systems, the set of invariant ideals has a particularly nice description: an ideal $I \subset B$ is invariant (and separating) if and only if $I=\left(Y^{\mathbf{1}_{i}}\right)^{-1}(I)$ for all $i \in[n]$.

## 4. Gauge-Invariant Ideals

Let $(A, X)$ be a proper product system of rank $n$. This means that the left action of $A$ is given by homomorphisms $\varphi^{\mathbf{m}}: A \hookrightarrow \mathcal{K}\left(X^{\mathbf{m}}\right)$. Such a system is always strongly compactly aligned. We denote by $(\tau, t)$ the representation of $(A, X)$ on $\mathcal{N T}(X)$.

### 4.1. Invariant Families, T-Families, and O-Families of Ideals

Definition 4.1. A collection $K=\left\{K^{F}\right\}_{F \in \mathcal{F}}$ of ideals of $A$ is an invariant family if it satisfies the condition

$$
K^{G}=\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(K^{G} \cap K^{G \cup\{i\}}\right)
$$

for all $G \in \mathfrak{F}$ and $i \in[n] \backslash G$. We define a partial order on invariant families by setting $K_{1} \preceq K_{2}$ if $K_{1}^{F} \subset K_{2}^{F}$ for all $F \in \mathfrak{F}$.

Invariant families are closely related to invariant ideals as shown in Proposition 4.8.

Definition 4.2. A collection $I=\left\{I^{F}\right\}_{F \in \mathfrak{F}}$ of ideals of $A$ is a $T$-family if it satisfies the condition

$$
I^{F}=\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(I^{F}\right) \cap I^{F \cup\{i\}}
$$

for all $F \in \mathfrak{F}$ and $i \in[n] \backslash F$. We define a partial order on the set of T-families by setting $I_{1} \preceq I_{2}$ if $I_{1}^{F} \subset I_{2}^{F}$ for all $F \in \mathfrak{F}$. A T-family $I$ is called an $O$-family if $\mathcal{I} \preceq I$.

It is easy to see that in the case $n=1$, the notions of T-families and O-families coincide with Katsura's T-pairs and O-pairs [13].

For an invariant family $K$ we define a family $I_{K}$ by $I_{K}^{F}:=\bigcap_{G \supset F} K^{G}$. Analogously, for a T-family $I$ we define a family $K_{I}$ by

$$
K_{I}^{F}:=\left(X^{\mathbf{1 - 1}} \mathbf{1}_{F}\right)^{-1}\left(I^{F}\right) .
$$

Here and in the following, by $\left(X^{\mathbf{0}}\right)^{-1}$ we mean the identity map on the ideals of $A$.

Lemma 4.3. Let $I$ be a $T$-family and $K$ be an invariant family. Let $F \subset H$ be finite subsets of $[n]$. Then, we have

$$
\begin{equation*}
\bigcap_{G, H \supset G \supset F}\left(X^{\mathbf{1}_{H}-\mathbf{1}_{G}}\right)^{-1}\left(I^{G}\right)=I^{F} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\left(X^{\mathbf{1}_{H}-\mathbf{1}_{F}}\right)^{-1}\left(\bigcap_{G, H \supset G \supset F} K^{G}\right)=K^{F} . \tag{2}
\end{equation*}
$$

Proof. We prove both statements simultaneously by induction on $k=|H|-$ $|F|$. If $k=0$, then $H=G$ and the statements are trivial.

Suppose that $k>0$ and the statements hold for all $H^{\prime}$ with $\left|H^{\prime}\right|-|F|<$ $k$. Let $i$ be any element in $H \backslash F$ and let $H^{\prime}=H \backslash\{i\}$. For any $G \subset H^{\prime}$, we have

$$
\left(X^{\mathbf{1}_{H}-\mathbf{1}_{G}}\right)^{-1}\left(I^{G}\right)=\left(X^{\mathbf{1}_{H^{\prime}}-\mathbf{1}_{G}}\right)^{-1}\left(\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(I^{G}\right)\right),
$$

by Lemma 2.6. Additionally, we have $\mathbf{1}_{H}-\mathbf{1}_{G \cup\{i\}}=\mathbf{1}_{H^{\prime}}-\mathbf{1}_{G}$ and

$$
\begin{aligned}
& \left(X_{\mathbf{1}_{H}-\mathbf{1}_{G}}\right)^{-1}\left(I^{G}\right) \cap\left(X^{\mathbf{1}_{H}-\mathbf{1}_{G \cup\{i\}}}\right)^{-1}\left(I^{G \cup\{i\}}\right) \\
& \quad=\left(X^{\mathbf{1}_{H^{\prime}}-\mathbf{1}_{G}}\right)^{-1}\left(\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(I^{G}\right)\right) \cap\left(X_{H^{\prime}-\mathbf{1}_{G}}\right)^{-1}\left(I^{G \cup\{i\}}\right) \\
& \quad=\left(X^{\mathbf{1}_{H^{\prime}}-\mathbf{1}_{G}}\right)^{-1}\left(\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(I^{G}\right) \cap I^{G \cup\{i\}}\right)=\left(X^{\mathbf{1}_{H^{\prime}}-\mathbf{1}_{G}}\right)^{-1}\left(I^{G}\right) .
\end{aligned}
$$

Here, we used Lemma 2.6 in the first equality and Lemma 2.5 in the second one. Applying induction hypothesis yields

$$
\begin{aligned}
& \bigcap_{G, H \supset G \supset F}\left(X^{\mathbf{1}_{H}-\mathbf{1}_{G}}\right)^{-1}\left(I^{G}\right) \\
= & \bigcap_{G, H^{\prime} \supset G \supset F}\left(X^{\mathbf{1}_{H}-\mathbf{1}_{G}}\right)^{-1}\left(I^{G}\right) \cap\left(X^{\mathbf{1}_{H}-\mathbf{1}_{G \cup\{i\}}}\right)^{-1}\left(I^{G \cup\{i\}}\right) \\
= & \bigcap_{G, H^{\prime} \supset G \supset F}\left(X^{\mathbf{1}_{H^{\prime}}-\mathbf{1}_{G}}\right)^{-1}\left(I^{G}\right)=I^{F} .
\end{aligned}
$$

The induction step for the second statement can be deduced by a calculation

$$
\begin{aligned}
& \left(X^{\mathbf{1}_{H}-\mathbf{1}_{F}}\right)^{-1}\left(\bigcap_{G, H \supset G \supset F} K^{G}\right) \\
& \quad=\left(X^{\mathbf{1}_{H^{\prime}}-\mathbf{1}_{F}}\right)\left(\bigcap_{G, H^{\prime} \supset G \supset F}\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(K^{G} \cap K^{G \cup\{i\}}\right)\right) \\
& =\left(X^{\mathbf{1}_{H^{\prime}-\mathbf{1}_{F}}}\right)^{-1}\left(\bigcap_{G, H^{\prime} \supset G \supset F} K^{G}\right)=K^{F}
\end{aligned}
$$

Proposition 4.4. The maps $K \mapsto I_{K}$ and $I \mapsto K_{I}$ are mutually inverse orderpreserving bijections between the set of invariant families and the set of $T$ families.

Proof. We first show that $I_{K}$ is a T-family. First, we compute

$$
\begin{aligned}
& \left(X^{\mathbf{1}_{i}}\right)^{-1}\left(I_{K}^{F}\right)=\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(\bigcap_{G \supset F} K^{G}\right) \\
& =\bigcap_{G \supset F, i \notin G}\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(K^{G} \cap K^{G \cup\{i\}}\right)=\bigcap_{G \supset F, i \notin G} K^{G}
\end{aligned}
$$

and

$$
\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(I_{K}^{F}\right) \cap I_{K}^{F \cup\{i\}}=\bigcap_{G \supset F, i \notin G} K^{G} \cap \bigcap_{G \supset F \cup\{i\}} K^{G}=\bigcap_{G \supset F} K^{G}=I_{K}^{F}
$$

Now, we show that $K_{I}$ is an invariant family. For all $i \notin G$, we have

$$
\begin{aligned}
& \left(X_{\mathbf{1}_{i}}\right)^{-1}\left(K_{I}^{G} \cap K^{G \cup\{i\}}\right) \\
& \quad=\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(\left(X^{\mathbf{1}-\mathbf{1}_{G}}\right)^{-1}\left(I^{G}\right) \cap\left(X^{\mathbf{1}-\mathbf{1}_{G \cup\{i\}}}\right)^{-1}\left(I^{G \cup\{i\}}\right)\right) \\
& \quad=\left(X^{\mathbf{1}-\mathbf{1}_{G}}\right)^{-1}\left(\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(I^{G}\right) \cap I^{G \cup\{i\}}\right) \\
& \quad=\left(X^{\mathbf{1}-\mathbf{1}_{G}}\right)^{-1}\left(I^{G}\right)=K_{I}^{G} .
\end{aligned}
$$

Here, the second equality follows from Lemma 2.6.
Our next goal is to show that $I_{K_{I}}=I$. Indeed, we have

$$
I_{K_{I}}^{F}=\bigcap_{G \supset F}\left(X^{\mathbf{1}-\mathbf{1}_{G}}\right)^{-1}\left(I^{G}\right),
$$

which is equal to $I$ by the special case $H=[n]$ of Lemma 4.3.
Finally, we show that $K_{I_{K}}=K$. Analogously, we have

$$
K_{I_{K}}^{F}=\left(X^{\mathbf{1}-\mathbf{1}_{F}}\right)^{-1}\left(\bigcap_{G \supset F} K^{G}\right)=K^{F}
$$

by Lemma 4.3. This completes the proof.

### 4.2. Extended Product System

Let $K$ be an invariant family. Define a $C^{*}$-algebra $\boldsymbol{A}_{K}:=\bigoplus_{F \in \mathfrak{F}} A / K^{F}$ together with a diagonal morphism $\Delta_{K}: A \rightarrow \boldsymbol{A}_{K}$ given by $\Delta_{K}(a)=\left([a]_{K^{F}}\right)_{F \in \mathfrak{F}}$. Consider the induced Hilbert $\boldsymbol{A}_{K}$-modules

$$
\boldsymbol{X}_{K}^{\mathbf{m}}:=X^{\mathbf{m}} \otimes_{A} \boldsymbol{A}_{K} \cong \bigoplus_{F \in \mathfrak{F}} X_{K^{F}}^{\mathbf{m}}
$$

The last isomorphism follows from Lemma 2.1.
Notation. In the following, we will frequently face the situation when we have some vector space $V$ and a family of subspaces $W^{F} \subset V$ indexed by $F \in \mathfrak{F}$. We use bold letters like $\boldsymbol{v}$ for elements of $\boldsymbol{V}_{W}=\bigoplus_{F \in \mathfrak{F}} V / W^{F}$. For $\boldsymbol{v} \in \boldsymbol{V}_{W}$, we denote by $\boldsymbol{v}_{F} \in V / W^{F}$ the component of $\boldsymbol{v}$ corresponding to $F$. For an element $v \in V / W^{F}$, we denote by $\hat{v}$ an arbitrary lift of $v$ to $V$.

Suppose that there are subspaces $\boldsymbol{U}^{F} \subset V / W^{F}$ for all $F \in \mathfrak{F}$. We denote by $\boldsymbol{U}=\bigoplus_{F \in \mathfrak{F}} \boldsymbol{U}^{F} \subset \boldsymbol{V}$ their direct sum. Conversely, if $\boldsymbol{U} \subset \boldsymbol{V}$ is a subspace of the above form, then we denote by $\boldsymbol{U}^{F}$ its $F$-component.

As an example of the above notation, consider the case $V=X^{\mathrm{m}}$ and $W^{F}=X^{\mathbf{m}} K^{F}$. Then, we use $\boldsymbol{x}, \boldsymbol{y}$ for elements of $\boldsymbol{X}_{K}^{\mathbf{m}}=\bigoplus_{F \in \mathfrak{F}} X_{K^{F}}^{\mathbf{m}}$ and $\hat{\boldsymbol{x}}_{F}$ stands for an element of $X^{\mathbf{m}}$ such that $\left[\hat{\boldsymbol{x}}_{F}\right]_{K^{F}}$ is the $F$-component of $\boldsymbol{X}$.

We would like to define a left action of $\boldsymbol{A}_{K}$ on $\boldsymbol{X}_{K}$ to obtain a product system $\left(\boldsymbol{A}_{K}, \boldsymbol{X}_{K}\right)$. By Lemma 2.1, we have $\mathcal{K}\left(\boldsymbol{X}_{K}^{\mathrm{m}}\right)=\bigoplus_{F \in \mathfrak{F}} \mathcal{K}\left(X_{K^{F}}^{\mathrm{m}}\right)=$ $\bigoplus_{F \in \mathfrak{F}} \mathcal{K}\left(X^{\mathbf{m}}\right) / \mathcal{K}\left(X^{\mathbf{m}} K^{F}\right)$.

Lemma 4.5. Let $F \in \mathfrak{F}$ and $\mathbf{m} \in \mathbb{N}^{n}$. We have $\varphi^{\mathbf{m}}\left(K^{F \backslash \operatorname{supp} \mathbf{m}}\right) \subset \mathcal{K}\left(X^{\mathbf{m}} K^{F}\right)$ and, hence, the expression

$$
b \mapsto\left[\varphi^{\mathbf{m}}(\hat{b})\right]_{K^{F}} \in \mathcal{K}\left(X_{K^{F}}^{\mathbf{m}}\right)
$$

is well-defined for any $b=[\hat{b}]_{K^{F \backslash \operatorname{supp} \mathrm{~m}}} \in A / K^{F \backslash \operatorname{supp} \mathbf{m}}$. It defines a homomorphism $A / K^{F \backslash \operatorname{supp} \mathbf{m}} \rightarrow \mathcal{K}\left(X_{K^{F}}^{\mathbf{m}}\right)$.

Proof. The inclusion $\varphi^{\mathbf{m}}\left(K^{F \backslash \operatorname{supp} \mathbf{m}}\right) \subset \mathcal{K}\left(X^{\mathbf{m}} K^{F}\right)$ is equivalent to the inclusion $K^{F \backslash \operatorname{supp} \mathbf{m}} X^{\mathbf{m}} \subset X^{\mathbf{m}} K^{F}$ and to $\left(X^{\mathbf{m}}\right)^{-1}\left(K^{F}\right) \supset K^{F \backslash \operatorname{supp} \mathbf{m}}$. We will show this by induction on $|\mathbf{m}|$. Suppose that $\mathbf{m}=\mathbf{1}_{i}$ for some $i \in[n]$. Let us prove that $\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(K^{F}\right) \supset K^{F \backslash\{i\}}$. Indeed, if $i \in F$, then $\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(K^{F}\right) \supset$ $\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(K^{F} \cap K^{F \backslash\{i\}}\right)=K^{F \backslash\{i\}}$ by the definition of invariant family. Analogously, if $i \notin F$, then $\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(K^{F}\right) \supset\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(K^{F} \cap K^{F \cup\{i\}}\right)=K^{F}=$ $K^{F \backslash\{i\}}$. This shows the base of induction.

For induction step, write $X^{\mathbf{m}}=X^{\mathbf{m}-\mathbf{1}_{i}} \otimes_{A} X^{\mathbf{1}_{i}}$ for some $i \in \operatorname{supp} \mathbf{m}$. Then, we have

$$
\begin{aligned}
& \left(X^{\mathbf{m}}\right)^{-1}\left(K^{F}\right)=\left(X^{\mathbf{m}-\mathbf{1}_{i}}\right)^{-1}\left(\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(K^{F}\right)\right) \supset\left(X^{\mathbf{m}-\mathbf{1}_{i}}\right)^{-1}\left(K^{F \backslash\{i\}}\right) \supset \\
& \supset K^{(F \backslash\{i\}) \backslash \operatorname{supp}\left(\mathbf{m}-\mathbf{1}_{i}\right)}=K^{F \backslash \operatorname{supp} \mathbf{m}} .
\end{aligned}
$$

Here we used Lemma 2.6 and the induction hypothesis twice. We have proved the first claim.

Now, the proved inclusion implies that the kernel of the homomorphism $[-]_{K^{F}} \circ \varphi^{\mathbf{m}}: A \rightarrow \mathcal{K}\left(X^{\mathbf{m}}\right)$ contains $K^{F \backslash \operatorname{supp} \mathbf{m}}$. Therefore, it descends to a
homomorphism $A / K^{F \backslash \operatorname{supp} \mathbf{m}} \rightarrow \mathcal{K}\left(X_{K^{F}}^{\mathbf{m}}\right)$ given by the formula in the statement.

Proposition 4.6. For any invariant family $K$ there is a proper product system $\left(\boldsymbol{A}_{K}, \boldsymbol{X}_{K}\right)$ with a left action of $\boldsymbol{A}_{K}$ given componentwise by

$$
\varphi_{K}^{\mathbf{m}}(\boldsymbol{a})_{F}=\left[\varphi^{\mathbf{m}}\left(\hat{\boldsymbol{a}}_{F \backslash \operatorname{supp} \mathbf{m}}\right)\right]_{K^{F}} \text { for all } \boldsymbol{a} \in \boldsymbol{A}_{K}, \text { and } F \in \mathfrak{F} .
$$

That is, the left action on the $F$-component is given by the action of the $F \backslash$ supp m-component.

Proof. We know by Lemma 4.5 that the formula in the statement gives a welldefined homomorphism $\varphi_{K}^{\mathrm{m}}: \boldsymbol{A}_{K} \rightarrow \mathcal{K}\left(X_{K}^{\mathrm{m}}\right)$. Hence, it defines a left action of $\boldsymbol{A}_{K}$ on $\boldsymbol{X}_{K}^{\mathrm{m}}$.

Let us analyze the tensor product $X_{K}^{\mathbf{k}} \otimes_{\boldsymbol{A}_{K}} X_{K}^{\mathbf{m}}$ for $\mathbf{k}, \mathbf{m} \in \mathbb{N}^{n}$. By Lemma 2.7, we have

$$
\left(\boldsymbol{X}_{K}^{\mathbf{k}} \otimes_{\boldsymbol{A}_{K}} \boldsymbol{X}_{K}^{\mathrm{m}}\right)^{F}=\bigoplus_{G \in \mathfrak{F}} X_{K^{G}}^{\mathbf{k}} \otimes_{A_{K^{G}}} X_{K^{F}}^{\mathbf{m}}=X_{K^{F \backslash \operatorname{supp} \mathrm{~m}}}^{\mathbf{k}} \otimes_{A_{K^{F \backslash \operatorname{supp} \mathrm{~m}}}} X_{K^{F}}^{\mathbf{m}}
$$

The last equality follow from the fact that $A_{K^{G}}$ acts by zero on $X_{K^{F}}^{\mathrm{F}}$ unless $G=F \backslash \operatorname{supp} \mathbf{m}$. Now, define a multiplication map $\left(\boldsymbol{X}_{K}^{\mathbf{k}} \otimes_{\boldsymbol{A}_{K}} \boldsymbol{X}_{K}^{\mathbf{m}}\right)^{F}=$ $X_{K^{F \backslash \operatorname{supp} \mathbf{m}}}^{\mathbf{k}} \otimes_{A_{K^{F} \backslash \text { supp } \mathbf{m}}} X_{K^{F}}^{\mathbf{m}} \rightarrow\left(\boldsymbol{X}_{K}^{\mathbf{k}+\mathbf{m}}\right)^{F}=X_{K^{F}}^{\mathbf{k}+\mathbf{m}}$ by the formula

$$
x \cdot y=[\hat{x} \cdot \hat{y}]_{K^{F}}
$$

for $x \in X_{K^{F \backslash \text { supp } \mathbf{m}}}^{\mathbf{k}}$ and $y \in X_{K^{F}}^{\mathbf{m}}$. It is well-defined by Lemma 4.5. Moreover, it is unitary since it is induced by the unitary multiplication $X^{\mathbf{m}} \otimes_{A} X^{\mathbf{k}} \rightarrow$ $X^{\mathbf{m}+\mathbf{k}}$. This defines multiplication isomorphism of Hilbert $\boldsymbol{A}_{K}$-modules $\boldsymbol{X}_{K}^{\mathbf{k}}$ $\otimes_{\boldsymbol{A}_{K}} \boldsymbol{X}_{K}^{\mathrm{m}} \cong \boldsymbol{X}_{K}^{\mathbf{k}+\mathbf{m}}$. It is also easy to see that the isomorphism is compatible with the left actions of $\boldsymbol{A}_{K}$. This shows that $\left(\boldsymbol{A}_{K}, \boldsymbol{X}_{K}\right)$ is a product system, which is proper by definition.

Remark. The construction of the product system $\left(\boldsymbol{A}_{K}, \boldsymbol{X}_{K}\right)$ above is inspired by Katsura's [13, Definition 6.1]. However, it is different from Katsura's extended product system even for rank 1 product systems and his construction does not have a straightforward generalization to the higher rank case. Katsura works solely with T-pairs of ideals, while the equivalent picture of invariant families turns out to be more useful for the higher rank case. The extended product system is our main tool for the definition of relative CNPalgebras and classification of gauge-invariant ideals.

Our next goal is to compute the CNP-ideals $\mathcal{I}_{K}$ of $\left(\boldsymbol{A}_{K}, \boldsymbol{X}_{K}\right)$. We have

$$
\operatorname{ker} \varphi_{K}^{\mathbf{1}_{i}}=\left\{\boldsymbol{a} \in \boldsymbol{A}_{K}:\left[\varphi^{\mathbf{1}_{i}}\left(\hat{\boldsymbol{a}}_{F \backslash\{i\}}\right)\right]_{K^{F}}=0 \text { for all } F \in \mathfrak{F}\right\} .
$$

Therefore, for any $\boldsymbol{a} \in \operatorname{ker} \varphi_{K}^{\mathbf{1}_{i}}$, there is no condition on $\boldsymbol{a}_{G}$ with $i \in G$ and there are two conditions for $a_{G}$ with $i \notin G$. These conditions are $\left[\varphi^{\mathbf{1}_{i}}\left(\boldsymbol{a}_{G}\right)\right]_{K^{G}}=$ 0 and $\left[\varphi^{\mathbf{1}_{i}}\left(\boldsymbol{a}_{G}\right)\right]_{K^{G \cup\{i\}}}=0$. They can be rewritten as $\hat{\boldsymbol{a}}_{G} X^{\mathbf{1}_{i}} \subset X^{\mathbf{1}_{i}}\left(K^{G} \cap\right.$ $\left.K^{G \cup\{i\}}\right)$. In its turn, this is equivalent to $\hat{\boldsymbol{a}}_{G} \in\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(K^{G} \cap K^{G \cup\{i\}}\right)=K^{G}$. Therefore, we have $\hat{\boldsymbol{a}}_{G} \in K^{G}$ and hence $\boldsymbol{a}_{G}=0$. Finally, we obtain

$$
\operatorname{ker} \varphi_{K}^{\mathbf{1}_{i}}=\left\{\boldsymbol{a} \in \boldsymbol{A}_{K}: \boldsymbol{a}_{G}=0 \text { for all } G \in \mathfrak{F} \text { with } i \notin G\right\}
$$

and

$$
\bigcap_{i \in F} \operatorname{ker} \varphi_{K}^{\mathbf{1}_{i}}=\left\{\boldsymbol{a} \in \boldsymbol{A}_{K}: \boldsymbol{a}_{G}=0 \text { for all } G \in \mathfrak{F} \text { with } F \not \subset G\right\}
$$

for any $F \in \mathfrak{F}$.
Lemma 4.7. For any $F \in \mathfrak{F}$, we have

$$
\mathcal{I}_{K}^{F}=\mathcal{J}_{K}^{F}=\left\{\boldsymbol{a} \in \boldsymbol{A}_{K}: \boldsymbol{a}_{G}=0 \text { for all } G \in \mathfrak{F} \text { with } F \subset G\right\} .
$$

Proof. Since the product system is proper, we have

$$
\mathcal{J}_{K}^{F}=\left(\bigcap_{i \in F} \operatorname{ker} \varphi_{K}^{\mathbf{1}_{i}}\right)^{\perp}=\left\{\boldsymbol{a} \in \boldsymbol{A}_{K}: \boldsymbol{a}_{G}=0 \text { for all } G \in \mathfrak{F} \text { with } F \subset G\right\}
$$

To prove the equality $\mathcal{I}_{K}^{F}=\mathcal{J}_{K}^{F}$, it is enough to show that $\mathcal{J}_{K}^{F} \boldsymbol{X}_{K}^{\mathbf{1}_{i}} \subset \boldsymbol{X}_{K}^{\mathbf{1}_{i}} \mathcal{J}_{K}^{F}$ for any $i \notin F$. Indeed, in this case we have $\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(\mathcal{J}_{K}^{F}\right) \supset \mathcal{J}_{K}^{F}$ for all $i \notin F$ and hence $\left(X^{\mathbf{m}}\right)^{-1}\left(\mathcal{J}_{K}^{F}\right) \supset \mathcal{J}_{K}^{F}$ for all $\mathbf{m} \perp \mathbf{1}_{F}$ by Lemma 2.6. Then, the formula (2) implies $\mathcal{I}_{K}^{F}=\mathcal{J}_{K}^{F}$.

Let $\boldsymbol{a} \in \mathcal{J}_{K}^{F}$ and $\boldsymbol{x} \in X_{K}^{\mathbf{1}_{i}}$ be arbitrary. Then, we have

$$
(\boldsymbol{a} \cdot \boldsymbol{x})_{G}=\boldsymbol{a}_{G \backslash\{i\}} \cdot \boldsymbol{x}_{G} \text { for all } G \in \mathfrak{F} .
$$

This equals zero if $F \subset G \backslash\{i\}$, which is equivalent to $F \subset G$ since $i \notin F$. Therefore, we have

$$
\mathcal{J}_{K}^{F} \boldsymbol{X}_{K}^{\mathbf{1}_{i}} \subset\left\{\boldsymbol{x} \in \boldsymbol{X}_{K}^{\mathbf{1}_{i}}: \boldsymbol{x}_{G}=0 \text { for all } G \in \mathfrak{F} \text { with } F \subset G\right\}=\boldsymbol{X}_{K}^{\mathbf{1}_{i}} \mathcal{J}_{K}^{F} .
$$

We conclude that $\mathcal{I}_{K}^{F}=\mathcal{J}_{K}^{F}$.
We now classify $\boldsymbol{X}_{K}$-invariant ideals in $\boldsymbol{A}_{K}$. Since $\boldsymbol{A}_{K}$ is a direct sum of $C^{*}$-algebras, every ideal in $\boldsymbol{A}_{K}$ is a direct sum of ideals in $\left(\boldsymbol{A}_{K}\right)^{F}=A / K^{F}$. Moreover, ideals in $A / K^{F}$ are in bijective correspondence with ideals in $A$ containing $K^{F}$. For a family of ideals $\left\{N^{F}\right\}_{F \in \mathfrak{F}}$ of $A$ with $N^{F} \supset K^{F}$, we denote by $N / K$ the ideal $\bigoplus_{F \in \mathfrak{F}} N^{F} / K^{F}$ of $\boldsymbol{A}_{K}$.

Proposition 4.8. In the above notation, the ideal $N / K$ of $\boldsymbol{A}_{K}$ is invariant if and only if $N$ is an invariant family. There is a canonical isomorphism of product systems $\left(\left(\boldsymbol{A}_{K}\right)_{N / K},\left(\boldsymbol{X}_{K}\right)_{N / K}\right) \cong\left(\boldsymbol{A}_{N}, \boldsymbol{X}_{N}\right)$, and we identify those. Therefore, there is an order-preserving bijection between invariant ideals in $\boldsymbol{A}_{K}$ and invariant families $N \succeq K$. Moreover, every invariant ideal of $\boldsymbol{A}_{K}$ is separating.

Proof. Suppose $N / K$ is an ideal of $\boldsymbol{A}_{K}$. We will find necessary and sufficient conditions for $N / K$ to be positively invariant and negatively invariant. Then, we will apply Theorem 3.9 to deduce the conditions for $N / K$ to be invariant and compare them to the definition of invariant families.

Positive invariance. Recall that $N / K$ is positively invariant if and only if $(N / K) \boldsymbol{X}_{K}^{\mathbf{1}_{i}} \subset \boldsymbol{X}_{K}^{\mathbf{1}_{i}}(N / K)$ for all $i \in[n]$. Component-wise, we have

$$
\begin{aligned}
& \left((N / K) \boldsymbol{X}_{K}^{\mathbf{1}_{i}}\right)^{G}=\left(N^{G \backslash\{i\}} / K^{G \backslash\{i\}}\right) X^{\mathbf{1}_{i}} / X^{\mathbf{1}_{i}} K^{G} \\
& \quad=\left(N^{G \backslash\{i\}} X^{\mathbf{1}_{i}}\right) /\left(X^{\mathbf{1}_{i}} K^{G} \cap N^{G \backslash\{i\}} X^{\mathbf{1}_{i}}\right)
\end{aligned}
$$

and

$$
\left(\boldsymbol{X}_{K}^{\mathbf{1}_{i}}(N / K)\right)^{G}=\left(X^{\mathbf{1}_{i}} / X^{\mathbf{1}_{i}} K^{G}\right)\left(N^{G} / K^{G}\right)=\left(X^{\mathbf{1}_{i}} N^{G} / X^{\mathbf{1}_{i}} K^{G}\right)
$$

for all $G \in \mathfrak{F}$. The former contains the latter if and only if $N^{G \backslash\{i\}} X^{\mathbf{1}_{i}} \subset$ $X^{\mathbf{1}_{i}} N^{G}$. Combining these conditions for $G=F$ and $G=F \cup\{i\}$, we conclude that $N$ is positively invariant if and only if

$$
\begin{equation*}
N^{F} \subset\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(N^{F} \cap N^{F \cup\{i\}}\right) \text { for all } F \in \mathfrak{F} \text { and } i \in[n] \backslash F . \tag{3}
\end{equation*}
$$

In particular, we see that $N / K$ is positively invariant if $N$ is an invariant family.

Negative invariance. We compute the ideals $L_{N / K}^{F}$. For $i \in[n]$, we have

$$
L_{N / K}^{i}=\left\{\boldsymbol{a} \in \boldsymbol{A}_{K}: \boldsymbol{a}_{F \backslash\{i\}} X^{\mathbf{1}_{i}} / X^{\mathbf{1}_{i}} K^{F} \subset X^{\mathbf{1}_{i}} N^{F} / X^{\mathbf{1}_{i}} K^{F} \text { for all } F \in \mathfrak{F}\right\}
$$

The inclusion $\boldsymbol{a}_{F \backslash\{i\}} X^{\mathbf{1}_{i}} / X^{\mathbf{1}_{i}} K^{F} \subset X^{\mathbf{1}_{i}} N^{F} / X^{\mathbf{1}_{i}} K^{F}$ is equivalent to the condition $\hat{\boldsymbol{a}}_{F \backslash\{i\}} \in\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(N^{F}\right)$, where $\hat{\boldsymbol{a}}_{F \backslash\{i\}}$ is an arbitrary lift of $\boldsymbol{a}_{F \backslash\{i\}}$ to $A$. Therefore, we have

$$
\begin{aligned}
& L_{N / K}^{i}=\left\{\boldsymbol{a} \in \boldsymbol{A}_{K}: \hat{\boldsymbol{a}}_{G} \in\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(N^{G} \cap N^{G \cup\{i\}}\right) \text { for all } G \in \mathfrak{F}, i \notin G\right\}, \\
& L_{N / K}^{F}=\left\{\boldsymbol{a} \in \boldsymbol{A}_{K}: \hat{\boldsymbol{a}}_{G} \in\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(N^{G} \cap N^{G \cup\{i\}}\right) \text { for all } G \in \mathfrak{F}, i \in F \backslash G\right\},
\end{aligned}
$$

and

$$
L_{N / K}^{F} \cap \mathcal{I}_{K}^{F}=\left\{\boldsymbol{a} \in L_{N / K}^{F}: \hat{\boldsymbol{a}}_{G}=0 \text { for all } G \in \mathfrak{F} \text { with } F \subset G\right\} .
$$

The condition for negative invariance $L_{N / K}^{F} \cap \mathcal{I}_{K}^{F} \subset N / K$ is therefore equivalent to

$$
\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(N^{G} \cap N^{G \cup\{i\}}\right) \subset N^{G} \text { for all } G \in \mathfrak{F}, i \in F \backslash G .
$$

Since this condition should hold for all $F \in \mathfrak{F}$, we conclude that $N / K$ is negatively invariant if and only if

$$
\begin{equation*}
\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(N^{G} \cap N^{G \cup\{i\}}\right) \subset N^{G} \text { for all } G \in \mathfrak{F}, i \in[n] \backslash G . \tag{4}
\end{equation*}
$$

Invariance. Combining (3) and (4), we see that $N / K$ is invariant if and only if

$$
N^{F}=\left(X^{\mathbf{1}_{i}}\right)^{-1}\left(N^{F} \cap N^{F \cup\{i\}}\right) \text { for all } F \in \mathfrak{F} \text { and } i \in[n] \backslash F .
$$

This is exactly the condition for $N$ to be an invariant family. Moreover, this shows that there is an order-preserving bijection between the poset of invariant families containing $K$ and the lattice of invariant ideals in $\left(\boldsymbol{A}_{K}, \boldsymbol{X}_{K}\right)$.

Separation. Let us use Proposition 3.10 to check that $N / K$ is separating for any invariant family $N \succeq K$. First, observe that $\left(\boldsymbol{A}_{K} /(N / K), \boldsymbol{X}_{K} /(N / K)\right)$ is isomorphic to $\left(\boldsymbol{A}_{N}, \boldsymbol{X}_{N}\right)$. By Lemma 4.7, we know exactly how the CNPideals of $\boldsymbol{A}_{K}$ and $\boldsymbol{A}_{N}$ look like. The equality $\left[\mathcal{I}_{K}^{F}\right]_{N / K}=\mathcal{I}_{N / K}^{F}$ is trivial from the description of these ideals.

Proposition 4.8 classifies gauge-invariant ideals in $\mathcal{N O}\left(\boldsymbol{X}_{K}\right)$. We will soon see that $\mathcal{N O}\left(\boldsymbol{X}_{K}\right)$ is isomorphic to a certain gauge-invariant quotient of $\mathcal{N} \mathcal{T}(X)$. This is how we obtain a classification of gauge-invariant ideals in $\mathcal{N T}(X)$ and $\mathcal{N O}(X)$.

### 4.3. Relative Cuntz-Nica-Pimsner Algebra

We assume henceforth that our product systems are proper. By Lemma 2.12.(1), for any representation $(\sigma, s)$ of a proper product system $(B, Y)$ in a $C^{*}$ algebra $D$, the elements $\sigma(a) \cdot p_{s}^{\mathbf{m}}, \sigma(a) \cdot Q_{s}^{F}$, and $\sigma(a) \cdot P_{s}^{F}$ are in $D$ for any $a \in B$, nonzero $\mathbf{m} \in \mathbb{N}^{n}$, and $F \in \mathfrak{F}$. We will use this fact without further elaboration.

Definition 4.9. Let $I$ be a T-family of ideals of $A$. We define a gauge-invariant ideal $\mathcal{C}_{I} \subset \mathcal{N T}(X)$ to be the one generated by the elements

$$
\tau(a) \cdot Q_{t}^{F}=\sum_{\mathbf{0} \leq \mathbf{m} \leq \mathbf{1}_{F}}(-1)^{|\mathbf{m}|} \psi_{t}^{\mathbf{m}}\left(\varphi^{\mathbf{m}}(a)\right)
$$

for all $F \in \mathfrak{F}$ and $a \in I^{F}$. We call the algebra $\mathcal{N O}(X, I):=\mathcal{N T}(X) / \mathcal{C}_{I}$ the $I$-relative Cuntz-Nica-Pimsner algebra of $(A, X)$.

A Nica-covariant representation $(\sigma, s)$ is called I-Cuntz-Nica-Pimsnercovariant if $\tau(a) \cdot Q_{s}^{F}=0$ for all $F \in \mathfrak{F}$ and $a \in I^{F}$. Equivalently, it is $I$-relative if and only if the induced representation $\sigma \times_{0} s$ of $\mathcal{N T}(X)$ factors through $\mathcal{N O}(X, I)$. We denote the corresponding representation of $\mathcal{N O}(X, I)$ by $\sigma \times{ }_{I} s$.

From the definition, it is obvious that $\mathcal{N T}(X) \cong \mathcal{N O}(X, 0)$ and $\mathcal{N O}(X) \cong$ $\mathcal{N O}(X, \mathcal{I})$, where $\mathcal{I}$ is the CNP-familiy of ideals from Definition 2.13. Also, observe that $\mathcal{C}_{I} \subset \mathcal{C}_{I^{\prime}}$ if $I \preceq I^{\prime}$.

Lemma 4.10. The ideal $\mathcal{C}_{I}$ is also the ideal generated by the elements $\tau(a) \cdot P_{t}^{F}$ for all $F \in \mathfrak{F}$ and $a \in K_{I}^{F}$.

Proof. Denote by $\mathcal{C}_{I}^{\prime}$ the ideal generated by the subspaces $\tau\left(K_{I}^{F}\right) \cdot P_{t}^{F}$. We first show that $\mathcal{C}_{I} \subset \mathcal{C}_{I}^{\prime}$. Proposition 4.4 implies

$$
I^{F}=I_{K_{I}}^{F}=\bigcap_{G \supset F} K^{G}
$$

Therefore, for any $a \in I^{F}$ and $G \supset F$, we have $a \in K^{G}$ and the element $\tau(a) \cdot P_{t}^{G}$ is in $\mathcal{C}_{I}^{\prime}$. Thus,

$$
a \cdot Q_{t}^{F}=a \cdot \sum_{G \supset F} P_{t}^{G}=\sum_{G \supset F} a \cdot P_{t}^{G}
$$

is also an element of $\mathcal{C}_{I}^{\prime}$. We conclude that $\tau\left(I^{F}\right) \cdot Q_{t}^{F} \subset \mathcal{C}_{I}^{\prime}$ for all $F \in \mathfrak{F}$ and, hence, the ideal $\mathcal{C}_{I}$ lies inside $\mathcal{C}_{I}^{\prime}$.

To prove the other inclusion, consider arbitrary elements $a \in I^{F}, x, y \in$ $X^{\mathbf{1 - 1}} \mathbf{1}_{F}$. We have

$$
t(x) \tau(a) Q_{t}^{F} t(y)^{*}=t(x) \tau(a) t(y)^{*} Q_{t}^{F}=\psi_{\tau}^{\mathbf{1 - 1}}{ }_{F}\left(\theta_{x a, y}\right) Q_{t}^{F} \in \mathcal{C}_{I} .
$$

We have used that $t(y)$ commutes with $Q_{t}^{F}$ by Lemma 2.12. Therefore, we have an inclusion $\psi_{\tau}^{\mathbf{1 - 1}} \mathbf{1}_{F}\left(\mathcal{K}\left(X^{\mathbf{1}-\mathbf{1}_{F}} I^{F}\right)\right) \cdot Q_{t}^{F} \subset \mathcal{C}_{I}$. By definition, we have $K^{F} X^{\mathbf{1 - 1}} \mathbf{1}_{F} \subset X^{\mathbf{1 - 1}} \mathbf{1}_{F} I^{F}$, so $\varphi^{\mathbf{1 - 1}} \mathbf{1}_{F}\left(K^{F}\right) \subset \mathcal{K}\left(X^{\mathbf{1}-\mathbf{1}_{F}} I^{F}\right)$. It follows that

$$
\tau\left(K^{F}\right) P_{t}^{F}=\tau\left(K^{F}\right) \prod_{i \notin F} p_{\tau}^{\mathbf{1}_{i}} Q_{t}^{F}=\psi_{\tau}^{\mathbf{1 - 1} \mathbf{1}_{F}}\left(\varphi^{\mathbf{1 - 1} \mathbf{1}_{F}}\left(K^{F}\right)\right) \prod_{i \in F} Q_{t}^{F} \subset \mathcal{C}_{I}
$$

and $\mathcal{C}_{I}^{\prime} \subset \mathcal{C}_{I}$. This shows that $\mathcal{C}_{I}=\mathcal{C}_{I}^{\prime}$ and the lemma is proved.

Lemma 4.10 is useful, since covariance conditions coming from invariant families are easier to work with. We denote the representation of $(A, X)$ on $\mathcal{N O}\left(X, I_{K}\right)$ by $\left(\rho_{K}, r_{K}\right)$. We extend this representation to a representation $\left(\bar{\rho}_{K}, \bar{r}_{K}\right)$ of $\left(\boldsymbol{A}_{K}, \boldsymbol{X}_{K}\right)$ on $\mathcal{N O}\left(X, I_{K}\right)$ by

$$
\begin{align*}
& \bar{\rho}_{K}(\boldsymbol{a})=\sum_{F \in \mathfrak{F}} \rho_{K}\left(\hat{\boldsymbol{a}}_{F}\right) \cdot P_{r_{K}}^{F}, \\
& \bar{r}_{K}^{\mathbf{m}}(\boldsymbol{x})=\sum_{F \in \mathfrak{F}} r_{K}^{\mathbf{m}}\left(\hat{\boldsymbol{x}}_{F}\right) \cdot P_{r_{K}}^{F} . \tag{5}
\end{align*}
$$

Recall that we have defined in Sect. 4.2 the diagonal homomorphism $\Delta_{K}: A \rightarrow \boldsymbol{A}_{K}$ as $\Delta_{K}(a)=\left([a]_{K^{F}}\right)_{F \in \mathfrak{F}}$. We use the same notation for the diagonal map $\Delta_{K}: X \rightarrow \boldsymbol{X}_{K}$ given by $\Delta_{K}(x)=\left([x]_{K^{F}}\right)_{F \in \mathfrak{F}}$.

Lemma 4.11. Formula (5) defines a gauge-equivariant CNP-representation of $\left(\boldsymbol{A}_{K}, \boldsymbol{X}_{K}\right)$ on $\mathcal{N O}\left(X, I_{K}\right)$. Moreover, we have $\left(\rho_{K}, r_{K}\right)=\left(\bar{\rho}_{K} \circ \Delta_{K}, \bar{r}_{K} \circ \Delta_{K}\right)$.

Proof. First, we show that the formula (5) does not depend on the choice of the lift $\hat{\boldsymbol{a}}_{F}$. For this, it is enough to show that $\rho_{K}(b) \cdot P_{r_{K}}^{F}=0$ for any $b \in K^{F}$ and $r_{K}^{\mathbf{m}}(x) \cdot P_{r_{K}}^{F}=0$ for any $x \in X^{\mathbf{m}} K^{F}$. The first one is trivial, since $\rho_{K}(b) \cdot P_{r_{K}}^{F}=\left[\tau(b) \cdot P_{\tau}^{F}\right]_{\mathcal{C}_{I_{K}}}$ and the latter is zero by Lemma 4.10. For the second one, write $x=y \cdot b$ for some $y \in X^{\mathbf{m}}$ and $b \in K^{F}$. Then, we have $r_{K}^{\mathbf{m}}(x) \cdot P_{r_{K}}^{F}=r_{K}^{\mathbf{m}}(y) \cdot \rho_{K}(b) \cdot P_{r_{K}}^{F}=0$.

The map $\bar{\rho}_{K}$ is a $*$-homomorphism, since the projections $P_{r_{K}}^{F}$ are pairwise orthogonal and $\rho_{K}$ is a $*$-homomorphism. Let us check whether $\left(\bar{\rho}_{K}, \bar{r}_{K}\right)$ agrees with the scalar product and the right action of $\boldsymbol{A}_{K}$. Let $\boldsymbol{a} \in \boldsymbol{A}_{K}$, $\boldsymbol{x}, \boldsymbol{y} \in \boldsymbol{X}_{K}^{\mathbf{m}}$ be arbitrary. We have

$$
\begin{aligned}
& \bar{r}_{K}(\boldsymbol{x}) \bar{\rho}_{K}(\boldsymbol{a})=\sum_{F, G \in \mathfrak{F}} r_{K}\left(\hat{\boldsymbol{x}}_{F}\right) \cdot P_{r_{K}}^{F} \cdot \rho_{K}\left(\hat{\boldsymbol{a}}_{G}\right) \cdot P_{r_{K}}^{G} \\
& \quad=\sum_{F, G \in \mathfrak{F}} r_{K}\left(\hat{\boldsymbol{x}}_{F}\right) \rho_{K}\left(\hat{\boldsymbol{a}}_{G}\right) \cdot P_{r_{K}}^{F} P_{r_{K}}^{G} \\
& \quad=\sum_{F \in \mathfrak{F}} r_{K}\left(\bar{x}_{F} \cdot \bar{a}_{F}\right) \cdot P_{r_{K}}^{F}=\bar{r}_{K}(\boldsymbol{x} \cdot \boldsymbol{a}),
\end{aligned}
$$

and

$$
\begin{aligned}
& \bar{r}_{K}(\boldsymbol{x})^{*} \bar{r}_{K}(\boldsymbol{y})=\sum_{F, G \in \mathfrak{F}} P_{r_{K}}^{F} \cdot r_{K}\left(\hat{\boldsymbol{x}}_{F}\right)^{*} \cdot r_{K}\left(\hat{\boldsymbol{y}}_{G}\right) \cdot P_{r_{K}}^{G} \\
& =\sum_{F, G \in \mathfrak{F}} P_{r_{K}}^{F} \cdot \rho_{K}\left(\left\langle\hat{\boldsymbol{x}}_{F}, \hat{\boldsymbol{y}}_{G}\right\rangle\right) \cdot P_{r_{K}}^{G} \\
& =\sum_{F, G \in \mathfrak{F}} \rho_{K}\left(\left\langle\bar{x}_{F}, \bar{y}_{G}\right\rangle\right) \cdot P_{r_{K}}^{F} \cdot P_{r_{K}}^{G} \\
& =\sum_{F, G \in \mathfrak{F}} \rho_{K}\left(\left\langle\bar{x}_{F}, \bar{y}_{F}\right\rangle\right) \cdot P_{r_{K}}^{F}=\bar{\rho}_{K}(\langle\boldsymbol{x}, \boldsymbol{y}\rangle) .
\end{aligned}
$$

In both cases, we used the pairwise orthogonality of the $P$-projections and Lemma 2.12.(1).

The left action of $\boldsymbol{A}$ is more involved. For arbitrary $\boldsymbol{a} \in \boldsymbol{A}_{K}, \boldsymbol{x} \in \boldsymbol{X}_{K}^{\mathrm{m}}$, we have

$$
\bar{\rho}_{K}(\boldsymbol{a}) \bar{r}_{K}(\boldsymbol{x})=\sum_{F, G \in \mathfrak{F}} \rho_{K}\left(\hat{\boldsymbol{a}}_{F}\right) \cdot P_{r_{K}}^{F} \cdot r_{K}\left(\hat{\boldsymbol{x}}_{F}\right) \cdot P_{r_{K}}^{G}
$$

By Lemma 2.12.(4), we have $P_{r_{K}}^{F} \cdot r_{K}\left(\hat{\boldsymbol{x}}_{G}\right) P_{r_{K}}^{G}=r_{K}\left(\hat{\boldsymbol{x}}_{G}\right) P_{r_{K}}^{G}$ if $F=G \backslash \operatorname{supp}(\mathbf{m})$ and 0 otherwise. Therefore, $\bar{r}_{K}$ is a left $\boldsymbol{A}_{K}$-module homomorphism. A similar calculation shows that $\bar{r}_{K}$ preserves multiplication. We conclude that $\left(\bar{\rho}_{K}, \bar{r}_{K}\right)$ is a representation.

To prove that it is Nica-covariant and CNP we need to determine the projections $p_{\bar{r}_{K}}^{\mathbf{m}}$. We claim that $p_{\bar{r}_{K}}^{\mathbf{m}}=p_{r_{K}}^{\mathbf{m}}$. Indeed, observe that

$$
p_{r_{K}}^{\mathbf{m}} \cdot \bar{r}_{K}^{\mathbf{m}}(\boldsymbol{x})=\sum_{F \in \mathfrak{F}} p_{r_{K}}^{\mathbf{m}} r_{K}^{\mathbf{m}}\left(\hat{\boldsymbol{x}}_{F}\right) \cdot P_{r_{K}}^{F}=\bar{r}_{K}^{\mathbf{m}}(\boldsymbol{x}) \text { for any } \boldsymbol{x} \in \boldsymbol{X}^{\mathbf{m}} .
$$

By Lemma 2.12.(2), $p_{\bar{r}_{K}}^{\mathbf{m}}$ is the minimal projection fixing $\rho_{K}\left(X^{\mathbf{m}}\right)$ with left multiplication, so $p_{\bar{r}_{K}}^{\mathbf{m}} \leq p_{r_{K}}^{\mathbf{m}}$ holds. On the other hand, we have $r_{K}\left(X^{\mathbf{m}}\right) \subset$ $\bar{r}_{K}\left(X_{K}^{\mathbf{m}}\right)$, so $p_{\bar{r}_{K}}^{\mathbf{m}}$ fixes $r_{K}\left(X^{\mathbf{m}}\right)$ with left multiplication and, hence, $p_{r_{K}}^{\mathbf{m}} \leq p_{\bar{r}_{K}}^{\mathbf{m}}$. We conclude that $p_{\bar{r}_{K}}^{\mathbf{m}}=p_{r_{K}}^{\mathbf{m}}$ and $\left(\bar{\rho}_{K}, \bar{r}_{K}\right)$ is Nica-covariant since $\left(\rho_{K}, r_{K}\right)$ is Nica-covariant.

To prove that $\left(\bar{\rho}_{K}, \bar{r}_{K}\right)$ is CNP, we need to show that $\bar{\rho}_{K}(a) \cdot Q_{\bar{r}_{K}}^{F}=$ $\bar{\rho}_{K}(a) \cdot Q_{r_{K}}^{F}=0$ for all $a \in \mathcal{I}_{K}^{F}$ and $F \in \mathfrak{F}$. By Lemma 4.7, an element $a \in \boldsymbol{A}_{K}$ lies in $\mathcal{I}_{K}^{F}$ if and only if $a_{G}=0$ for all $G \supset F$. Therefore, we have

$$
\bar{\rho}_{K}(a) \cdot Q_{r_{K}}^{F}=\sum_{G \not \supset F} \rho_{K}\left(\hat{a}_{G}\right) \cdot P_{r_{K}}^{G} \cdot Q_{r_{K}}^{F}=0
$$

The second equality follows from the fact that $P_{r_{K}}^{G} Q_{r_{K}}^{F}=0$ for $G \not \supset F$. Indeed, we have the factor $p_{r_{K}}^{\mathbf{1}_{i}}$ in the definition of $P_{r_{K}}^{G}$ and an orthogonal factor $\left(1-p_{r_{K}}^{\mathbf{1}_{i}}\right.$ ) in $Q_{r_{K}}^{F}$ for $i \in F \backslash G$. Hence, the representation is CNP. The last statement is trivial.

We define maps $\gamma_{K}:=\omega_{\boldsymbol{X}_{K}} \circ \Delta_{K}: A \rightarrow \mathcal{N O}\left(\boldsymbol{X}_{K}\right)$ and $g_{K}^{\mathbf{m}}:=\omega_{\boldsymbol{X}_{K}} \circ$ $\Delta_{K}: X^{\mathbf{m}} \rightarrow \mathcal{N O}\left(\boldsymbol{X}_{K}\right)$.

Lemma 4.12. The pair $\left(\gamma_{K}, g_{K}\right)$ is an $I_{K}$-relative Nica-covariant representation of $(A, X)$ on $\mathcal{N O}\left(\boldsymbol{X}_{K}\right)$.

Proof. It is obvious that the pair $\left(\gamma_{K}, g_{K}\right)$ forms a representation. Since $g_{K}\left(X^{\mathbf{m}}\right) \cdot \omega_{\boldsymbol{X}_{K}}\left(\boldsymbol{A}_{K}\right)=o_{\boldsymbol{X}_{K}}\left(\boldsymbol{X}_{K}^{\mathbf{m}}\right)$, a projection $p$ satisfies $p \cdot g_{K}^{\mathbf{m}}(x)=g_{K}^{\mathbf{m}}(x)$ for all $x \in X^{\mathbf{m}}$ if and only if $p \cdot o_{\boldsymbol{X}_{K}}^{\mathbf{m}}(\boldsymbol{x})$ for all $\boldsymbol{x} \in \boldsymbol{X}^{\mathbf{m}}$. We deduce from Lemma 2.12.(2) that $p_{g_{K}}^{\mathbf{m}}=p_{o_{\boldsymbol{X}_{K}}}^{\mathbf{m}}$ for all $\mathbf{m} \in \mathbb{N}^{k}$. In particular, the representation is Nica-covariant.

To show that it is $I_{K}$-relative, it is enough to show that $\Delta_{K}\left(I_{K}^{F}\right) \subset \mathcal{I}_{K}^{F}$ for all $F \in \mathfrak{F}$. Indeed, in this case we have $\gamma_{K}(a) \cdot Q_{g_{K}}^{F}=\omega_{X_{K}}\left(\Delta_{K}(a)\right)$. $Q_{o_{X_{K}}}^{F}=0$ for all $a \in I_{K}^{F}$, since ( $\omega_{\boldsymbol{X}_{K}}, o_{\boldsymbol{X}_{K}}$ ) is CNP.

To prove the inclusion, recall that $I_{K}^{F}=\bigcap_{G \supset F} K^{G}$. Therefore, for any element $a \in I_{K}^{F}$, we have $a \in K^{G}$ and $\left(\Delta_{K}(a)\right)_{G}=[a]_{K^{G}}=0$ for all $G \supset F$. But this is exactly the condition that $\Delta_{K}(a) \in \mathcal{I}_{K}^{F}$ by Lemma 4.7. This proves that $\left(\gamma_{K}, g_{K}\right)$ is $I_{K}$-relative.

Proposition 4.13. The induced map $\bar{\rho}_{K} \times \bar{r}_{K}: \mathcal{N O}\left(\boldsymbol{X}_{K}\right) \rightarrow \mathcal{N O}\left(X, I_{K}\right)$ is an isomorphism with inverse map $\gamma_{K} \times_{I_{K}} g_{K}: \mathcal{N O}\left(X, I_{K}\right) \rightarrow \mathcal{N O}\left(\boldsymbol{X}_{K}\right)$. It fits into the commutative diagram

for any invariant family $K^{\prime} \succeq K$.
Proof. The map $\bar{\rho}_{K} \times \bar{r}_{K}$ is surjective and gauge-equivariant. By the GIUT (Proposition 2.15), it is an isomorphism if and only if $\bar{\rho}_{K}$ is injective.

By Proposition 4.8, the kernel of $\bar{\rho}_{K}$ is described by an invariant family $N \succeq K$, i.e., $\operatorname{ker} \bar{\rho}_{K}=N / K=\bigoplus_{F \in \mathfrak{F}} N^{F} / K^{F} \subset \boldsymbol{A}_{K}$. Suppose that the kernel is nontrivial, so that $K$ is strictly contained in $N$. By the poset isomorphism between invariant families and T-families, we also have that $I_{K}$ is strictly contained in $I_{N}$. Hence, there is $G \in \mathfrak{F}$ such that $I_{K}^{G} \subsetneq I_{N}^{G}$.

Consider an arbitrary element $a \in I_{N}^{G} \backslash I_{K}^{G}$. Recall that $I_{N}^{G}=\bigcap_{H \supset G} N^{G}$ and $I_{K}^{G}=\bigcap_{H \supset G} K^{G}$. Therefore, $a \in N^{F}$ for all $F \supset G$ and there is at least one $H \supset G$ such that $a \notin K^{H}$. Define an element $\boldsymbol{b} \in \boldsymbol{A}_{K}$ by

$$
\boldsymbol{b}_{F}= \begin{cases}{[a]_{K^{F}}} & \text { if } F \supset G \\ 0 & \text { otherwise }\end{cases}
$$

By the discussion above, $\boldsymbol{b} \subset N / K$ and $\boldsymbol{b}_{H} \neq 0$ for some $H \supset G$.
We calculate

$$
0=\bar{\rho}_{K}(\boldsymbol{b})=\sum_{H \supset G} \rho_{K}(a) \cdot P_{r_{K}}^{H}=\rho_{K}(a) \cdot Q_{r_{K}}^{G} .
$$

Furthermore, we have

$$
0=\left(\gamma_{K} \times_{I_{K}} g_{K}\right)\left(\rho_{K}(a) \cdot Q_{r_{K}}^{G}\right)=\gamma_{K}(a) \cdot Q_{g_{K}}^{G}=\omega_{\boldsymbol{X}_{K}}\left(\Delta_{K}(a)\right) \cdot Q_{o_{X_{K}}}^{G},
$$

which implies that $\Delta_{K}(a) \in \mathcal{I}_{K}^{G}$ by Lemma 2.14. This means that $\Delta_{K}(a)_{H}=$ $[a]_{K^{H}}=0$ for all $H \supset G$. This is a contradiction, since we have showed above that $a \notin K^{H}$ for some $H \supset G$. Therefore, $\bar{\rho}_{K}$ is injective and $\bar{\rho}_{K} \times \bar{r}_{K}$ is an isomorphism.

To show that $\gamma_{K} \times{ }_{I_{K}} g_{K}$ is the inverse map, it is enough to show that $\bar{\rho}_{K} \times \bar{r}_{K} \circ \gamma_{K}=\rho_{K}$ and $\bar{\rho}_{K} \times \bar{r}_{K} \circ g_{K}=r_{K}$. This is because $\rho_{K} \times I_{K} r_{K}=$ $\operatorname{id}_{\mathcal{N O}\left(X, I_{K}\right)}$. We calculate

$$
\bar{\rho}_{K} \times \bar{r}_{K}\left(\gamma_{K}(a)\right)=\bar{\rho}_{K} \times \bar{r}_{K}\left(\omega_{\boldsymbol{X}_{K}}\left(\Delta_{K}(a)\right)\right)=\bar{\rho}_{K}\left(\Delta_{K}(a)\right)=\rho_{K}(a)
$$

for all $a \in A$. The last equality follows from Lemma 4.11. The equality for $g_{K}$ is proved similarly. The commutativity of the diagram is straightforward from the definitions.

Compare the statements of the following corollary with Proposition 2.15.

Corollary 4.14. (I-relative GIUT) Let $(A, X)$ be a proper product system and let $I \subset A$ be a T-family. Suppose that $(\sigma, s)$ is an I-Cuntz-Nica-Pimsner covariant representation on the $C^{*}$-algebra $D$. The map $\sigma \times_{I} s: \mathcal{N O}(X, I) \rightarrow$ $D$ is faithful if and only if $\sigma(a) Q_{s}^{F}=0$ implies $a \in I^{F}$ and $(\sigma, s)$ admits a gauge action.

Proof. By Proposition 4.13, the map $\sigma \times_{I} s: \mathcal{N O}(X, I) \rightarrow D$ is equivalent to the CNP-representation $(\bar{\sigma}, \bar{s})=\left(\left(\sigma \times_{I} s\right) \circ \bar{\rho}_{k},\left(\sigma \times_{I} s\right) \circ \bar{r}_{K}\right)$ of $\left(\boldsymbol{A}_{K}, \boldsymbol{X}_{K}\right)$, where $K=K_{I}$. This reduces the statement to the ordinary GIUT, stated in Proposition 2.15.

We are now ready for the main result of the paper.
Theorem 4.15. Let $(A, X)$ be a proper product system. The map $I \mapsto \mathcal{C}_{I}$ defines an order-preserving bijection between:
(1) the set of $T$-families and the set of gauge-invariant ideals of $\mathcal{N T}(X)$;
(2) the set of $O$-families and the set of gauge-invariant ideals of $\mathcal{N O}(X)$.

Proof. We know that $\mathcal{N T}(X)=\mathcal{N O}(X, 0)$. Proposition 4.13 shows that it is then isomorphic to $\mathcal{N O}\left(\boldsymbol{X}_{K_{0}}\right)$, where $K_{0}$ is the smallest invariant family. By Proposition 4.8 we know that gauge-invariant ideals of $\mathcal{N O}\left(\boldsymbol{X}_{K_{0}}\right)$ are in bijection with T-families. If $K$ is an invariant family, then the corresponding gauge-invariant ideal is the kernel of $\mathcal{N O}\left(\boldsymbol{X}_{K_{0}}\right) \rightarrow \mathcal{N O}\left(\boldsymbol{X}_{K}\right)$. By Proposition 4.13, this surjection fits into the commutative diagram


This shows that $K \mapsto C_{I_{K}}$ is an order-preserving bijection between invariant families and gauge-invariant ideals of $\mathcal{N} \mathcal{T}(X)$. Since $K \mapsto I_{K}$ is an order-preserving bijection between invariant families and T -families by Proposition 4.4, we get the first part of the theorem.

The second part follows from the fact that $\mathcal{C}_{I} \subset \mathcal{C}_{\mathcal{I}}$ if and only if $\mathcal{I} \preceq I$. This is exactly the condition that $I$ is an O-family.

## 5. Higher-Rank Graphs

Higher-rank graphs and their $C^{*}$-algebra were introduced by Kumjian and Pask in [14]. A graph of rank $n$ is a countable category $\Gamma$ of paths with a degree functor $\mathbf{d}: \Gamma \rightarrow \mathbb{N}^{n}$, which satisfies the factorization property: for any path $\gamma \in \Gamma$ and any element $\mathbf{m} \in \mathbb{N}^{n}$ with $\mathbf{m} \leq \mathbf{d}(\gamma)$, there are unique paths $\gamma(0, \mathbf{m}), \gamma(\mathbf{m}, \mathbf{d}(\gamma)) \in \Gamma$ such that $\mathbf{d}(\gamma(0, \mathbf{m}))=\mathbf{m}, \mathbf{d}(\gamma(\mathbf{m}, \mathbf{d}(\gamma)))=$ $\mathbf{d}(\gamma)-\mathbf{m}$, and $\gamma=\gamma(0, \mathbf{m}) \gamma(\mathbf{m}, \mathbf{d}(\gamma))$. We denote by $s, r: \Gamma \rightarrow \Gamma^{0}$ the source and range maps, respectively.

We can associate a product system $\left(c_{0}\left(\Gamma^{0}\right), X(\Gamma)\right)$ to an $n$-graph $\Gamma$ as follows. The base algebra $c_{0}\left(\Gamma^{0}\right)$ is just the algebra of functions that vanish on infinity on the discrete set of vertices $\Gamma^{0}$. Analogously, $X\left(\Gamma^{\mathbf{m}}\right)$ is the vector
space of functions $x: \Gamma^{\mathbf{m}} \rightarrow \mathbb{C}$ on the set of paths of degree $\mathbf{m}$ such that $\sum_{\alpha \in \Gamma^{\mathrm{m}}, s(\alpha)=v}|\xi(\alpha)|^{2}<\infty$ for all $v \in \Gamma^{0}$. If $\alpha$ is a path of degree $\mathbf{m}$ and $v \in \Gamma^{0}$ is a vertex, then we denote by $\delta_{\alpha} \in X\left(\Gamma^{\mathrm{m}}\right)$ and $\delta_{v} \in c_{0}\left(\Gamma^{0}\right)$ the characteristic functions of $\alpha$ and $v$, respectively.

The multiplication $\mu^{\mathbf{m}, \mathbf{k}}$ is given by concatenation of paths:

$$
\delta_{\alpha} \cdot \delta_{\beta}= \begin{cases}\delta_{\alpha \beta} & \text { if } s(\alpha)=r(\beta) \\ 0 & \text { otherwise }\end{cases}
$$

for all paths $\alpha \in \Gamma^{\mathbf{m}}$ and $\beta \in \Gamma^{\mathbf{k}}$. The action of $c_{0}\left(\Gamma^{0}\right)$ is defined analogously and the scalar product on $X\left(\Gamma^{\mathrm{m}}\right)$ is given by

$$
\left\langle\delta_{\alpha}, \delta_{\beta}\right\rangle= \begin{cases}\delta_{s(\alpha)} & \text { if } \alpha=\beta \\ 0 & \text { otherwise }\end{cases}
$$

for all paths $\alpha, \beta \in \Gamma^{\mathrm{m}}$.
Raeburn and Sims [23] introduced a class of higher-rank graphs called finitely aligned graphs. It was shown in [24, Theorem 5.4] that the product system $\left(c_{0}\left(\Gamma^{0}\right), X(\Gamma)\right)$ is compactly aligned if and only if $\Gamma$ is finitely aligned. In this case, the algebra $C^{*}(\Gamma)$ of a higher-rank graph $\Gamma$ can be defined as the Cuntz-Nica-Pimsner algebra $\mathcal{N O}(X(\Gamma))$. Sims and Yeend showed in [27, Propsition 5.4] that this definition is equivalent to the earlier definition in terms of Cuntz-Krieger families. Dor-On and Kakariadis defined a subclass of strongly finitely aligned graphs in [6, Definition 7.2]. They proved that the product system is strongly compactly aligned if and only if $\Gamma$ is strongly finitely aligned. This fact can be used to describe the higher-rank graph $C^{*}$ algebra using simpler covariance conditions (see [6, Theorem 7.6]).

Finally, a graph $\Gamma$ is called row-finite if for every vertex $v \in \Gamma^{0}$ there are only finitely many paths with range $v$ of any given degree. It is straightforward to show that the graph is row-finite if and only if the associated product system is proper.

Sims classified gauge-invariant ideals of $C^{*}(\Gamma)$ for finitely aligned graphs in [26]. We will show how our results can be used to recover this classification in the case of row-finite graphs. Moreover, we will give an alternative descriptions of the ideal lattices.

From now on, assume that $\Gamma$ is a row-finite graph. If $V \subset \Gamma^{0}$ is a subset, then we denote by $c_{0}(V)$ the closed ideal generated by $\left\{\delta_{v}: v \in V\right\}$. This defines a bijection between subsets of $\Gamma^{0}$ and ideals of $c_{0}\left(\Gamma^{0}\right)$.

For a subset $V \in \Gamma^{0}$ and $\mathbf{m} \in \mathbb{N}^{n}$, we define

$$
\left(\Gamma^{\mathbf{m}}\right)^{-1}(V)=\left\{v \in \Gamma^{0}: \forall \alpha \in \Gamma^{\mathbf{m}} \text { with } r(\alpha)=v \text { we have } s(\alpha) \in V\right\}
$$

In particular, $\left(\Gamma^{\mathbf{m}}\right)^{-1}(\emptyset)$ is the set of $\mathbf{m}$-sources, i.e., the set of vertices not receiving any path of degree $\mathbf{m}$. The following equalities are trivial:

$$
\begin{align*}
\left(X\left(\Gamma^{\mathbf{m}}\right)\right)^{-1}\left(c_{0}(V)\right) & =c_{0}\left(\left(\Gamma^{\mathbf{m}}\right)^{-1}(V)\right), \\
\operatorname{ker} \varphi_{X(\Gamma)}^{\mathbf{m}} & =c_{0}\left(\left(\Gamma^{\mathbf{m}}\right)^{-1}(\emptyset)\right),  \tag{6}\\
\left(c_{0}(V)\right)^{\perp} & =c_{0}\left(\Gamma^{0} \backslash V\right) .
\end{align*}
$$

We can use these formulas to describe the (pre-)CNP ideals $\mathcal{J}^{F}$ and $\mathcal{I}^{F}$ of $\left(c_{0}\left(\Gamma^{0}\right), X(\Gamma)\right)$. For $F \in \mathfrak{F}(\Gamma)$, define the subset $\mathcal{W}^{F}$ of $\Gamma^{0}$ by

$$
\begin{aligned}
\mathcal{W}^{F} & =\Gamma^{0} \backslash \bigcap_{i \in F}\left(\Gamma^{\mathbf{1}_{i}}\right)^{-1}(\emptyset)= \\
& =\left\{v \in \Gamma^{0}: v \text { receives at least one edge of degree } \mathbf{1}_{i} \text { for some } i \in F\right\} .
\end{aligned}
$$

It is easy to see that $\mathcal{J}^{F}=c_{0}\left(\mathcal{W}^{F}\right)$. We can further define subsets $\mathcal{U}^{F} \subset \Gamma^{0}$ by

$$
\begin{aligned}
\mathcal{U}^{F} & =\mathcal{W}^{F} \cap \bigcap_{i \notin F}\left(\Gamma^{\mathbf{1}_{i}}\right)^{-1}\left(W^{F}\right)= \\
& =\left\{v \in \mathcal{W}^{F}: \forall \gamma \in v \Gamma^{\mathbf{m}} \text { with } \mathbf{m} \perp \mathbf{1}_{F} \text { we have } s(\gamma) \in W^{F}\right\}= \\
& =\left\{v \in \Gamma^{0}: \forall \gamma \in v \Gamma^{\mathbf{m}} \text { with } \mathbf{m} \perp \mathbf{1}_{F},\left|s(\gamma) \Gamma^{\mathbf{1}_{i}}\right| \neq 0 \text { for some } i \in F\right\} .
\end{aligned}
$$

Here, the notation $v \Gamma^{\mathrm{m}}$ means the set of paths $\gamma$ with $r(\gamma)=v$ and $\mathbf{d}(\gamma)=$ $\mathbf{m} \in \mathbb{N}^{n}$. Dor-On and Kakariadis defined these sets in [6, Definition 7.5] and called them sets of $F$-tracing vertices. With formulas (6) in mind, it is straightforward that $\mathcal{I}^{F}=c_{0}\left(\mathcal{U}^{F}\right)$.

We now want to describe $X(\Gamma)$-invariant ideals of $C^{*}(\Gamma)$. For this, we define two properties of subsets of $\Gamma^{0}$.

Definition 5.1. Let $\Gamma$ be a row-finite $n$-graph and $V \subset \Gamma^{0}$ be a subset.
(1) We say that $V$ is hereditary if every path with range in $V$ has source in $V$. More precisely, $V$ is hereditary if and only if $V \subset\left(\Gamma^{\mathbf{m}}\right)^{-1}(V)$ for all $\mathbf{m} \in \mathbb{N}^{n}$.
(2) We say that $V$ is $\mathfrak{F}$-saturated if for every $F$-tracing vertex $v \in V$ such that for all $i \in F$ and all $\gamma \in v \Gamma^{\mathbf{1}_{i}}$ we have $s(\gamma) \in V$, we have $v \in V$.

Our definition of a hereditary set coincides with the definition of Sims in [26, Definition 3.1]. However, the notion of $\mathfrak{F}$-saturated sets is different from saturated sets of Sims. We do not know if these two properties are equivalent. The following result can shed some light on it.

Theorem 5.2. Let $\Gamma$ be a row-finite $n$-graph and let $V \subset \Gamma^{0}$ be a subset. Then $c_{0}(V)$ is positively $X(\Gamma)$-invariant if and only if $V$ is hereditary and negatively invariant if and only if it is $\mathfrak{F}$-saturated. Therefore, $c_{0}(V)$ is $X(\Gamma)$-invariant if and only if $V$ is both hereditary and $\mathfrak{F}$-saturated.

Proof. By Definition 3.2, the ideal $c_{0}(V)$ is positively $X(\Gamma)$-invariant if and only if $c_{0}(V) \subset\left(X\left(\Gamma^{\mathbf{m}}\right)\right)^{-1}\left(c_{0}(V)\right)$ for all $\mathbf{m} \in \mathbb{N}^{n}$. By (6), this is equivalent to $V \subset\left(\Gamma^{\mathbf{m}}\right)^{-1}(V)$ for all $\mathbf{m} \in \mathbb{N}^{n}$, which is the definition of a hereditary subset.

The ideal $c_{0}(V)$ is negatively $X(\Gamma)$-invariant if and only if

$$
\bigcap_{i \in F}\left(X(\Gamma)^{\mathbf{1}_{i}}\right)^{-1}\left(c_{0}(V)\right) \cap \mathcal{I}^{F} \subset c_{0}(V)
$$

for all $F \in \mathfrak{F}$. By (6), this is equivalent to $\bigcap_{i \in F}\left(\Gamma^{\mathbf{1}_{i}}\right)^{-1}(V) \cap \mathcal{U}^{F} \subset V$ for all $F \in \mathfrak{F}$. A vertex $v$ is in $\bigcap_{i \in F}\left(\Gamma^{\mathbf{1}_{i}}\right)^{-1}(V) \cap \mathcal{U}^{F}$ if and only if it is $F$-tracing and for all $i \in F$ and all $\gamma \in v \Gamma^{\mathbf{1}_{i}}$ we have $s(\gamma) \in V$. Therefore, $c_{0}(V)$ is
negatively invariant if and only if every such vertex is in $V$, which is the definition of an $\mathfrak{F}$-saturated subset.

The last statement follows from the fact that $c_{0}(V)$ is $X(\Gamma)$-invariant if and only if it is both positively and negatively invariant by Theorem 3.9.

Corollary 5.3. $A$ hereditary subset $V \subset \Gamma^{0}$ of row-finite n-graph $\Gamma$ is $\mathfrak{F}$ saturated if and only if it is saturated in the sense of Sims (see [26, Definition 3.1]).

Proof. Section 3 of [26] shows that $c_{0}(V)$ is invariant if and only if $V$ is hereditary and saturated. On the other hand, we have just shown that $c_{0}(V)$ is invariant if and only if $V$ is hereditary and $\mathfrak{F}$-saturated. We conclude that these two properties are equivalent, whenever $V$ is hereditary.

Remark. Theorem 5.2 and Corollary 5.3 only require results from Sect. 3. We have only assumed there that the product systems are strongly compactly aligned but not necessarily proper. Therefore, it is possible to extend these results to the case of strongly finitely aligned graphs.

We now want to use the results of Sect. 4 to describe ideals in $C^{*}(\Gamma)=$ $\mathcal{N O}(X(\Gamma))$ and $\mathcal{T}(\Gamma):=\mathcal{N} \mathcal{T}(X(\Gamma))$.

Definition 5.4. A collection $V=\left\{V^{F}\right\}_{F \in \mathfrak{F}}$ of subsets of $\Gamma^{0}$ is called a $T$ family of vertices if the following condition holds: for every $F \in \mathfrak{F}$ and $i \in$ $[n] \backslash F$, a vertex $v \in V^{F \cup\{i\}}$ is in $V^{F}$ if and only if for all $\gamma \in v \Gamma^{\mathbf{1}_{i}}$ we have $s(\gamma) \in V^{F}$. It is further called an $O$-family of vertices if $\mathcal{U}^{F} \subset V^{F}$ for all $F \in \mathfrak{F}$.

A collection $W=\left\{W^{F}\right\}_{F \in \mathfrak{F}} \subset \Gamma^{0}$ of vertices is called an invariant family if $W^{G}=\left(\Gamma^{\mathbf{1}_{i}}\right)^{-1}\left(W^{G} \cap W^{G \cup\{i\}}\right)$ for all $G \in \mathfrak{F}$ and $i \in[n] \backslash G$.

We can rewrite Definition 5.4 as follows: $V=\left\{V^{F}\right\}_{F \in \mathfrak{F}}$ is a T-family of vertices if and only if $\left(\Gamma^{\mathbf{1}_{i}}\right)^{-1}\left(V^{F}\right) \cap V^{F \cup\{i\}}=V^{F}$ for all $F \in \mathfrak{F}$ and $i \in[n] \backslash F$. This is equivalent to $\left(X(\Gamma)^{\mathbf{1}_{i}}\right)^{-1}\left(c_{0}\left(V^{F}\right)\right) \cap c_{0}\left(V^{F \cup\{i\}}\right)=c_{0}\left(V^{F}\right)$ for all $F \in \mathfrak{F}$ and $i \in[n] \backslash F$ by (6), which is the definition of a T-family of ideals. A T-family of ideals is an O-family of ideals if $\mathcal{I}^{F} \subset c_{0}\left(V^{F}\right)$ for all $F \in \mathfrak{F}$. This is the same as $\mathcal{U}^{F} \subset V^{F}$ for all $F \in \mathfrak{F}$, which is the definition of an O-family of vertices.

Therefore, a collection of vertices is a T-family (resp. O-family) if and only if the corresponding collection of ideals is a T-family (resp. O-family). It is also obvious that $V$ is an invariant family of vertices if and only if $c_{0}(W)$ is an invariant family of ideals. Moreover, by Proposition 4.4, there is an inclusion-preserving bijection between T-families and invariant families of vertices given by

$$
W_{V}^{F}:=\left(\Gamma^{\mathbf{1}-\mathbf{1}_{F}}\right)^{-1}\left(V^{F}\right)
$$

Let $W$ be an invariant family of vertices. We construct a higher-rank graph $\boldsymbol{\Gamma}_{W}$ as follows. Let $\Gamma_{W}^{0}:=\bigsqcup_{F \in \mathfrak{F}} \Gamma^{0} \backslash W^{F}$. For a vertex $v$ not in $W^{F}$,
we denote by $v^{F} \in \boldsymbol{\Gamma}_{W}^{0}$ the corresponding vertex in the $F$-component. Furthermore, we define

$$
\boldsymbol{\Gamma}_{W}^{\mathbf{m}}:=\bigsqcup_{F \in \mathfrak{F}} \Gamma^{\mathbf{m}} \backslash\left(\Gamma^{\mathbf{m}} W^{F}\right)=\bigsqcup_{F \in \mathfrak{F}}\left\{\gamma \in \Gamma^{\mathbf{m}} \mid s(\gamma) \notin W^{F}\right\}
$$

Analogously, we write $\gamma^{F}$ to denote the vertex in the $F$-component of $\Gamma_{W}^{\mathrm{m}}$ corresponding to $\gamma \in \Gamma^{\mathrm{m}}$. Finally, we set $s\left(\gamma^{F}\right)=s(\gamma)^{F}$ and $r\left(\gamma^{F}\right)=$ $r(\gamma)^{F \backslash \operatorname{supp} \mathbf{m}}$. With the obvious path composition map, this defines a higherrank graph $\boldsymbol{\Gamma}_{W}$.

Theorem 5.5. Let $\Gamma$ be a row-finite higher-rank graph. There is an orderpreserving bijection between T-families (resp. O-families) of vertices and gaugeinvariant ideals in $\mathcal{T}(\Gamma)$ (resp. $\left.C^{*}(\Gamma)\right)$.

Moreover, the quotient of $\mathcal{T}(\Gamma)$ by the ideal corresponding to $V$ is isomorphic to $\mathcal{T}\left(\boldsymbol{\Gamma}_{W_{V}}\right)$. Consequently, the algebra $\mathcal{T}(\Gamma)$ as well as all it gaugeinvariant quotients are higher-rank graph algebras.

Proof. We have established above that T-families and O-families of vertices correspond bijectively to T-families and O-families of ideals. Therefore, the first claim follows immediately from Theorem 4.15.

For the second claim, it is straightforward that the product system $\left(c_{0}\left(\boldsymbol{\Gamma}_{W_{V}}\right), X\left(\boldsymbol{\Gamma}_{W_{V}}\right)\right)$ is isomorphic to $\left(\boldsymbol{c}_{\mathbf{0}}(\Gamma)_{c_{0}\left(W_{V}\right)}, \boldsymbol{X}(\Gamma)_{c_{0}\left(W_{V}\right)}\right)$ constructed in Proposition 4.6. Then, the claim follows from Proposition 4.13.

The second claim of Theorem 5.5 is a generalization of [1, Corollary 3.5], where the authors described quotients of rank-1 graph algebras as graph algebras of extended graphs. To our knowledge, in case of higher-rank graphs, such extended graph was constructed only for the Toeplitz algebra by Pangalela in [20] but not for their quotients.
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