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Abstract. Let J and J be operators on a Hilbert space H which are both
self-adjoint and unitary and satisfy JJ = —JJ. We consider an operator
function 2 on [0,1] of the form 2A(t) = & + B(t), t € [0,1], where &
is a closed densely defined Hamiltonian (= J-skew-self-adjoint) opera-
tor on H with {R C p(&) and B is a function on [0, 1] whose values
are bounded operators on H and which is continuous in the uniform
operator topology. We assume that for each ¢ € [0,1]2((¢) is a closed
densely defined nonnegative (=J-accretive) Hamiltonian operator with
1R C p(A(t)). In this paper we give sufficient conditions on & under
which 2( is conditionally reducible, which means that, with respect to a
natural decomposition of H, 2 is diagonalizable in a 2 x 2 block operator
matrix function such that the spectra of the two operator functions on
the diagonal are contained in the right and left open half planes of the
complex plane. The sufficient conditions involve bounds on the resolvent
of & and interpolation of Hilbert spaces.

Mathematics Subject Classification. Primary 46C20, 47B50, 47A15;
Secondary 47A56, 47B44.

Keywords. Krein space, signature operator, J-space, J-dissipative,
J-self-adjoint, J-nonnegative, J-nonpositive, angular operator,
Hamiltonian, diagonalization, conditionally reducible,

invariant subspaces, projection operator, interpolation space.

1. Introduction

In [2] and [3] the problem is considered under what conditions a continu-
ous function whose values are bounded nonnegative Hamiltonian operators is
conditionally reducible, in particular, admits a spectral diagonalization with
respect to a fixed fundamental decomposition. In this paper we extend the
results from [2] to functions on [0, 1] whose values are closed densely defined
nonnegative Hamiltonian operators of the form described in the abstract.
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Throughout this note we will use the theory of operators in Krein spaces
and J-spaces where J is a signature operator: J = J* = J~! (hence self-
adjoint and unitary), see, for example, [1,4,9].

Let H be a Hilbert space and let H, and H, be two subspaces of H.
A closed densely defined operator A on H is called conditionally (H,, H)-
reducible, if H is the orthogonal sum of H, and H,:

H="H.&H (1.1)

and there exists a bounded and boundedly invertible operator V' on H such
that with respect to the decomposition (1.1) the operator B := V1AV is a
diagonal 2 x 2 block matrix:

B, 0 H, H,

o= |0 sl ] - ) 0
whose diagonal entries B, and B, are closed densely defined operators on
H, and H,; with o(B,) C C, and o(B,;) C Cy, where C, and C,; stand for
the right and left open half-planes of C. The operator V' will be called the
diagonalizing operator. If V' is the identity operator, then we say that A is
(H,, He)-reducible. Diagonalization problems of matrix functions with spec-
tral constraints on the diagonal entries can be found in [27] and more recently
in [14], where further references can be found. Conditional diagonalization of
bounded block operator matrices is studied, besides in [2,3] mentioned above,
in [15-17].

If A is a closed densely defined operator on a Banach space X a sub-
space L of X will be called A-invariant if £ N dom A is dense in £ and
A(LNdom A) C L. For example, regarding (1.2), the subspaces H, and Hy
are B-invariant.

Let G be a Hilbert space and denote by H the Hilbert space which is
the orthogonal direct sum of two copies of G:

H=GaG. (1.3)

In H we consider the signature operators J and J represented by the 2 x 2
block matrices

-l e[ 9 o

A closed densely defined operator 20 on H is called Hamiltonian if i
is J-self-adjoint in H (hence A is J-skew-self-adjoint or, equivalently,
ReJ2 = 0) and if additionally i is J-dissipative in H (that is, 2 is
J-accretive or, equivalently, ReJ2l > 0), then 2 is called a nonnegative
Hamiltonian operator. We use the Gothic symbols for S, B and A only in
connection with Hamiltonian operators.

Ezample 1.1. If 2 on H in (1.3) is bounded and hence, with respect to the
decomposition (1.3), has a 2 x 2 block matrix representation

*=le 5[5~ I3
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with bounded operators A, B,C and D on G, then 2l is Hamiltonian if and
only if D = —A* B = B* and C = C* on G and nonnegative Hamiltonian if
additionally B > 0 and C' > 0. Bounded nonnegative Hamiltonian operators
are considered in [5, (5.2.7) and (5.2.8)] in connection with linear systems
with quadratic criteria.

An operator function ¢ — A(t), t € [0,1], whose values are closed
densely defined operators on H = G @ G is called Hamiltonian and nonnega-
tive Hamiltonian if it is pointwise Hamiltonian and nonnegative Hamiltonian
respectively. It is called conditionally (H,., Hy)-reducible if it is pointwise
so; the diagonalizing operator V' may dependent on ¢, but the subspaces
‘H, and H, are independent of ¢. In the sequel when we say conditionally
(G, G)-reducible we mean conditionally (G @ {0}, {0} & G)-reducible.

The main result of this paper is the following theorem.

Theorem 1.2. Let ‘H be a Hilbert space which is the orthogonal sum of a
Hilbert space G with itself. Let & be a closed densely defined Hamiltonian
operator on H with iR C p(&) and let B be a function on [0,1] whose values
are bounded operators on H and which is continuous in the uniform operator
topology. Let A be their sum:

A(t) =6+ B(t), telo,1],
and assume that for each t € [0,1] the operator A(t) is a nonnegative
Hamiltonian operator on H and iR C p(24(t)). Consider the conditions [C1],
[02} and [Cg] :
[C1] : For every t € [0,1] the space H admits a direct sum decomposition

H=Ly(t)FL_(¢) (1.5)

in which Ly (t) is an A(t)-invariant J-nonnegative and L_(t) is an
U(t)-invariant J-nonpositive subspace of H such that o(A(t)|z, +)) C
CT [.

[Cs] Th/e spaces £4(t) are J-neutral for all t € [0,1].

[C3] : The projections Py (t) in H onto the summands Ly (t) of (1.5) parallel
to L4(t) are continuous in t € [0,1] in the strong (uniform) operator
topology.

If [C1] holds, then the operator function 2 is conditionally (G, G)-reduc-
ible. If [C1] and [C3] hold, then the diagonalizing operator function V' on
[0,1] can be chosen such that for each t € [0,1] the operator V (t)~1A(t)V(t)
is Hamiltonian. If also [Cs] holds, then V' can be chosen continuous on [0, 1]
in the strong (uniform) operator topology as well.

The theorem will be proved in the next section, Sect. 2. The proof
involves block operator matrix representations of operators and operator
functions relative to various decompositions of the Hilbert space H such as
(1.3) and (1.5). If [C7] holds we construct a bounded and boundedly invertible
operator function

N R B 5 I
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where H = H* @ ; H~ is the fundamental J- decomposition of H. We show
that 2 is conditionally (G, G)-reducible with diagonalizing operator function
V =UW on [0,1], where W is the unitary and J-unitary operator given by

]

If [C1] and [C2] hold, we adapt the operator function U using the angular
operator representation (see for example [1, Subsection 1.8]) of the maxi-
mal J-nonnegative subspace £ (t). The angular operator appears in a block
operator representation of P, (t) and together with the other entries of Py (t)
in a block operator representation of U(¢), ¢t € [0, 1], see formulas (2.2), (2.3)
and (2.4). We show that U still has the above diagonal block matrix form
and that U(t) is J-unitary, ¢t € [0, 1]; these are the properties (I) and (IT)
in the proof. Finally, with this adapted U we prove that the diagonalizing
operator function is still given by V = UW and that V'V is Hamiltonian.
If additionally [C3] is valid, then we first prove that the entries of the block
matrix representation (2.3) of P4 (t) are continuous in ¢ and then that the
same is true for the entries of the block matrix representation (2.4) of U(t).
It follows that V' is continuous on [0, 1].

In Sects. 3 and 4 we give two sets of sufficient conditions under which
the conditions [C4], [C2] and [C5] hold. The set in Sect. 3 is based on results
from [18], see also [28], and involves the existence of an integral of the resol-
vent of &. The set of conditions considered in Sect. 4 comes from [24] (and
in a weaker form from [11]) and involves the theory of interpolating Hilbert
spaces. It is not clear whether or not the conditions of one set imply the con-
ditions of the other. In Sect. 5 we discuss and prove some results related to
conditions [C] and [Cs]. Finally, in Sect. 6 we give an example in which & is
a differential operator and 2B(t) is a multiplication operator, see Example 6.3.

Remark 1.3. In the definition of a nonnegative Hamiltonian operator there is
no need to consider signature operators J and J of the form (1.4): Consider
two signature operators J and J on a Hilbert space H such that Re JJ = 0.
Let A be a closed densely defined operator on H which is J-dissipative (that
is, ImnJ A > 0) and J-self-adjoint (hence ImJ A = 0). Then there exist an
orthogonal decomposition H = Gy G5 of H in which the summands are J- as
well as J-neutral subspaces of H and a unitary mapping T : G; — G, such that

(o T[] e[ 7] ][] o

Thus if we identify G; and Gy = T'G; as the same space G, then J and J are
given by (1.4) and 2 = —iA is a nonnegative Hamiltonian. The proof of this
result and some examples are given in Sect. 6. Theorem 1.2 also holds with
this seemingly more general definition.

2. Proof of Theorem 1.2

In the proof of Theorem 1.2 we follow the method used in [2] for the case
where 2 is a bounded nonnegative Hamiltonian operator function.
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Proof of Theorem 1.2. Assume condition [C4] holds. Let
H=H"®;H" (2.1)

be the fundamental J- decomposition of H and denote by P* the projections

onto HE. Then
we={[4] :se9)

and the projections have the 2 x 2 block matrix form

el SRR B sl

The space H can be written as the direct sums
H=H"+L_(t)=H + L (t), te]o1].
This follows from [1, Theorem 1.4.5] which implies P¥ L (t) = H*. We carry
out the proof of the first equality:
HY+L_(t)=HT + (PT+P7)L_(t)

=Ht'+{Pta+P z:xeL_(t)}

=H"+{Pz:2€L_(t)}

=H"+ P L_(t)

=H'+H"

=H.
Since also H* N L_(t) = {0}, the sum is direct. This completes the proof.
For each t € [0, 1] the bounded operators Uy (t) = Py(t)|+ are boundedly

invertible operators from H* onto L4 (t). We give a proof for U (t): It is
surjective, because

Us(YHY = Pi(t)(HT + L-(t)) = Pr(t)H = L(2),

and it is injective, because if U, (t)z = 0 for some x € H*, then x € L_(¢) N
H* = {0}. The closed graph theorem implies that U, (¢)~* is bounded. This
completes the proof. It follows that the operator U (t) = Py (t)Pt+P_(t)P~ :
‘H — H, or in 2 x 2 block matrix form

_ |U+(®) 0 |.[Hr* L(t)
ult) = { 0 U_||H| T el
is bounded and has a bounded inverse for each ¢ € [0,1]. Both U(t) and
U(t)~! are diagonal and therefore condition [C] implies that U (t) ~120(¢t)U (t)
is a diagonal operator on H+ @ ; H ™. We consider the operator W defined by
the 2 x 2-block matrix

W =

Sl
r—
~No~
~ |
™
..
QQ
| —|
!
1
QQ
_
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It is unitary in the Hilbert space H, it is J-unitary: WJIW™* = J and it takes
the diagonal form
Wy 01 |6 H*
=[] -]

_ gl _ 1 |g + . o 1 |—g _
N e | I 5 P
It readily follows that WU 1 (¢)2(¢t)U(¢)W is diagonal on G @ G, that is,
2(t) is conditionally (G, G)-reducible with reducing operator V(t) = U(t)W.

Now we assume that conditions [C] and [C3] hold. We show that U(¢) in
V(t) = U(t)W can be chosen such that the operator 2 (t) = V ()~ 12(¢t)V (¢)
is Hamiltonian, that is, satisfies J;(¢)*3 = —A1(¢), t € [0,1]. Since 2A(¢) is
Hamiltonian and W is J-unitary we have

JAL ()T = IWHIIU ) JIA)*IIU (L) *IJIW*3
= WU ) JA()IU(t) *IW.

It follows that 24 (¢) is Hamiltonian and conditionally (G, G)-reducible with
diagonalizing operator V(t) = U(t)W if we can construct an operator func-
tion U with the properties

(I) U(t) is J-unitary for all ¢ € [0, 1].
(I) U)HE = L4 (t), t € ]0,1].

To construct such a U we use that by [1, Theorem 1.8.2 and Proposition 1.8.7
b)] the subspace L (t), since it is maximal J-nonnegative, is the graph of a
bounded operator K (t) : Ht — H~ (called the angular operator of L (t)):

Lo(t) = {[K(ﬁ;ﬁ} ot e H*} c Bf} . (2.2)

With respect to the fundamental J-decomposition (2.1) the operator Py (t)
has a matrix representation of the form

P.(t) = {K()f)(;()(t) K(lg)(f,)(t)] : {Zt} — {Zt} (2.3)

in which X(¢) : Ht — H*' and Y (¢) : H~ — H™T are bounded operators,
t € [0,1]. In fact,

X(t) = PTPy(t)|y+ = PTUL(t)

and, since U, (t) is a bijection from H* onto £ (t) and PTL,(t) = H*, we
see that X (¢) is a bijection on HT and hence boundedly invertible on H™,
t € [0,1]. The equality Py (t)? = Py(t) with Py (t) given by (2.3) yields the
equality X (¢t) =T —Y (¢)K(t). Since (Y (t)K (¢)) \ {0} = o(K ()Y (¢)) \ {0},
the operator I — K (¢)Y(t) is boundedly invertible on H™~; see, for example,
[10, formulas (III 2.2) and (IIT 2.3)]. Following [13] we show that
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I-Y(t)K(t) -Y()I-K@HY @) '] [HT H*

YO koa-yoKw) 1 J[e] - B
(2.4)

has the properties (I) and (II):
(I) Since H* are J-neutral subspaces, the operator J admits the matrix

representation
~ |0 G| [Ht HT

where G : H~ — H™ is the unitary operator defined by

ofa] ). ses

By assumption [Cs], the subspaces L4 (t) are J-neutral, whence the equalities

K@) = ~GK ()G, (2.6)
P_(t) = 3P+ (t)"3, (2.7)
Y(t) = —-GY*(t)G (2.8

which will be proved below. The equalities (2.6), (2.8) and G* = G~ imply

Kt)*Y ()" = G(I — K(t)Y (t))G*
- K( ) V() )K(t) = =G = K@)Y (1)) K(t)G"
(I-Y@®) K®))Y(t) = -G (I -Y(®)K()Y(t)G"
and hence U(t) is J-unitary:
i | T =Y (#)K(t) YOI -K@®)Y@®) ][0 &
VIRVO™ = [k () - Y (0K (1) 1 [le )
"l I— K( )Y (t ) (IK(t)*Y(t)*)K(t)T
—(I =Y K(t))"! ( ) I
_ Y (O — K@Y (6)! (I =Y ()K()G }
G KM - YK ()G
y G(I = K(t)Y (t))C" —G(I - K(t)Y(t))K(t)G*]
(G (I =Y () K (1) 'Y ()G I
= 7.

It remains to prove (2.6)—(2.8). We denote the inner product and the norm
on H by (-, )x and || - ||5. For all z¥,y* € HT we have

it Lty <20
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and, since £ (t) is J-neutral,

Hence GK (t) = —K (t)*G* which implies (2.6). Since £ (t) are neutral, we
have for all z,y € H

= (QP-(t ) P_(t)y)n

= QU = Pr(®)z, (I = Py(t))y)n
= (Jz, :1/) (3P+ ),y
=@P-

Hence JP_(t) = P+ (t)*J and this implies (2.7). If we replace P4 (t) and J in

the equality (2.7) written as I — Py (t) = JP4+(t)*J by the righthand side of
(2.3) and the righthand side of (2.5) we obtain the equality

I—X(1) v(@) 1 [ GY@rK®*  GY([t)G
[K(t)X(t) I_K(t)Y(t)} = [G*X(t)*K(t)*G* G*X (t)*G

and if we equate the entries in the upper righthand corner of the matrices on
the left and on the right we obtain (2.8).

(IT) follows from the equalities (2.4), (2.3), X(t) = I — Y (¢)K(t) and
the fact that I — K (¢)Y(¢) is a bijection on H ™. Indeed they imply

U = [K(g(‘ly(?(g%t))] HY = PL(O)HT = £.(1)

and
- _ [FYOU-K®Y®)H 4, - —Y (1)
UtH™ = { 7 H - K(t )Y() - (29
= —-Ps(t))yH  =P_(t)yH™ = L_(t). (2.10)
Finally we assume that the conditions [C4], [C2] and [C3] hold. Since Ci (t)
are J-nonnegative/nonpositive subspaces the operators K (t) and X (¢)~Y(t)
are contractions for all ¢ € [0, 1]. We give the proof for X (¢)~'Y (¢), the proof

for K (t) follows from (2.2). The equalities in (2.9) and (2.10) and the equal-
ities

Y (O~ KOY(0) ™ = ([~ Y(OK(0) 'Y (1) = X(1) 'Y (1)

imply
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c={[HOO) ) ]

and, because £_(t) is J-nonpositive and
_ _|I 0 H* HT
_ pt_ _ .
ke e T R (2 g
we have for x= € H™
IX (&)Y ()™ (7~ Il |17

_ <J [X(t)lY(t)x} 7 [X(t)lY(t)xDH

x x
<0,
that is, || X(t)"'Y(t)z~ ||l < ||o7 |3, hence || X(¢)~1Y(¢)|| < 1. This com-

H
pletes the proof. From X (¢)~! = X (¢)"'Y (¢t)K (t) + I it follows that
X < IXOTY O IK@] +1 < 2.

Hence if X is continuous on [0, 1] in the strong operator topology, then so is
X~ For x € H and t,s € [0,1] it holds that

(X = X(5) ™) e < X7 (X () = X(s)) X ()]l
<2/ (X (1) — X(s)) X(s) 2l
—0 as t—s.

Similarly, if X is continuous on [0, 1] in the uniform operator topology, then
so is X~!. Condition [C3] implies that the four entries of Py (t) in (2.3)
are continuous in ¢t € [0,1] in the strong (uniform) operator topology. Then
so are the entries of U(t) in (2.4), that is, the operator functions U and
t— V(t) = U(t)W are continuous on [0, 1] in the strong (uniform) operator
topology. O

3. Sufficient Conditions (I)

In this section we formulate sufficient conditions on & in Theorem 1.2 which
ensure that the statements [C1], [C2] and [Cs] and hence the conclusions of
Theorem 1.2 hold, see Theorem 3.3 below. These conditions are taken from
[18] (see also [28, Section 2.7]). To prove Theorem 3.3, we use items (i) and
(#3) of the following technical lemma; items (¢i¢) and (iv) play a role in the
proof of Theorem 4.4 in Sect. 4.

Lemma 3.1. Let S be a closed densely defined operator on a Banach space X
and assume

iR C p(S) and there is a v > 0 such that ||(S — X)) < /(1 +|A]) for
all A € iR.

Let B be a function on [0,1] whose values are bounded operators on X and
which is continuous in the uniform operator topology. Consider their sum A:

A(t)y=S+ B(), tel0,1],
and assume that iR C p(A(t)) for all t € [0,1]. Then
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(i) there is an h > 0 such that the strip S, :={A € C: A =E+1in,n, € €
R, [£] < h} is contained in p(A(t)) for all t € ]0,1],

(ii) with h as in (i) there is a5 > 0 such that |[(A(t) = N) 71| <7/(1+n|)
for allt € [0,1] and A =& +in € S,

(i) fora € R with0 < o < min {h, arctan(1/7)} the closed disk D, = {\ €
C : |\ < a} and the closed sectors ST ={\ € C : |n/2 Farg\| < a}
satisfy

Do USHUS, Cp(At), telo,1], (3.1)
and

(iv)  with « as in (iii) there is a§ > 0 such that ||(A(t)—=X\) 71| <7/(1+]|n])
forallt €[0,1) and A =& +ine€ D, USTUS, .

In particular, Lemma 3.1 holds for B(¢) = 0 and then it is appar-

ently well known, see [11, (3.3)] and [26, (3.1)]; a proof can be found in [12,

Proposition 2.1.1 a)]. Note that if (3.1) holds for some «a € (0,7/2), then (i)
holds with h = a;sina.

Proof of Lemma 3.1. (a) First we show that the operator function (A, t) —
(A(t) — A) 71 is continuous on R := iR x [0, 1]: For two points (), t) and
(1, s) € R we have
A(t) = A=A(s) —p+ B(t) = B(s) = (A — p)

={I+(B(t) = B(s) = (A = w)(A(s) — )" HA(s) — n)
and hence if | B(t) — B(s) — (A — p)|| |(A(s) — u)~1|| < 1, then
1
P (A - )]
A0 =20 = T B0~ (o Wl ae) — T
and
I(A(t) = \) 7! =(A(s) = )|
= [[(A(t) = )71 (B(t) = B(s) = (A = 1)) (A(s) — ) ']
< B@®) = B(s) = (A=l I(Als) = II*
T 1= |B() = B(s) = (A = m[[[(A(s) — )~
Since B is continuous on [0, 1], the righthand side converges to 0 as
(A, t) — (w,s). This proves (a).

(b) Now we prove there is a y; > 0 such that ||(A(t) = \) 7| < v /(1+|A])
for all A € iR and t € [0, 1]. By (a) the norm ||(A(t)—\)~!]| is continuous
on R. Since Ry = {(\,t) € R : [\ <yM} with M := max,eo 1| B(s)||
is compact, there is a constant k > 0 such that [|(A(t) —A)~!|| < k on

R, hence
_ + Al k(1 +yM)
A(t) =Nt k(1
A =) < Tl < S,

For (A,t) € R\ Ry we have |\| > yM and therefore

< ()\,t) c Rl.

yM
1+|)\| T 1+9M

IBE(S =N < IBOIIS =)~ < <1
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which implies I + B(¢)(S — A\)~! is boundedly invertible. Moreover,
M 1
1+YM  14+~M

L IBOS - N 21~

and hence

I(A®) =N = IS+ B =)~
=S =N+ BOES -NH7

< IS =NHIE+BE)(6 - 2)™H) 7
_ =N
T 1= B@OS =)
(1 +~M)
_W, (\t) € R\ R;.

Thus (b) holds with v = (1 + M) max {k,~}.
We prove (i) and (i7). Set h = 1/(2v1). Then, by (b), for A = {+in € Si
we have

1 €|
EMICA(E) — i)~ || < Iy |<1/2<1

hence A(t) — X = (I — &(A(t) —in)~') (A(t) — in) is boundedly invert-
ible, that is, )\ € p(A(t)). This proves (7). Moreover, with 7 = 2y, we
have

1
PPN (10 b |
1O =270 = T — )

1

1+n|
— 1L m

271 1+[n]
__2m

1+ 2n

.3
T L+l

which proves (ii).

We prove (iii). Let 0 < o < min {h,arctan(1/7)} Then, by (i), Dy C
p(A(t)) for all t € [0,1]. As to SZ, note that it is the union of the
singleton {0} and the rays

RE={\eC: \=ptanp+iB,£3 € (0,00)}, ¢ € [-a,al.

Thus to prove that ST C p(A(t)), we only have to show that each such
ray belongs to p(A(t)). For A = Stanp + i € Rf we have on account
of (ii) that

A(t) — A= (I — Btan(A(t) —iB) ") (A(t) — iB) (3.2)

and

5

|Btan p(A(t) —iB) | < |Bltan a——7; 7

<1. (3.3)
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The inequality (3.3) implies that I — Btan p(A(t) —i3)~! is boundedly
invertible. The equality (3.2) then implies that A(f) — A is boundedly
invertible, that is, A € p(A(t)), hence Rf C p(A(t)). This proves (3.1)
and completes the proof of (ii7).

(e) We prove (iv). Set ¢ = Ftana, then 0 < ¢ < 1 and, by (3.2), (3.3) and
(1), we have for A = Stanp + if5 € ng, ¥ € [—a,al,

- I(At) — i)~ 1|
I(A(t) = A) IIS1_|g|tana||(A(t)—zﬂ)—1H

7/ +18])
1= [Ble/(L+181)
gl
<
T 1+ (1 -9lfl
S La
1+ 5]
where ¥ = 5/(1 — ¢). This implies the inequality in (iv) for A = £ +
in € ST US,. Since ¥ <% and D, C Sy, the inequality in (iv) for
A =¢+in € D, follows from (i7).

O

Remark 3.2. In Lemma 3.1 the assumption iR C p(S) implies that the
assumption:

there is a v > 0 such that [|(S — A\)7!|| <~/(1+ |A]) for all X € iR
is equivalent to the statement
there is a 4/ > 0 such that [|(S — X\)7Y| < 4//|)| for all X € iR\ {0}.
Also item (i) in Lemma 3.1 implies that item (i7) is equivalent to
(ii") thereis a ' > 0such that |[(A(t)—\)"1|| < +//|n| for all A = £+in € Sy,
with  # 0 and all ¢ € [0, 1].

We prove the equivalence (ii) < (ii’). The proof of the other equivalence
is similar. Item (i¢) implies (i7") with v/ = 7, because 1/(1 + |A]) < 1/|A[,
A € C\ {0}. To prove (i) implies (ii) we note that, by (i), (A(t) — &) lisa
bounded operator for all (&,t) € [—h, h] x [0, 1]. Hence e(§,t) = 1/(2||(A(t) —
&)1 is well defined and > 0. For A = £ +in € Sy, with || < e(&, ) we have:

ICAGE) = N7 = 1(A®) — &)~ (I —in(A®) — &)™) |
I(A®) &)~ 1+1n|
1= [nlll(A®) = &)~ 1+ |n|
C2(A@ -7 +1
- 1+ Al
and, by (ii'), for A =& +in € Sy, and |n| > (&, t) we have:
fa -~ s L= 2 (14 )

Y QIA®) - +1)
14| '
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Hence (i7) holds with 5 = max{2|/(A(t) —&)7||+1 : t € [0,1]} x max{1,~'}.
The maximum exists because (A(t) — &)~ is continuous in (£, ¢) in the com-
pact set [—h, h] x [0,1]. The proof of this is similar to part (a) of the proof
of Lemma 3.1.

The main result of this section is the following theorem. It is a conse-
quence of Theorem 1.2 and [18, Theorem 1.2 and Theorem 1.4] (see also [28,
Subsection 2.7]) which we explain in the proof. The prime in the integral fZ;R
denotes the Cauchy principal value at infinity.

Theorem 3.3. Let ‘H be a Hilbert space which is the orthogonal sum of a
Hilbert space G with itself. Let & be a closed densely defined Hamiltonian
operator on H with iR C p(&) and let B be a function on [0,1] whose values
are bounded operators on H and which is continuous in the uniform operator
topology. Consider their sum 2 :

At) =6+%B(t), telo,1],

and assume that for each t € [0,1] the operator A(t) is a nonnegative
Hamiltonian operator on H with iR C p(A(t)). If

(i) there is a v > 0 such that ||[(& — A)7Y| < /||, A € iR\ {0}, and
(ii) the integral = f,/ (& — X\)7Ld\ exists in the strong operator topology,

i Ji
then the operator function 2 is conditionally (G, G)-reducible. A diagonalizing

operator function V' on [0,1] can be chosen such that it is continuous in the
uniform operator topology and the operator function V1AV is Hamiltonian.

Proof. The assumptions (i) and (ii), Remark 3.2 and Lemma 3.1 imply that
we may apply [18, Theorem 1.2]. Thus the relation

/

1

— (A(t) — N\)"rd\ = Py (t) — P_(t) (3.4)
iR

holds, where P (t), P_(t) are projections in H such that Py (t) + P_(t) =1,

the ranges L4 (¢) := Py (t)H are A(¢)-invariant, £, (t) N dom2A(¢) is equal to

Py (t)dom2L(t) and is dense in L4 (t), and

A)(Lx(t) NdomA(t)) = L+ (8),  o(A)[L+(F) = o(A(t)) N Ca.

Because of (3.4) and the assumption iR C p((t)) we may apply [18, Theorem
1.4] and its proof in two ways:

(a) #2A(¢) is J-dissipative, hence Re (JU(t)z,z) > 0, and then [18, Theorem
1.4] (or [28, Theorem 2.7.5]) implies the subspace £4(t) is maximal
J-nonnegative and the subspace £_(¢) is maximal J-nonpositive.

(b) RA(t) is F-self-adjoint, hence Re (JUA(t)z, z) = 0, and then the first dis-
played formula in the proof of [18, Theorem 1.4] implies that the sub-
spaces £ (t) and £_(t) are J-neutral.
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We conclude that [C4] and [Cq] of Theorem 1.2 hold. Finally we show
that [C3] holds: the operator Py () is given by
I

Po(t) = % /(Ql(t) N ld+ %1,
iR

and hence for ¢,s € [0,1] and 7 as in Lemma 3.1 (%)

I1P4(t) = Pols)] < 5 / I@e) = 20 = @A) — i)
- / I(2E) = )7 (B(e) ~ B)(A(s) — 3) A
1 72
< %R Wd)\”%(t) —B(s)]|

The last integral is finite, hence the continuity of B on [0, 1] in the uniform
operator topology implies that of the functions ¢t — Py (t) and ¢t — P_(t) =
I — P, (t). The theorem follows from Theorem 1.2.

Remark 3.4. In this paper we treat the case where B is continuous on [0, 1]
in the uniform operator topology. The case where B is G-bounded on [0, 1]
will be considered elsewhere. In the proof above instead of [18, Theorem 1.2]
one can then use [18, Theorem 1.3] (or [28, Theorem 2.7.19]) and [28, Remark
2.7.20].

4. Sufficient Conditions (IT)

Let (V|| - |lv) and WV, ] - ||w) be Banach spaces continuously embedded in
a Hausdorff topological vector space, so that the sum V + W is well defined.
The K-method introduced in [23] associates with these two spaces a family
of Banach spaces, indexed by two parameters 6 € (0,1) and p € [1,00) in the
following way: Define for x € V + W the functions

K(z, t, VW) =1inf {||v|ly + t|w|w : z=v+w,veV,weW}, te(0,00),

and

oo

o = ( / (O K (2,1, V, W))? ‘f) € [0, 5],
0

Then (W, W)op :={z € V+W : |z]opvw < o0} is a vector space and
lz]|6.p,v,w is a norm on this space which makes it a Banach space. It is
called an interpolation space because of the property that if 7" is a bounded
operator on V + W such that T|y, and T'|yy are bounded operators on V and
W respectively, then Ty yy),  is a bounded operator on (V, W) ,. There
are other ways of defining the interpolation space (V, W)y ,, for example via
the trace method, complex interpolation and via the domains of operators,

|
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see, for example, [12,19,20,22]. In some of the references given below such
equivalent definitions are used.

If X and Y are Banach spaces, then we mean by the equality X = )
that the spaces X and ) coincide as vector spaces and that their norms are
equivalent. By way of example, if X = (V, W)y, and V; and W, are Banach
spaces then the following implication holds:

VZV and Wi =W = X = Vi, Wi)o,p. (4.1)

To formulate the main result of this section we consider the case where
0 = 1/2, p = 2 and the Banach spaces V and W are Hilbert spaces associ-
ated with a closed densely defined operator T' in a Hilbert space (H, (-, - )#)
with 0 € p(T): Denote by H1(T') the vector space dom T equipped with the
Hilbert space norm ||z|; = ||Tx|x, * € H1(T). Then the inclusion map
(= identity mapping) ¢ : H1(T) — H is continuous:

lefllre = Iflle = 1T T Fllse < ITHITflloe = 1T Nl f € Ha(T),

and it is injective and has a dense range. For the inclusion map with these
properties we use the notation: H;(7T) < H. Denote by H_1(T) the dual
space of H1(T), that is, the space of linear mappings ¢ : H1(T) — C with
norm

1(f)]
el -1 = SupfeHl(T)W'

Let ‘H' be the dual space of H. By Riesz’ representation theorem we can
identify H’ with the Hilbert space H: The linear functional k& € H’ can be
put in one-to-one correspondence with the element k € H via k(h) = (h, k),
h € H, and under this correspondence we have || k|l = [|k||».

The adjoint of the inclusion map ¢ : Hy(T) — H is the mapping ¢ :
H' — H_1(T) defined by

V(k)(f) = k(f) =k(f), keH, feH(T).
These equalities and the identification of H' with H imply that ¢/ can be
viewed as an inclusion map from H to H_1(T'). Since ¢ is continuous, injec-
tive and has a dense range, the inclusion map ¢/ is continuous, has a dense
range and is injective. It follows that H_(7") is the (Hilbert space) comple-
tion of H with respect to the norm

It = sup erg iy LI = gy LT 0
T L T T i
h, T=*k s
= SupheHu = ||T ]f”’)—[, k S H
(172l
For the third equality we used that ran7T = H. To summarize we have

H(T) — H — H_1(T) and H_1(T), the dual of H;(T), is the comple-
tion of H with respect to the norm ||T~*k|3, k& € H. The following formula
(a special case of a formula due to Lions-Peetre [21, Theorem IIT (4.1)], see
also [19, Proposition 1.2.1 and Theorem 1.15.1]) holds:

(M1 (T), H_1(T))1 /2,0 = H. (4.2)
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Replacing T by T* we also have Hy(T*) — H — H_1(T*). It follows that
Hi(T) — H — H_1(T*) and the assumption that plays an important role
in the main theorem of this section is that the equality

(HA(T), H-1(T7)) 12,2 =H (4.3)
holds.
Ezample 4.1. The equality (4.3) holds for example if .J; is a signature opera-
tor and T is a Jy-self-adjoint operator on H: T = J;T*J; with 0 € p(T) and

JidomT = domT'. For then domT = domT* and the following proposition
applies.

Proposition 4.2. Let A and B be closed densely defined operators in a Hilbert
space H with 0 € p(A) N p(B). Then there is a bounded linear bijection o :
H_1(A) — H_1(B) which is the identity on H if and only if dom A = dom B.
In this case (Hy(A), H_1(B))1/2,2 ZH.

Of course, with ¢ as in Proposition 4.2 we can identify the elements of
H_1(A) and H_1(B) with one another. Then o becomes the identity map

and H_1(A) = H_,(B).
Proof of Proposition 4.2. Assume dom A = dom B. Then the operators
AB~!, BA~! and their adjoints are bounded operators. For x € H we have
1B~ *zlly = B A* A~ x|l3 < [(AB~1)*[[ | A= 22,
A= @[l = |A=*B*B™*alln < [(BA)*|| | B~ "[|n

and hence the norms ||A~*z||y and ||B~*z|y are equivalent on H. The if
statement of the proposition now follows, since H_1(A) and H_1(B)) are the
completions of H with respect to these norms.

To prove the only if statement assume o : H_1(A) — H_1(B) is a
bounded linear bijection which is the identity on H. Then there is a constant
v € (0,1) such that for all 2 € H_1(A)

1
Yezllr_, )y < @3 a) < ;HWHHA(B)- (4.4)
For = € 'H these inequalities become
— % —% 1 —x
Bzl < A7 2]l < ;HB |-

These inequalities imply that there exist contractive operators S and T" such
that
YB™* = SA ™" and yA™* =TB™ ",
or, what is the same,
B! = A718* and yA™! = BT,

The first equality implies dom B C dom A and the second equality implies
dom B D dom A, hence dom A = dom B.
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For the last statement in the proposition we use (4.4). It implies that

YK (0w, t,H1(A), H_1(B)) < K(z,t,H1(A), H_1(A))
< %K(az,t,Hl(A),H_l(B))
and hence
Yowll1/2,2,0, (4,1 1(B) < NTll1/2,2,70(4),1 1 (4)
< %||(713H1/2,2,H1(A),H,1(B)'

The equality in the proposition now follows from the equalities o(H) = H
and (4.2) with T = A. O

In the proof of the theorem below we use the following simple lemma.
Lemma 4.3. Let S be a closed densely defined operator and let B be a bounded

operator on a Hilbert space H with 0 € p(S) N p(S + B). The equality
(H1(S), H_1(S"))1/2,2 = H implies (H1(S + B), H-1(S* + B*))1/2.2 = H.
Proof. The following equalities between linear subspaces
H1(S) = dom S =dom (S + B) = H1(S + B)
hold. For € dom S we have
1Sz]l3 = 1S(S + B)~ (S + B)alln < IS(S + B) 7'l (S + B)zll
and
(S + B)allpe < 1|Sallse + [ Bl = I|Sallpe + [ BS Sl
< (14 |BS™Y)||Salle.
Hence the norms on H,(S) and Hi(S + B) are equivalent. It follows
that H1(S) = H1(S + B). Replacing S and B by their adjoints we get
H1(S*) = H1(S* + B*), hence, by considering the duals of these spaces we
get H_1(S*) = H_1(S* 4+ B*). The lemma now follows from the implication
(4.1). O

The following theorem is the main result of this section. Its proof is
based on [24, Theorem 4.1].

Theorem 4.4. Let ‘H be a Hilbert space which is the orthogonal sum of a
Hilbert space G with itself. Let & be a closed densely defined Hamiltonian
operator on H with iR C p(&)and let B be a function on [0, 1] whose values
are bounded operators on H and which is continuous in the uniform operator
topology. Consider their sum 2 :

At) =6 +%B(t), telo,1],
and assume that for each t € [0,1] the operator A(t) is a nonnegative
Hamiltonian operator on H and iR C p(A(t)). If
(i) there is a v > 0 such that ||[(& — A\)7Y| < v/|A, A € iR\ {0}, and
(il) (H1(8), H-1(6"))1/22 = H,
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then the operator function 2 is conditionally (G, G)-reducible. A diagonalizing
operator function V on [0,1] can be chosen such that it is continuous in the
uniform operator topology and the operator function V~'AV is Hamiltonian.

Proof. By (i), Remark 3.2 and Lemma 3.1 (iii) and (iv), there are positive
real numbers o > 0, 5 > 0 and such that

D, USTUS, Cpt), telo,1], (4.5)

and

o~

||(Q[(t)f/\)*1||§1_:|m, A=¢+ineD,USTUS,, tel0,1]. (4.6)

The complement in C of the set on the left of (4.5) is the union Qf U Q" of
the open sets

Qg:{)\GC : |)\|>a,|arg)\|>g+a},
Qg:{)\E(C : |)\|>a,|arg)\|<g—a}.

The first set and its boundary T'Y, = 9Q belong to Cy, and the second set
and its boundary I',, = 92}, belong to C,.. The boundaries are connected sets
contained in D, U ST U S, and hence are part of p(2(t)) for all ¢ € [0,1].
Following [24] we consider the integrals

Py(t)z = —% / Ql(t)(?l(t)\) - A)_lxd)\, x € dom®A(t) =domS. (4.7)

r/e
o

The orientation of I'7, is from above to below and the orientation of I'Y, is
from below to above. For each ¢ € [0, 1] these integrals define bounded linear
operators Py (t) from H;(2(t)) to H. By Lemma 4.3, item (ii) implies

(M1 (A(E)), Ho1 (A(t)*))1 /22 =M, te€[0,1].

By [24, Theorem 4.1] this equality implies that P, (¢) and P_(t) can be
extended to bounded linear operators on H, also denoted by Py (t) and P_(t),
having the following properties: Py (t) are projections on H: Py (t)? = P+ (t),
Py (t)+ P_(t) = I, the ranges L4 (t) := Py (t)H are 2(¢)-invariant and £ (¢)
is J-nonnegative and £_(t) is J-nonpositive. On [24, page 38] it is observed
that Py (t) are the Riesz projections corresponding to the part of the spectrum
of A(t) that lies in C,./;, hence o (U(t)|z, 1)) C C,/¢. Thus [C4] holds.

We prove [C3]. The operator (t) is Hamiltonian and hence the oper-
ators +i2(t) are J-dissipative. We first consider the operator i?(¢). Then,
by what has been proved above with J replaced by J, we find that the sub-
space L (t) is J-nonnegative and the subspace £_(t) is J-nonpositive. Now
we consider the operator —i2d(t). Define the projection operators Qi (t) by
the integrals in (4.7) with 24(¢) replaced by —2((¢). Then, also by what has
been proved above with J replaced by J, the subspace Q4 (¢)H is J-nonneg-
ative and the subspace Q_(t)H is J-nonpositive. If in the integrals for Q4 (¢)
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we change the variable z to —z, we find that Q4 () = Px(t). Hence the sub-
spaces L4 (t) = Q+(t)H are J-nonnegative as well as J-nonpositive, that is,
they are J-neutral. This proves [Ca).

Finally, we prove [C3]. For ¢, s € [0, 1] we have, on account of (4.6), that

1P ()~ Py(s)] = o /@@—Af%mg_%@XW$_M4M
< 5 [ 10 = X)) = X)) — B(o)]
'~

1 ~2
s!u+Awdwmw—mﬂL

Since the integral is finite, the continuity of ¢ — P, (¢) follows from the conti-
nuity of 8. The continuity of ¢t — P_(t) can be proved in the same way. [

Remark 4.5. In [25] and [26] versions appear of [24, Theorem 4.1] used in the
foregoing proof, in which the operators are assumed maximal J-dissipative.
We note that the operator i2((¢) in Theorem 4.4 is also maximal J-dissipative.
This follows from the fact that 0 € p((¢)). Indeed, assume that for some
t € [0,1], iU(¢) has a proper J-dissipative extension D on H, in graph nota-
tion: i4(t) & D. Then (i24(¢))~! is a bounded operator and (i4(t))~! ¢ D1,
implies that 0 is an eigenvalue of D. Then, by [1, Corollary 2.2.16], 0 is also
an eigenvalue of JD*, hence an eigenvalue of D* and, since D* C —i2d(t)*,
an eigenvalue of A(¢)*. It follows that 0 ¢ p(A(t)*) = p(A(t))*,which is in
contradiction with 0 € p((¢)). Thus A(¢) is maximal J-dissipative for all
t €10,1].

Remark 4.6. Theorem 4.4 remains true if (ii) is replaced by

(it') (H1(&),H)g2 = (H1(6*), H)g.2 for some 6 € (0,1).

Indeed, by [24, Lemma 3.14]: (ii’) = (ii). Condition (ii") appears in [11].
According to the proof of Lemma 4.3, condition (ii’) implies that

(H1(A(t)), H)g2 = (H1(A(t)*), H)g2, t€[0,1].

By [11, Theorem 3.2] and the remark following its proof, this equality and
Theorem 4.4(i) imply that the integrals in (4.7) define bounded projections
Py (t) on H with Py (t) + P_(t) = I whose ranges L4 (t) are 2A(t)-invariant
and satisfy o(A(t)|z, ) C C,/e. That L4 (t) are J-nonnegative/.J-nonposi-
tive follows from the assumption that ?(¢) is J-dissipative, see the proof of
[24, Theorem 4.1].
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5. Propositions around Conditions [C}] and [C5] of
Theorem 1.2

In this section (I, (-, -)k) is a Krein space and £ and M are nontrivial
subspaces of K such that

K=L+M, direct sum. (5.1)

We pose the following question: By what conditions are £ and M neu-
tral subspaces of K7 We list some answers in the form of propositions.

Proposition 5.1. For the summands in (5.1) the following statements are
equivalent.

(i) L and M are neutral.
(ii) £ and M are mazimal neutral.
(i) Pz = Py, where Pp(Paq) is the projection onto L(M) parallel to
M(L).

The equivalence (i) < (it) holds also when the decomposition in (5.1)
is not direct and only algebraic, see [1, 1.1.25].

Proof of Proposition 5.1. Evidently, (ii) = (i). Assume (¢). Then for z,y € K
(I = PA)Pra,y)e = (Pew, (I = Prm)y)x = (Pea, Pry)x =0
and
(PyPmz, y) = (Prma, Pay)x = 0.

Hence Py Py = P, and P},Py = 0. These equalities imply (iii): Py, =
PL(PL + Pym) = Pr.
Before proving the implication (iii) = (i), we note that

(@) Pyrelt, reK and (b)) z€Lt=a2=Piy
Indeed,
veK,ye L= (Pyzyk=(r,Puyk = (z,0)c =0=(a)
and
relt ye K= (x— Pyx,y)k = (x,I — Pu)y)k = (z, Pey)x = 0 = (b).

Now assume (7ii). Then

xeﬁngpgx:PijeﬁL and xEEL(:b;x:Pj‘le:ngneﬁ

and hence £ = L+, Since (4ii) implies Py = P}, in the above the roles of £
and M can be interchanged to obtain that M = M=. Hence (ii) holds. [J

Proposition 5.2. Let A be a densely defined symmetric operator in K. If L in
(5.1) is A-invariant and o(Alz) is a bounded subset of Cx or of C_, then L
is neutral.
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For a proof of a slightly more general version of this proposition, see
[1, Corollary 2.3.11]. Proposition 5.2 implies that if & in Theorem 1.2 is a
bounded operator, then [C1] = [C3]. Indeed, assume that [C4] holds and that
G is bounded or, equivalently, that 2((¢) is bounded for every ¢t € [0, 1]. Then
i4(t) is J-self-adjoint and o (iA4(t)|,, ) is a bounded subset of C. It follows
from Proposition 5.2 with A = #2((t) that [C] holds.

We do not know if the implication holds if 2(¢), ¢ € [0, 1], is unbounded.

Proposition 5.3. Let A be a bounded self-adjoint operator in IC with 0 in
the continuous spectrum o.(A) of A. Assume L in (5.1) is A-invariant and
o(Alg) CCLU{0} or o(Alz) € C_U{0}. Then L is neutral if and only if
L is semi-definite.

Proof. If L is neutral, then it is semi-definite. We will show the converse
implication. Assume £ is semi-definite. Set B := A|.. From 0 € o.(A) it
follows that 0 € o.(B). Let

L=L°+ Ly, direct sum, (5.2)

where £° = £N £+ and £, is the Hilbert space orthogonal complement of
L° in L. Our aim is to show that £; = {0}. Assume it is not. For z € £°
and y € L we have (Bz,y)x = (x,By)x = 0, hence the neutral subspace
L° is B-invariant. Thus with respect to (5.2) the operator B has the matrix

representation:
B = Bo BOl . L° _ L°
- 0 B1 ’ £1 El ’

Here B; is a bounded self-adjoint operator in £; which is a Hilbert space
or the antispace of a Hilbert space (depending on £ being nonnegative or
nonpositive) and o(By) € C; UC_ U{0}. It follows that the spectrum of By
is real, thus o(B;) = {0} and therefore B; = 0. Hence, by the assumption
that £, is not trivial, the range of B is not dense in £, which contradicts the
earlier conclusion that 0 € o.(B). This implies that £ = L° is neutral. O

IfT C C, then T* := {\ : \* €T}

Proposition 5.4. Let A be a bounded self-adjoint operator in IC and let T' be
a nonempty subset of C. If (5.1) is the unique direct sum decomposition of
K in which £ and M are A-invariant subspaces such that o(Alz) C T and
o(Alpm) CT*, then £ and M are mazimal neutral subspaces.

Proof. Let Pz (Pyq) be the projection in K onto £ (M) parallel to M (L)
related to (5.5). Then P} is the projection onto M-, see the proof of Prop-
osition 5.1. Since the subspace M is A-invariant, the subspace M* is A*-
invariant and hence A-invariant, because A is self-adjoint. Furthermore

o(Alpr) = 0(A%| e ) = 0 (PFAYPE) = o(PLAPL) = o(Alg)* CT*. (5.3)
Similarly £+ is A-invariant and

o(Ales) = o(A*|c2) = o(A )" CT. (5.4)
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From
KDLt 4+ Mt =Py K+ PK=(I-P)K+ PiK
—(I-P)HK+PKDK
and L+ N M+t = (L + M)+ = Kt = {0} we obtain the decomposition
K=+ M, direct sum.
The inclusions (5.3) and (5.4) imply that this decomposition has the same
properties as the decomposition in the proposition. The uniqueness of such

a decomposition implies that £+ = £ and M+ = M, that is, £ and M are
neutral. By Proposition 5.1 they are maximal neutral. O

Proposition 5.5. Let G be a Hilbert space and let T' be a nonempty subset of
C. In the Hilbert space H := G® G consider the self-adjoint unitary operators
J and J represented by the 2 X 2 block matrices

o1 [g] [g _ [o o (6] [g
7= [ra) (g <[] e o= [ 5) [ - [G]
Let 2 be a bounded J-self-adjoint operator in H. Assume that H admits
a unique decomposition
H=Ly+L_, direct sum, (5.5)

in which L4 is a J-nonnegative A-invariant subspace of H such that
o@|z,) € T and L_ is a J-nonpositive A-invariant subspace of H such
that o(A|z,) CT*. Then L+ are mazimal J-neutral subspaces.

Proposition 5.5 implies that if in Theorem 1.2 & is a bounded operator,
the condition [C;] holds and the decomposition (1.5) in [C4] is unique, then
[C5] holds.

Proof of Proposition 5.5. As in the proof of the Proposition 5.4 (with K =
(H, (3, -)#)) it can be shown that

H =L +L£57,  direct sum, (5.6)

where Ef and £19 are Y-invariant subspaces such that

0<m|‘3i3> CI' and U(qulfa) CI*

We claim that Eia is a J-nonnegative and L5 isa J-nonpositive subspace
of H. The claim and the uniqueness of the decomposition in the proposition
imply that £ = Ef are J-neutral, hence maximal J-neutral, according to
Proposition 5.1 applied to the decomposition (5.6). It remains to prove the
claim. For that we note the following three facts:

(J3)*I(JII) L = JIIIT = —J,
JILL = JLE=LE
and

Ei“’ is J-nonpositive.
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The last fact follows from [1, 1.1.25] applied to the decomposition (5.5). It
implies that £, is maximal J-nonnegative and this, by [1, Theorem 1.8.11],
implies that Ei’ is maximal J-nonpositive. (We do not use the maximality.)
The three facts imply

(Jz, )1 = ((J) I (JI) " (JJx), (JIx)),,
= — (J(JJx), (J3z))4
>0, xze€ Ei‘*.

Thus Eiﬁ is a J-nonnegative subspace. Similarly,
(Ja,z)n <0, e L3,

which shows that £ is a J-nonpositive subspace. This completes the proof
of the claim. O

The following example shows that there is a nonnegative Hamiltonian 2
such that the direct sum decomposition H = £, +£_ in which the summands
are 2U-invariant and J-neutral need not be unique.

Example 5.6. Let A be a Volterra operator on a Hilbert space G: compact,
no eigenvalues and o(A) = {0} and set

_[A+1? 0 |G g
il B R 1)4 | M B [G] |
Then 2 is a nonnegative Hamiltonian and there exist at least two direct sum
decompositions of H: H = L, 4+ £_ with summands which are 2l-invariant
and J- and J-neutral, namely: (1) £, =G @ {0} and £_ = {0} & G and (2)
L, ={0}®G and L_ = G @ {0}. Only for the first decomposition we have
the inclusion (|2, ) = {£1} C C, ; in this case [C;] and [Cs] hold.

6. Proof of Remark 1.3 and Some Examples

We say that a pair (J,J) of signature operators on a Hilbert space is admis-
sible if Re J J = 0 or, equivalently, JJ = —J J. In Remark 1.3 it is assumed
that (J,J) is an admissible pair of signature operators.

Proof of Remark 1.3. Write J as J = Py — P_, where PL are the projections
Py =1(I £ J) on H with Py + P_ =1, and let

H=H,®;H., MHi=PiH, (6.1)

be the J-canonical decomposition of H. Since the pair (J,J) is admissible,
we have PLJPy = 0, hence the subspaces H; and H_ are J-neutral. With
respect to (6.1) the operators J and J have the representation:

1=lo 8 fe] -] 0= B) - B

in which U : Hy — H_ is a unitary operator. We claim that the subspaces

Gi={zeH:z=2, —iUxy, z, € Hy}
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and
Go=JG ={reH :z=w, +iUxy, v, € H }

are J- as well as J-neutral. For example, for z € H we have

an=(105) Ci)- (L)
- (o) ()

= —i(zq,24) +i(Uzy, Uny)
hence G; is J-neutral. The other three claims can be proved similarly. We
have

H = G1+Gy, direct sum,
because G1 + Go = (I —iU)Hy + (I +iU)Hy = Hy + UHL = H and
G1 NGy = {0}. Finally, define the operator T': G — Gy by T(zy — iUz, ) =
24 +iUxy. Then T is unitary and Jlg, =T, J|g, =T ' =T, J|g, = —iT
and J|g, = ¢T*, that is, J and J have the representations given in (1.6). O

We give 2 examples of admissible pairs {J, J} of signature operators.

FEzample 6.1. Let H be the orthogonal sum of two Hilbert spaces H; and Ho:
H = Hy1 ® Hs and let J be the signature operator

| 0] |Ha Hi
s fo]pe) - ) 62
Then the pair {J,J} is an admissible pair of signature operators if and only
if there is a unitary operator U : Hi; — Ho such that

~ 0T |H; Hy

J B |:U 0 :| . |:H2:| - |:H2:| . (6.3)
Consider the Hilbert space H = La(—a,a), 0 < a < oo, and the signature
operators J and J defined by

Jf(@) = f(=z), Jf(x)=(signa)f(z), feH.

Then with respect to the decomposition H = H; ® Hs, where H; is the
subspace of all even functions and Hz is the subspace of all odd functions
in La(—a,a), the operators J and J have the representation (6.2) and (6.3)
respectively, where U : Ho — Ho is the operator of multiplication by sign x.
Since U is unitary, the pair {J,J} is admissible. If J is as in (6.2) and J is
defined by Jf(x) = i(signz)f(—=x), f € H, then {J,J} is also an admissible
pair of signature operators.

FEzxzample 6.2. Consider H = Hy @ Hs as in the previous example and let J
be the signature operator

-] B
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where U : H; — Hs is a unitary operator. Then {J, J} is an admissible pair
of signature operators if and only if J is of the form

g { A BU* }
—-UB —UAU*|’
where A and B are bounded operators on H; such that
A=A*, B=-B*, AB=BA, A*>-B?’=1;
in particular, A and iB are self-adjoint contractions on H;. If A = I and

B =0, then J is given by (6.2).

We end this section with an example of a nonnegative Hamiltonian
operator function which satisfies the hypotheses of Theorems 3.3 and 4.4 and
hence is conditionally reducible.

Ezample 6.3. Consider the Hilbert space H = L%*(—a,a), 0 < a < oo, with

inner product (f,9)n = [*, f(x)g(x) dx and norm [|fls = (f,f)y" and

consider the signature operators J and J defined by
Jf(x) = (signz)f(x), Jf(z)=i(signz)f(-z),  feH.

Denote by G the operator with domain dom & C H, consisting of all contin-
uously differentiable functions f on [—a,a] such that df (z)/dx is absolutely
continuous and d? f(z)/dz? belongs to H, defined by

2 f(x)
dz? ’

Let ¢ : [0,1] x [—a,a] — R be a continuous function which is even in the
second variable: p(t,x) = ¢(t, —x), (t,z) € [0,1] X [—a,a], and define the
bounded self-adjoint operators B(¢), t € [0,1], on H by

B(t)f(x) =, 2)f(—x), [feH.
Evidently, %(t) is continuous in the uniform operator topology. We set

At) = &+ B(t), telo,1],

& f(x) = —(signz)

f(=a) = f(a) =0, f € dom6.

and show in the following eight items that this operator function satisfies the
hypotheses of Theorems 3.3 and 4.4.

(1) & is Hamiltonian: Let A be the self-adjoint operator in ‘H with domain
dom A = dom & defined by

2
Af(z) = —%(f), f € dom A.
Let Jy be the signature operator on H defined by Jof(x) = f(—=z),

f € H. Then
J(16) = JopA = AJy = (JoA)" = (3(i6))",

hence & is Hamiltonian. O
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(2) iR C p(&): The spectrum of A is discrete, hence

(Af, Pw = el flF, | € domA, (6.4)

where ¢ = (7/a)? = the smallest eigenvalue of A. In particular, 0 € p(A).
It follows that & = JA is J-selfadjoint, J-nonnegative and 0 € p(&).
The inclusion follows from these three properties, see H. Langer’s the-
orem [1, Theorem 2.3.27]. It also follows from item (5) below. In this
specific case there is a direct proof: For A € R and f € dom & we have,
by (6.4) and because (J&f, f)n = (Af, f)n and N(Jf, f)y are real

numbers,

cllf I3 < (J&F, Hin SIS, e —iA(Tf, )l
= (J(& =N f, F)m < (& = iX) fllall flIn,

hence
1 .
£l < ZI(& =X fll2,  f € dom 6.

It follows that (&—i)) ! exists and is bounded on the range ran (& —i\)
and that, since the operator & is closed, ran (& — i) is closed. To prove
ran (6 — i)\) = H it suffices to prove that H & ran (& — i\) = {0}.
Let h € Horan (6 —iX). Then 0 = &*h + iAh = AJh + iAh, hence
(AJh, Jh)y = —iX(h, h)y € R MR = {0} and so, by (6.4), h = 0. We
have shown that (& —i))~! is a bounded operator on H. It follows that
i\ € p(&), hence iR C p(6). O

(3) 2A(t) is nonnegative Hamiltonian, t € [0,1]: The operator J(:2(t) =
JoA + J(iB(t)) is self-adjoint because JyA is self-adjoint and the rela-
tion

J(@B(1)) f(z) = —(signz)p(t, x) f(x), feH,

shows that the operator J(iB(¢)) is bounded and self-adjoint. Hence
2(¢) is Hamiltonian. For f € H it holds that

a

(JB() . o = / (sign 2)p(t, 2) f(~2) F @) de

—a

a 0
- / ot ) f(—2) F(@) do — / o(t,2) f(~2)F (@) da
0 —a

= [ett.o) (#(-0)F@ - f@F2)) de e iR (65)

0

From this, (6.4) and the relation JA(t) = A+ JB(t) we obtain that for
f € dom®(t) = dom &

Re (JRA(t)f, f)n = ¢l fll3 = 0. (6.6)

Hence 2(t) is nonnegative Hamiltonian. O
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(4) iR C p(A(t)), t € [0,1]: Let A € R. The inequality (6.6) and the fact
that (Jf, f)» € R imply that for f € dom &

RAE) = i) Fllrell flle = [ (JQRAE) =N f5 £)ag |
= [Re (JA(L) f, [)m
+i(Im (JAR)f, fr — ANI s £l
> |Re (JAR)f, f)n]
> ¢ f1I3

hence

I fll# < %ll(%l(t) —iNflln, f€dom6.

This implies that the inverse (2((t) — i)\)~! exists and is bounded on
ran (A(¢) — i) and that, since A(t) is closed, ran (A(t) — iA) is closed.
We show that ran (4(¢t) — i\) = H. For this it suffices to show that
H © ran (A(t) — i\) = {0}. Let h € H © ran (A(t) — iA). Then 0 =
(A(t)* +iA)h = (AJ +B(t))h and so, by (6.5),

0= ((AJ + B()h, Jh)y = (ATh, Jh)3 + (JB()h, ).

It follows that (AJh, Jh)g = —(JB(t)h, h) € RNiR = {0}, hence, on
account of (6.4), h = 0. We have shown that ((¢) —i\)~! is a bounded
operator on H for each A € R. Hence iR C p((t)), t € [0,1]. O
(5) & is similar to a self-adjoint operator on H, that is, there is a bounded
and boundedly invertible operator W on H such that W—1&W is self-
adjoint in H: By [7, Theorem 3.6 and Remark 3.7], the point co is a
regular singular point of & and this is by [6, Theorem 2.5] (since & is
J-positive and boundedly invertible) equivalent to & being similar to a

self-adjoint operator on H. O

(5") Equivalent to (5) is: There is an inner product (-, -); on H such that
(H, (-, -)1) is a Hilbert space, the corresponding norm || - ||; and the
norm || - || are equivalent and & is self-adjoint in (H, (-, -)1). In terms
of W the inner product (f,g)1 := (Wf,Wg)n, f,g9 € H, satisfies these
conditions.

(6) There is a v > 0 such that [[(& — X7 < v/|Al, A € iR\ {0}: This
follows from (5) because this estimate holds for self-adjoint operators
on H with upper bound 1/|\[:

(& =N = WW 6w — )W
< [WlIw=HIIIw—tew — X))~
</ = WIw .
O
(7) The integral fi/R(G — \)"Yd\ exists in the strong operator topology:

T
We use (5). Since A™! is compact, &~! = A~1J is compact, hence
(H, (-, -)1) has an orthonormal basis consisting of the eigenfunctions
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{f;}52, of the self-adjoint operator & in (H, (-, - )1) related to the eigen-
values {\;}72.: &f; = Ajfj, 5 = 1,2,.... Let f € H be arbitrary.

Then f = il(f, fj)lfj and
j=

/

1 ) 1 L
E/(G—)\) 1fd)\:;/(6—z)\) Lfax
iR

R

b
— ([, fih
p bﬁoo/z \; —mfj dA
—bJ

b
> )\ ) s Jg
T blirgo/ 2 ( i2f+f/]\2 T A(f.erf]/\)?l) J dA

—bjl

Aj ﬁf;

b~>oo A2

72 (hm arctan — ) (fs fi)rf

= (sign ;) (f, firfs-
Jj=1

2L dx

The fourth equality holds because the function A(f, f;)1/(AF + A?) is

odd. It follows that the integral fR —4i\)"1f d\ is convergent.
]
(8) (Hi(6),H_1(6"))1/2,2 < H: This follows from [8, Theorem 2.1], but can
also be proved by applying (5'). Denote the adjoint of & in (H, (-, -)1)
by &*1. Then & = &*!. The space H_1(&*) is the completion of H with
respect to the norm |G~ f|l3, f € H. By (5), this norm is equivalent
to the norm ||&~1f||;. Hence the elements of H_;(&*) can be identi-
fied with those of H_1(6*') = H_1(&) and then H_,(&*) = H_1(&).
The desired equality follows from the Lions-Peetre formula (4.2) with
T=6. 0
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