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Abstract. Assume that Q C R is an open set, V is a real separable Banach space and
i, N Q2= Q,91,...,98: Q@ = R, hg: © — V are given functions. We are interested
in the existence and uniqueness of solutions ¢: 2 — V of the linear equation ¢ = Z]k\]:1 gk -
(¢ o fx) + ho in generalized Orlicz spaces.
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1. Introduction

Throughout this paper we fix k&, N € N, an open set  C R¥, a real separable
Banach space (V, || - ||v) and functions fi,...,fn: Q2 —Q, g1,...,98: 2 =R
and ho: 0 — V. We are interested in solutions ¢: 2 — V of the linear equation
of the form

N
p(@) = gn(@)@(fnl)) + ho(x). (1)

Solutions of Eq. (1) have been studied by many authors in different classes
of functions (for more details see e.g. [12, Chapter XIII], [13, Chapter 6],
[2, Chapter 5], [1, Section 4] and the references therein). In this paper we are
interested in the existence and uniqueness of solutions of Eq. (1) in generalized
Orlicz spaces.

This paper is a continuation of investigations started by the authors in
[17], where solutions of Eq. (1) were studied in the space L!([0,1],R). The
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motivation to study Eq. (1) in the space L'([0, 1], R) came from [20]. However,
the interest to consider it in much more general spaces is inspired by [15].

We denote by F the linear space of all functions ¥: £ — V and fix a
subspace Fy of F. Then we define the operator P: Fy — F by

Py=> gn- (o fn), (2)
n=1

and we observe that it is linear and Eq. (1) can be written in the form
¢ =Py + he. (3)

Note also that if Eq. (1) has a solution ¢ € Fy such that Pp € Fp, then
ho € Fo. Conversely, if hg € Fp, then for every solution ¢ € Fy of Eq. (1) we
have Py € Fy. Therefore, if we want to look for solutions of Eq. (1) in Fo,
then it is quite natural to assume that hg € Fy and

P(Fp) C Fo. (4)
We begin with the following counterpart of [17, Remark 1.2].

Remark 1.1. Assume that Fy is equipped with a norm, hg € Fy and the op-
erator P given by (2) satisfies (4) and is continuous. If the series

> P'hg (5)
n=0
converges, in the norm, to a function ¢ € Fy, then (3) holds.

From now on, the series (5) will be called the elementary solution of Eq.
(1) in Fo, provided that it is a well-defined solution of Eq. (1) belonging to Fo.
Let us note that it can happen that Eq. (1) has a solution in Fy, however its
elementary solution in Fy can fail to exist (see [17, Example 1.4]). Following
[17] we are interested in assumptions guaranteeing that the elementary solution
of Eq. (1) in Fy exists, and moreover, that Eq. (1) has no other solutions in
Fo. As it was mentioned at the beginning, in this paper we will focus on F
when it is a generalized Orlicz space.

Our first result is a simple generalization of [17, Theorem 3.2], essentially
with the same proof.

Theorem 1.2. Assume that || - || is a complete norm in Fy and let hg € Fo. If
the operator P given by (2) satisfies (4) and is a contraction with contraction
factor «, then the elementary solution of Eq. (1) in Fy exists, it is the unique
solution of Eq. (1) in Fo and ||>_p—,, PFhol| < %HhOH-
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2. Preliminaries

Let (X, M, u) and (Y, N,v) be measure spaces. We say that G: X — Y sat-
isfies Luzin’s condition N if for every set N C Y of measure zero the set
G(N) is also of measure zero. When we integrate a function ®: X — V, we
will use the Bochner integral (for details see e.g. [8, Sections 3.1 and 3.2]).
Recall that a function ®: X — V is Bochner—measurable if it is equal al-
most everywhere to the limit of a sequence of measurable simple functions,
ie., ®(x) = lim, o P, (x) for almost all z € X, where each of the functions
®,: X — V has a finite range and ®,,!({v}) is measurable for every v € V.
As we will work with Bochner—integrable solutions of Eq. (1), we need the
following observation.

Lemma 2.1. Assume that (X, M, u) is a complete o—finite measure space. Let
F: X - X,H: X -V and G: X — R be measurable functions. If for all
sets N C X of measure zero the set F~Y(N) is also of measure zero, then the
functions Ho F and G - (H o F) are measurable.

Proof. Let (Hy,)nen be a sequence of measurable simple functions converging
pointwise to H except on a set N of measure zero. Fix n € N. Then there are
points vy, ..., vy, € V and a partition of V into measurable sets V7, ..., V,, such
that H,, = Z;nzl vjXv;. Then Hy, o F = Z;nzl vixy, o ' = ZT:l ViXF-1(V;)-
By our assumptions, the set F~!(N) is of measure zero. Fix v € V'\ F71(N).
Then F(v) € N, and hence (H,, o F')(v) converges to (H o F)(v).

Assume now that (G, )nen is a sequence of measurable simple functions
converging to G except on a set M of measure zero. Then (G,, - (Hy, o F'))pen
is a sequence of measurable simple functions converging to G - (H o F') except
on the set F~1(N)U M. O

The next result we want to apply is a change of variable formula from [6].
To formulate this theorem, we need to introduce some definitions and notions.

Let F': Q — R* be measurable. We say that a linear mapping L: RF — RF
is an approximate differential of F at xq € Q if for every € > 0 the set

fren o L =IO Lol )
[ — o

has ¢ as a density point (see [24, Section 2|, cf. [23, Chapter IX.12]). We say
that F'is approximately differentiable at x¢ if the approximate differential of F'
at x( exists. To simplify notation, we will denote the approximate differential
of a function F': Q — R at zo by F’(xg). Moreover, if a function F': Q — R¥
is almost everywhere approximately differentiable, then as usual we denote by
F’ the function Q > z — F’(x), adopting the convention that F'(x) = 0 for
every point x € ) at which F' is not approximately differentiable. If E C €,
then the function Np(-, F): R¥ — NU {co} defined by

Ng(y, E) = card(F~(y) N E)
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is called the Banach indicatriz of F.
We omit the proof of the next lemma, as it is the same as the version
included in [17] in the case where k = 1.

Lemma 2.2. (see [17, Lemma 2.1]) Assume that Fy, Fy: Q — R¥ are functions
such that Fy = Fy almost everywhere. If Fy is approximately differentiable
almost everywhere, then so is Fo. Moreover, whenever Fy or Fy is approxi-
mately differentiable at a point, so is the other function, and the approximate
derivatives agree at this point.

Now we are in a position to formulate the change of variable formula; Jg
denotes the Jacobian of F.

Theorem 2.3. (see [6, Theorem 2]) Assume that F: Q — RF is a measurable
function satisfying Luzin’s condition N and is almost everywhere approrimately
differentiable. If H: R* — R is a measurable function, then for every measur-
able set E C ) the following statements are true:

(i) The functions (H o F)|Jr| and HNg(-, E) are measurable;
(ii) If H > 0, then

/ (H o F)(@)|Jp(x)| de = / H(y)Ne(y, E) dy: (6)
E Rk

(iii) If one of the functions (H o F)|Jgr| and HNp(-, E) is integrable (for
(H o F)|Jp| integrability is considered with respect to E), then so is the
other and (6) holds.

Now we are ready to formulate the main assumption about the functions
that were fixed at the beginning of this paper. The assumption reads as follows.

(H) The functions f1,..., fn are measurable and almost everywhere approxi-
mately differentiable and satisfy Luzin’s condition N. For alln € {1,...,N}
and sets M C R of measure zero the set f1(M) is of measure zero.
There exists K € N such that for everyn € {1,..., N} the set {x € Q :
card f, ' (x) > K} is of measure zero. The functions gi,...,gn and hg
are measurable.

From now on, for alll € {1,..., N} and distinct ny,...,n, € {1,..., N} we
put

l
Ay = ﬂ fn ()
i=1

and denote its measure by I, .. ,. Then we set

L=max{l€{l,...,N}: 1y, .. n >0forsomen; <ng<---<m}.
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3. Lebesgue spaces

We begin our considerations on the existence and uniqueness of the elementary
solution of Eq. (1) in Lebesgue spaces LP(€2, V') of vector-valued functions.
As the Lebesgue spaces of vector-valued functions are well known as natural
generalizations of the classical Lebesgue spaces of real-valued functions (see
e.g. [3] or [8, Chapter 3]), we will not define and describe them in details here.

Since we want to apply Theorem 1.2, we must know that the operator P
given by (2) has the properties assumed in this theorem. The next two lemmas
serve this purpose.

Lemma 3.1. Assume that (H) holds and let p € [1,00). If there exists a real
constant oo > 0 such that

lgn (z) P < KNP| Jp (@) forallm e {l,...,N} and almost all z € Q, (7)

then the operator P given by (2) satisfies P(LP(Q,V)) C LP(Q,V) and is
continuous with

I1P|| < o (8)

Proof. The proof is similar to that of [17, Lemma 3.1].

Fix h € LP(Q,V). First of all observe that applying assertion (i) of The-
orem 2.3 with F' = f,, and H = 1 we conclude that the function Ny, (-, ) is
measurable for every n € {1,..., N}. Hence the function [|h(-)||v Ny, (-, ) is
also measurable for every n € {1,..., N}. Next by Lemma 2.1 we see that the
function g, - (h o f,,) is measurable for every n € {1,..., N}, which implies
that the function Ph is measurable as well. Then, using (7) and Theorem 2.3,
we obtain

g - (ho Fu) By < / gn (@17 [ (h o fu) (@)}, da

< N,,K/n ho fu) @)1, ()] do
= L @I N ) dy
fn(€2)
S [ I ay < S
< — v dy < —|lhlly -
NP Jt. @) NP
This yields
N
IPhl o) €D llgn - (ho fo)llzr @y < allbllzr@.v)

n=1

and completes the proof. O
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Lemma 3.2. Assume that (H) holds. If

N
o= Z”gnHL‘X’(Q,R) < 00, (9)
n=1
then the operator P given by (2) satisfies P(L>™(Q,V)) C L*(Q,V), it is
continuous and (8) holds.

Proof. 1If is enough to observe that
N
IPhl|~ @) < Y _llgn(ho f)llL=@v) < allhllz~@v)
n=1

for every h € L>(Q,V). O

It is well known that Lebesgue spaces of real-valued functions are Banach
spaces (see e.g. [5, Theorem 6.6]). It turns out that the same is true in the case
of vector-valued functions with Banach target spaces, basically with the same
proof as in the real-valued case (see e.g. [8, Section 3.2]). Therefore, applying
Theorem 1.2 jointly with Lemmas 3.1 and 3.2 we obtain the following result.

Theorem 3.3. Assume that (H) holds, that p € [1,00] and that hg € LP(2, V).
Let (7) be satisfied with some o > 0 in the case where p € [1,00) and (9) be
satisfied in the case where p = oco. If a < 1, then the elementary solution of
Eq. (1) in LP(Q2, V) ewists, it is the unique solution of Eq. (1) in LP(Q, V) and

i PFhy
k=m

The next results concerns the space C(F, V') of all continuous functions from
a compact set F C RF to V equipped with the supremum norm
|| - llsup- Although it is not a Lebesgue space, we will formulate a counterpart
of Theorem 3.3 for it. The reason is that its proof is based on the following
lemma, the proof of which is the same as the proof of Lemma 3.2.

am
< m”hO“Ll’(Q,V)-
Lr(Q,V)

Lemma 3.4. Assume (H) and let F C Q be a non-empty compact set. If for
every n € {1,...,N} the functions f, and g, are continuous on F with
fu(F) CF, and if

N
o= Z”gn”sup <00 (10)
n=1
then the operator P given by (2) satisfies P(C(F,V)) C C(F,V), is continuous
and (8) holds.

Again, since C'(F, V) with the supremum norm is a Banach space (see e.g.
[3, Introduction]), it follows that Theorem 1.2 jointly with Lemma 3.4 gives
the following result.
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Theorem 3.5. Assume that (H) holds and let F C Q be a non-empty compact
set, let hg be continuous on F, let for every n € {1,..., N} the functions f,
and gn be continuous on F with f,(F) C F, and let (10) be satisfied. If o < 1,
then the elementary solution of Eq. (1) in C(F,V) exists, it is the unique
solution of Eq. (1) in C(F,V) and

o am
;thO < m”hO”sup'

sup

4. Generalized Orlicz spaces

In this section we will focus on generalized Orlicz spaces (called also Musielak—
Orlicz spaces) with values in Banach spaces. Such spaces are a known gener-
alization of the classical Orlicz spaces, and hence they are more general than
Lebesgue spaces. Generalized Orlicz spaces were introduced in the case of real
valued function in [18] and then generalized also to functions taking values in
vector spaces in [10]. There are many results obtained on generalized Orlicz
spaces (see e.g. [7,16,19,25] and the references therein). For the convenience
of the readers, following [10,11], we recall some basic definitions and facts for
our needs.

Denote by B(V') the o-algebra of all Borel subsets of V' and by L£(2) the
o-algebra of all Lebesgue measurable subsets of (2.

Definition 4.1. [see [10, Definitions 2.1.1, 2.1.2 and 2.1.3]; cf. [11, Section 0]]
A function ®: V x Q — [0, 00] is said to be an N-function if:
(i) @ is B(V) ® Li(2)-measurable,
(ii) ®(-,x) is even, convex, continuous at zero and lower semicontinuous for
almost all x € Q,
(iii) ®(0,z) = 0 for almost all = € €,
(iv) there exist functions a, 8: Q — (0,00) such that ®(v,x) > a(x) for all
v € V and almost all x € Q with ||jv||y > B(z).

From now on the symbol ® is reserved for N-functions only.

Denote by My the set of all measurable functions h: 2 — V'; as usual, two
functions from My that differ only on a set of measure zero will be considered
as equal. Assume that M is a given non-empty subset of My, such that

Is(h) = / O(h(z),z)dx < oo for every h € M.
Q

Denote by L%,(€, V) the set of all functions h € M for which there exists a
sequence (hy,)nen of functions belonging to lin M, i.e. the smallest linear space
spanned by M, such that

lim Is(&(h, —h)) =0 for every £ > 0. (11)

n—oo
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It turns out that L% (Q,V) is a linear space; indeed it is enough to note that
Io(E(ahy — hy — (ah — 1)) < La(2|ale(hn — h)) + 216(26(h, — h)) for all
hoh, by, b € My, a € R and € > 0. The linear space L%,(2,V) is called a
generalized Orlicz space (or a Musielak—Orlicz space).

Typical generalized Orlicz spaces are variable exponent Lebesgue spaces
LPO)(Q, V), generated by N-functions of the form ®(v,z) = ||v||1‘)/(x) with
measurable functions p: @ — [1,00), and double phase spaces (containing
Lr(Q, V) + L1, V) spaces), generated by N-functions of the form ®(v,x) =
|v]|7, + a()||v]|{, with measurable functions a: Q — (0, 00) and real numbers

p,q € [1,00). Additional interesting examples of generalized Orlicz spaces can
be found in [7].

Theorem 4.2. [see [10, Theorem 2.4]] The formula

17llze, @) = inf{)\ >0: /Q‘I)(h(;),x) dx < 1}

defines a complete norm in L%‘ (Q, V).

Let us note that in the above theorem the assumption about the continuity
at zero of ®(-, z) in condition (ii) of Definition 4.1 can be omitted. However, we
will need this assumption to simplify our results. For the same reason we will
work only with the generalized Orlicz spaces L%V (Q,V), denoted throughout
this paper by L®(2,V). The norm introduced in Theorem 4.2 is called the
Luzemburg norm.

From [10, Proposition 2.2] if follows that L®(€,V) = lin M, which cor-
relates the generalized Orlicz space with the original one introduced in [21].
Moreover, [10, Proposition 2.3] yields Is(h) < oo for every h € L®(Q,V),
which jointly with the continuity at zero of the function ®(-,z) leads to the
following observation.

Theorem 4.3. [see [22, Theorem 1.13)]] We have h € L*(Q,V) if and only if
one of the following two equivalent conditions hold:
(i) there exists a sequence (hy)nen of functions from lin{h € My : Is(h) <
oo} satisfying (11),
(i1) there exists & > 0 such that Is(Eh) < oo.
After the short introduction to the generalized Orlicz space, we pass to our
investigations.
We are now ready to generalize Lemma 3.1 to generalized Orlicz spaces.

Lemma 4.4. Assume that (H) holds. If there exists a real constant o > 0 such

that
N

(Ph(x),x) Sﬁ Y (ah(ful®)), ful@))l s, (@)]

n=1

(12)
for all h € L*(Q,V) and almost all x € 9,
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then the operator P given by (2) satisfies P(L®(Q,V)) C L®(Q,V), it is con-
tinuous and (8) holds.

Proof. Fix h € L®(Q,V). As in the proof of Lemma 3.1 we conclude that
the functions Ph and Ny, (-, Q) are measurable for every n € {1,...,N}. Ac-
cording to [9, Theorem 2 in Appendix 2 on page 68] (see also [22, page 323];
cf. [7, Theorem 2.5.4]) we deduce that both functions ®(h(-), )Ny, (-,€2) and
®(Ph(-),-) are also measurable for every n € {1,..., N}. Then using (12) and
Theorem 2.3, we obtain

PR L2y = inf{A >0: L@(Phix)w) dz < 1}
< inf{)\ >0: KlLiv:L@(‘i‘h(fn(x)),fn(x))uf"(xndxg}
1 N a
:inf{)\> O:EZ/Q@(Xh(y)?y) Ny, (y,Q)dy < 1}

«
<infd A>0: O —h(y),y dy<1}
{ (30

Sinf{)\>0: q)(gh(y)7y) dygl}
UM, fu(@) A

h
< ainf{n >0: / @(?,y) dy < 1} = allh|lLe@,vy,
Q

which completes the proof. O

i
] =
o
B

Note that in condition (12) all functions in the space L* (€2, V) are involved,
which makes it a bit difficult to check. However, we can formulate a simple
condition that involves no function of the space L(£, V) and implies (12).

Remark 4.5. If
O(v,2) = P(v, fr(x)) foralln e {1,...,N} and almost all z € Q (13)

and

[Jp. ()] 1
KL N foralln € {1,..., N} and

19 (@)] < amin{ "

almost all z € €,
then (12) holds.

Proof. First observe that if @ = 0, then (14) gives Ph(x) = 0 for almost all
x € Q, and hence (12) holds. Therefore, we can assume that o > 0.
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Fix 2 € Q such that ®(0,z) = 0 and ®(-,x) is convex and even. Then for
all v1,v2 € V and a,b € R with |a| + |b] <1 we have

O(avy + bug, z) = P(Jal sgn(a)vy + |b| sgn(b)ve + (1 — |a| — |b])0, x)
< la|®(sgn(a)vy, z) + [b|®(sgn(b)va, ) + (1 — |a| — [b])D(0, x)
= la|®(vy,x) + |b|P(v2, x).

This jointly with (14), the non-negativity of ®, and (13) gives

<I>(Ph <Zgn n ) Z ‘gn ‘(I) ah (fn()),z)

1 N
< 7 2 20 (@) 0|y, (0
1

= 5z 2 Y. 105, 0)

an

for almost all x € Q. O

Combining Lemma 4.4 and Theorems 4.2 and 1.2, we obtain the following
result.

Theorem 4.6. Assume that (H) holds and let hg € LT(Q, V). If (12) holds with
a real constant o € [0, 1), then the elementary solution of Eq. (1) in L®(Q,V)
exists, it is the unique solution of Eq. (1) in L*(Q,V) and

f: PFhy
k=m

We now introduce an interesting and widely studied class of N-functions.

< 17||h0||LI’(Q V)-
Le(Q,V)

Definition 4.7. (see [14, Definitions 2.2]) A non-decreasing left-continuous and
convex function ¥: [0,00) — [0, 00] is said to be a Young function, if

t1_1>r0n+ U(t) =¥(0)=0 and tlirglo U(t) =
From now on the symbol U is reserved for Young functions only.

It is easy to check that if W is a strictly increasing Young function, then
the formula

O(v,2) = V(||vflv)

defines an N-function. Therefore, we see that every function ¥ produces an
Orlicz space of the form

LY(Q,V) = {h € My : / U(¢||h(z)]]v) de < oo with some & > O} .
Q
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This space equipped with the Luxemburg norm

is complete by Theorem 4.2 (cf. [14, Definition 2.7]). Note that in general the
set S ={he My : [, ¥(|h(x)]y)dr < oo} is not a vector space (for an easy
example see e.g. [4, page 96]), however assuming an additional property on ¥
the set S becomes a vector space (see e.g. [4, Theorem 3.4.13]).

Summarizing, we formulate the following result for the Orlicz spaces LY (Q, V).

Corollary 4.8. Assume that (H) holds and let hg € LY (0, V). If (14) is satis-
fied with a real constant « € [0, 1), then the elementary solution of Eq. (1) in
LY(Q,V) exists, it is the unique solution of Eq. (1) in LY (2, V) and

o0 m
«

E P¥hy < T-a lholl L (o,v)-
—

h=m L¥ (@)

Proof. 1t is enough to apply Theorem 4.6 and Remark 4.5 noting that Eq. 13
holds as ¥ does not depend on . O

Finally note that since for every p € (1,00) the mapping “[0,00) S+ tP”
is a Young function, it follows that Corollary 4.8 extends Theorem 3.3 in the
case where p € (1,00); cf. [4, Remark 3.4.18].
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