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Abstract. We study the motion-planning problem for pairs and triples of robots operating
in a shared workspace containin@bstacles. A standard way to solve such problems is to
view the collection of robots as one composite robot, whose number of degrees of freedom
is d, the sum of the numbers of degrees of freedom of the individual robots. We show that
it is sufficient to consider a constant number of robot systems whose number of degrees of
freedom is at mosd — 1 for pairs of robots, and — 2 for triples. (The result for a pair
assumes that the sum of the number of degrees of freedom of the robots constituting the
pair reduces by at least one if the robots are required to stay in contact; for triples a similar
assumption is made. Moreover, for triples we need to assume that a solution with positive
clearance exists.)

We use this to obtain a®(n%) time algorithm to solve the motion-planning problem
for a pair of robots; this is one order of magnitude faster than what the standard method
would give. For a triple of robots the running time becor@®®-1), which is two orders
of magnitude faster than the standard method. We also apply our method to the case of a
collection of bounded-reach robots moving in a low-density environment. Here the running
time of our algorithm become® (nlogn) both for pairs and triples.

1. Introduction

One of the ultimate goals of robotics research is to create robots that are capable of
autonomous action, and accept and execute high-level task descriptions while requir-
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ing little or no human supervision. A fundamental task for an autonomous robot is to
plan its own motion: it should be able to figure out how to get from one position (for
instance, where it has picked up some object) to another position (where the object is to
be delivered). In general there will be obstacles in the workspace of the robot, which it
has to avoid. In many applications the situation is further complicated by the fact that
the robot has to share its workspace with other robots. Examples of this are the trans-
portation systems found at modern airports, ports, and factories. This is the setting of
the motion-planning problem we study: given a collecti®n ..., Ry of robots with

di, ..., dn degrees of freedom, respectively, and operating in a shared workBpace
with n obstacles, find a collection of paths bringing each robot from a specified start
position to a specified goal position without colliding with the obstacles or the other
robots, or report that the problem is not solvable. We assurizea small constant; we
mainly study the casas = 2 andm = 3. The problem becomes PSPACE-complete if
the number of robots is not constant [13].

Two established approaches to this problem are decoupled planning and centralized
planning.

The decoupled planningpproach [1], [8], [15], [24] first plans the motion of each
robot individually while ignoring the existence of the other robots, then tries to combine
the resulting paths by resolving possible collisions between the paths. Algorithms fol-
lowing this approach are usually incomplete in the sense that they are not guaranteed to
find a solution if one exists.

In centralized planning17], [19] them robots are regarded as one multi-robot, that
is, one robot with several independent body parts that are not necessarily connected to
each other. Collisions between the robB{durn into collisions between different body
parts—in other words, self-collisions—of the multi-robot. The configuration space of
the multi-robot isCS; x - - - x CSm, WhereCS; is the configuration space of robB.

The dimension of this configuration spacelis+ - - - + dn, the sum of the dimensions

of the individual configuration spaces; this dimension is considered a constant. Using an
algorithm of Basu et al. [2] for constructing roadmaps, one can thus solve the motion-
planning problem inO(n%++dm*1y time. Under certain general-position assumptions

on the configuration-space obstacles one can use Canny’s roadmap algorithm [4] to
improve the time bound t® (n%*+dn Jogn). (In a later paper [5] Canny showed how to
eliminate the general-position assumption, but unfortunately the adapted version cannot
report an actual path, it can only decide on the existence of a path.) Since we wish to
keep our results as general as possible, we stick to using the roadmap algorithm of Basu
et al. from this point on.

Centralized approaches have the advantage that they allow for complete planners,
which are guaranteed to find a solution whenever one exists. Their main drawback is that
the dimension of the configuration space of the multi-robot is much higher than that of
the individual robots. This increases both the combinatorial and the algebraic complexity
of the problem.

Sharir and Sifrony [19] present a general centralized-planning method for two robots
that is sometimes more efficient than applying the method of Basu et al. to the multi-
robot consisting of these two robots. Their method requires a cell decomposition for
the free portion of each individual configuration space, such that each cell has constant
complexity and is adjacent to at most a constant number of other cells. The cell decom-
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positions are then combined into a representation of the free space of the multi-robot.
The complexity of this representation is the product of the complexities of the individual
configuration spaces. This approach can take advantage of the fact that sometimes the
complexity of (the cell decomposition of) the free space of a rdRas significantly
smaller thar® (n%). For instance, itis well known that the complexity of the free space of

a convex polygon translating amiaspolygonal obstacles in the plane is ofyn) [12].

Thus the method of Sharir and Sifrony can plan the motion of two convex polygons in
such a workspace i@ (n?) time. Applying the method of Basu et al. to the multi-robot
would lead to anO(n®) algorithm, because the number of degrees of freedom of the
multi-robot is four.

We present a refinement of the centralized-planning approach for pairs and triples
of robots. Our technique is quite general: it works for any type of robots, and it can be
combined with roadmap methods and with cell-decomposition methods. The technique
reduces the dimension of the configuration space one has to consider for the multi-robot.
For pairs of robots it does so by stipulating that at all times either one of the robots should
be at its start or goal position, or the robots should touch each other; for triples of robots
the configurations of the multi-robot are constrained in a similar fashion. (Throughout
the paper we make the assumption that the sum of the number of degrees of freedom of
two robots reduces by at least one if the robots are required to stay in contact; for triples
a similar assumption is made. Moreover, for triples we need to assume that a solution
with positive clearance exists.)

The approach of reducing the dimension of the configuration space to be searched
was also used by Hopcroft and Wilfong [10], [11] and Fortune et al. [9]. Hopcroft and
Wilfong [10] showed that if the robots form a single connected component at their start
and goal configurations and if there exists a collision-free motion of the multi-robot
in which the robots need not touch, then there exists a path such that the robots form
a connected component throughout the entire motion. This implies that the search in
the configuration space can be limited to a lower-dimensional subspace. However, their
result only holds when the configuration space is contractible to a point. In a later paper,
Fortune etal. [9] considered the case of two planar robot arms, each having one extendible
and rotatable link. For this case, where the configuration space is not contractible to a
point, they gave a proof (tailored to this special case) that it is sufficient to consider only
motions in contact; in addition, they developed an algorithm to find such motions. In
their second paper [11], Hopcroft and Wilfong applied the result from their first paper
to translating axis-parallel polygons R?. In particular, they showed that planning the
motions ofn rectangles in a rectangular workspace is in PSPACE.

We use essentially the same approach, that is, we also show that the search of the
configuration space can be limited to lower-dimensional subspaces, corresponding to
configurations with specific properties. However, we do not require the configuration
space to be contractible, thus generalizing the results of Hopcroft and Wilfong to arbitrary
robots. For instance, our result is directly applicable to the case of two planar robot arms
studied by Fortune et al. Furthermore, we not only prove the existence of a certain
restricted type of multi-path, we also present a general algorithm for finding such a path
efficiently. Unfortunately, we can only prove our result for two and three robots, so in this
respect our results are less general than those of Hopcroft and Wilfong. More precisely,
our results are as follows.
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In Section 3 we prove that in order to plan the motions of two roBatand R,, one
does not have to consider the entde+d,)-dimensional configuration spa€&1 xCSo.
Instead, it is sufficient to consider a collection of five suitably linked configuration-space
slices (corresponding to the constrained type of configurations mentioned above) whose
dimensions are at modt + d, — 1. Combining this with the method of Basu et al. we
obtain a general method to solve the motion-planning problem for a pair of robots in
O(n%t%) time.

In Section 4 we extend our ideas to triples of robots. Here we show that it is sufficient
to consider a constant number of configuration-space slices of maximum dimension
dh + dy + d3 — 2, which leads to a® (n%+%+%-1) time algorithm. Note that one can
view a collection oim robots (withm > 4) as a collection of three robots, one of which
is a multi-robot consisting ah — 2 robots. Hence, the improvement (compared with the
standard method of viewing the collection of robots as one multi-robot) of two orders of
magnitude that we obtain for three robots carries over to the case of four or more robots.

Our approach becomes especially effective when the robots under consideration have
boundedreach and the workspace has low density [23], as we showin Section 5. Bounded-
reach robots are robots that are nottoo large compared with the obstacles, and aworkspace
has low density if any region is intersected by only a constant number of obstacles
that are larger than that region. These notions were introduced to exclude unrealistic
inputs—contrived workspaces and robots that induce very high free-space complexities.
It is expected that in most practical situations the robots have bounded reach and the
workspace they operate in has low density. Van der Stappen et al. [23] demonstrate
that the complexity of the free space of a single bounded-reach robot in a low-density
workspace i90(n), irrespective of the number of degrees of freedom of the robot and
of the dimension of its workspace. Van der Stappen et al. also give an algorithm to
compute a linear-size cell decomposition of the free space, leading¢raiog n) time
algorithm to plan the motion of a single robot. Unfortunately, if we consider a pair or
triple of bounded-reach robots operating in a low-density workspace, then the free-space
complexity of the corresponding multi-robot can be as higl®@s?) for a pair and
©(n®) for a triple. Nevertheless, we show how to apply our method to this case to obtain
the following surprising result: for bounded-reach robots in low-density workspaces,
the time bound on solving the motion-planning problem for pairs or triples of robots is
identical to that for a single robot, nameB(n log n). Note that the method of Sharir and
Sifrony [19] can be used in this case, because a cell decomposition of the free space of the
individual robots is available. This, however, leads to algorithms with considerably higher
bounds on the running times, name&\(n?) for a pair of robots an@® (n®) for a triple.

2. Preliminaries

Although we assume some familiarity with the basic concepts in motion planning, we
briefly introduce the terminology and notation used throughout the paper. A general
introduction to motion planning can be found in Latombe’s book [13].

LetR = {Ry, ..., Ry} denote a collection ah robots. All robots operate in the same
workspacé/V, which contains asét = {C4, ..., C,} of obstacles. We assume that each
robot and each obstacle has constant complexity, and that they are semi-algebraically
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defined, that is, bounded by surfaces of low algebraic degree. We also assume they are
open sets; this means that the robot is allowed to “slide along” an obstacle.

Theconfiguration spacef robotR; is denoted by S;. The dimension of S; equals
d;, the number of degrees of freedomRf We assume thal > 0 for everyi. Points in
CSj—or configurations—correspond to placements Bf in the workspace; we denote
the portion of the workspace occupied By at configurationp € CS; by R[p]. The
points inCS; representing the start and goal configurationRpfare denoted by
andg;, respectively. A path foR, from its start configuration to its goal configuration
corresponds to a curvedis; froms tog;. We parameterize the curve by atime parameter
t, witht € [0, 1], so a path from start to goal configuration is a continuous mapping
7i: [0, 1] — CS; with 7; (0) = § andni (1) = g;.

Each obstacle defines a subset—eitafiguration-space obstaelein a configuration
space consisting of all configurations in which the robot intersects that obstacle. The
portion of the configuration space covered by the configuration-space obstacles is called
theforbidden spaceand its complement is called tifiee spaceWe call a pathr; for
R feasibleif R does not intersect any obstacle during its motion or, in other words, if
the curver; lies entirely in the free space.

As stated in the Introduction, we can view the collection of robots as one composite
robot, omulti-robot withd := Y, d; degrees of freedom. We refer to configurations of
the multi-robot asnulti-configurationsand we call a path for the multi-robot (whichisin
fact a collection of paths for the individual robotsyalti-path We want to find deasible
multi-pathfor the robotsRy, ..., Ry and their given start and goal configurations, that
is, a collection of paths that brings each robot from its start configuration to its goal
configuration without colliding with either the obstacles or the other robots.

3. Pairs of Robots

To explain the idea of our method, we start by studying the case of a pair of robots.
One way of planning the motion of a pair of robots is to view the pair as one robot with
d := d; + d, degrees of freedom. Thus the problem can be solved id-tfienensional
configuration spacéS; x CS,. Our goal is to reduce the dimension of the space we
have to consider. To this end we limit the possible multi-configurations—combinations
of configurations for the two robots—that we allow. Of course, we have to guarantee
that a feasible multi-path continues to exist.

The multi-configurations that we allow—we call thepermissible multi-config-
urations—are as follows.

e WhenR; is at its start or goal configuration, we allow any configuratiomRgf

e WhenR; is at its start or goal configuration, we allow any configuratiomRf

e When neithelR; nor R; is at its start or goal configuration, we only allow config-
urations whereR; and R, touch each other.

We give an example. Consider the situation depicted in Fig. 1, where we have two
disk-shaped robots moving amidst polygonal obstacles in the plane. The start and goal
configurations of the robots are indicated in Fig. 1(a); start configurations are solid
and goal configurations are dotted. A feasible multi-path for this problem that uses
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Fig. 1. A feasible multi-path using permissible multi-configurations.

permissible multi-configurations is indicated in Fig. 1(b)—(d): fiksmoves toward®;
until it touches it, therR, and R; together move untiR; is at its end configuration, and
finally Ry breaks off its contact withR, and moves to its own goal configuration.

At first sight, it seems quite severe to restrict oneself to permissible multi-config-
urations. Nevertheless, it turns out that solutions using only permissible multi-configura-
tions always exist, provided a solution exists at all.

Lemmal. Let R and R be two robots operating in the same workspdtéhere

is a feasible multi-path for given start and goal configuratiahere is also a feasible
multi-path for those start and goal configurations that only uses permissible muilti-
configurations

Proof. LetIl = {m, 7>} be a feasible multi-path. We define tba@ordination diagram
for IT as follows. LetU be the unit square. We call the edge&Joincident to the origin
the axesof U. The horizontal axis, of;-axis, of U represents the configuration Bf
alongry; the vertical axis, of;-axis, represents the configurationi® alongn,. Thus a
point (t1, t;) € U corresponds to placinB; andR; at configurationsr,(t;) andmra(ty),
respectively. Observe that the left edgdJotorresponds to multi-configurations where
R, is at its start configuration, the top edge.btorresponds to configurations whdrg

is atits goal configuration, and so on. A paiit to) € U is calledforbiddenif Ry[7r1(t1)]
intersectsR,[2(t2)]; otherwise it is calledree—see Fig. 2. The coordination diagram
for I is the subdivision obJ into free and forbidden regions.

feasible  multi-path
using only permissible
multi-configurations

Fig. 2. The coordination diagram; forbidden regions are shaded.
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Define0 := (0,0) and1 := (1, 1) to be the lower left and top right vertex bf,
respectively. We call a path id from 0 to 1 a 0-1 path Since{r1, 5} is a feasible
multi-path, R, does not intersect any obstacle alongand R, does not intersect any
obstacle alongr,. Hence, @-1 path that lies in the free region corresponds to a feasible
multi-path; we call this deasible0-1 path Notice that the diagonal frofdto 1 is by
definition a feasibl®-1 path. This means th& and1 lie in the same component of
the free region. Since they both lie on the boundaryofthey must lie in the same
component of the boundary of the free region as well. Hence, there is a feadiplath
along the boundary of the free region, as illustrated in Fig. 2. Any point on sirdipath
corresponds to a permissible multi-configuration: the point either lies on the boundary
of U, in which case one of the robots is at its start or goal configuration, or it lies on the
boundary of a forbidden region, in which case the robots touch each other. O

Before we continue we make two remarks about the proof. First)thgath that we
find is not necessarily monotone in eitligort,. This may seem like a problem, because
it appears to mean that we move back in time. However, what it really means it that we
move back along the path or r,, which is allowed. Second, it is important to realize
that we do not have a feasible multipath available at the start of the algorithm—otherwise
we would already be done—so we cannot compute the coordination diagram used in the
proof. However, we can use it to prove the correctness of our approach.

We now know that we can solve the motion-planning problem by looking at only a
subspace of the composite configuration spaSe x CS». This subspace consists of
five configuration-space slicesr slicesfor short.

e Inthefirstslice R, is free to move and; is stationary at its start configuration; here
we can simply considdR; as an additional obstacle. We denote this configuration-
space slice b¢ S g; its dimension igl,, the number of degrees of freedomRy.

e In CSy g, the second sliceR; is again free to move an@; is stationary, but this
time Ry is at its goal configuration. AgairR; is an additional obstacle, and the
dimension of the slice id,.

e The third sliceCS s, is defined analogously @S s, with the roles ofR; andR;
reversed. Its dimension ¢§.

e The fourth sliceCS» 4, is defined analogously 651 4, with the roles ofR; and
R, reversed. Its dimension &.

e The fifth slice,CScontacs IS @ configuration space for thmntact robot(R; Ry),
which is the robot composed &; and R, whereR; andR; are required to touch
each other.

In what follows we make the following assumption:
DOF-Reduction Assumption (for pairs of robots). The number of degrees of free-

dom of the contact robdR; R) is at mostd; + d, — 1, whered; andd, are the numbers
of degrees of freedom of the robd®& and R;, respectively.

There are certain degenerate situations where this condition is not fulfilled. For in-
stance, when two blocks are confined to move on parallel tracks whose distance is such



512 B. Aronov, M. de Berg, A. F. van der StappenSRestka, and J. Vleugels

that the blocks touch when they pass each other, then requiring them to touch will not
reduce the total number of degrees of freedom.

Linking the Configuration-Space SlicesOf course we cannot treat the five slices com-
pletely separately; a feasible multi-path using only permissible multi-configurations will
in general switch between slices a number of times. In the example of Fig. 1, for instance,
the first part of the path lies i6S; s, then (whenR, reachesR;) a switch is made to
CScontacs and finally a switch is made 6S, 4. We have to connect the slices to make
such switches possible. We do this by identifying certeansition pointsn each slice.
These points correspond to configurations that are represented by a point in one of the
other slices as well. For a given transition point in a slice, we call the point in another
slice that corresponds to the same configuratiotwts in the other slice. Thus if we
travel along a curve in one slice and reach a transition point, we may continue in the
other slice from its twin. Next we explain which transition points we use.

First we observe that no switches can occur betw&gns andCS1 4, becauseR;
cannot go from its start to its goal configuration instantaneousks. & g1 thenCS1s =
CS1,4, SO we can discard one of these configuration-space slices.) Similarly, no switches
can occur betwee@lS, s andCSy g.

There is only one point ifS1 s where we can step t6S, s, namely ats,. Its twin
in CS2s is s1. This transition is not needed, however, because there is no reason to ever
come back to the initial configuration and make a switch there. Similarly, we need not
add transition points to step frofS1 4 to CS» g, because when we arrive at that point
we have solved the problem.

We do need to add transition points fr@ifi, s to CS3 g, namely the poing, € CSy s
and its twins, € CS» 4. Similarly, we need to adgh € CS1 4 and its twing; € CS, s to
the collection of transition points.

The difficulty lies in defining transition points to step fr@hS ¢ontactto One of the other
slices. The problem is that in general there is a continuum of configurations common
to CScontactand, sayCS1 s. We want to add only a limited number of transition points,
while at the same time ensuring that no essential connectivity is lost. To achieve this we
add the following transition points.

The free part of the slic€S; s consists of a number aklls(d,-dimensional features)
which are bounded by parts of constraint hypersurfaces. We catlthel)-dimensional
features of a cell th@atchesof the cell. A patch is a part of the boundary of some
configuration-space obstacle (recall tiatis now regarded as an additional obstacle);
patches are by definition path-connected. Each patch corresponds to a maximal path-
connected set of configurations whétg the robot which is free to move in the slice we
are considering, either touches a specific obstack oFor each patch on the boundary
of a cell in the free space that corresponds to configurations wReeand R, touch,
we take an arbitrary point on the patch as a transition point (together with its twin in
CScontacb-

The following lemma shows that the transition points we defined are sufficient to
capture the connectivity between the slices.

Lemma 2. If there is a feasible multi-path for given start and goal configurations
for Ry and R, then there is a feasible multi-path whose corresponding curve in the
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configuration spacé€S; x CS;, lies entirely in the union of the five slices defined above
and switches between slices at transition paints

Proof. Lets, g1, S, andg, be start and goal configurations such that there is a feasible
multi-path for R; and R,. Lemma 1 states that there is a feasible multi-path that uses
permissible multi-configurations only, that is, lies in the union of the five slices. Consider
such a multi-patiH1 = {m1, 7»}. It is possible thafl switches between configuration-
space slices at points other than transition points. We madli§p that it only switches
between slices at transition points.

Switches that are not at transition points can only occur betwWeRpnactand one
of the other four configuration-space slices. Assume without loss of generalityithat
switches toCS1 s. By definition, the switch must occur at a configuration wh&e
and R, touch and, moreoveR, is at its start configuration. Hence, this configuration
is represented by a poimt on a patch of some free-space cell(f1s. Let q be the
transition point chosen for that patch. Furthermorepletndq’ be the twins irCS contact
of p andg. Becausep andq are on the same patch, there is a curve on that patch
connecting them. Such a curve corresponds to a motidR, dhat keeps it in contact
with R;. Hence, this motion is also represented by some curve conngtitegq’ in
CScontact This means that instead of stepping fr6®icontactto CS1 s at the pointp’, we
can first follow the curve fronp’ to g’ in CScontacs then follow the link betwee’ and
g, and finally move back from to p. This proves that the transition points provide all
the necessary connectivity. O

The Algorithm We combine the ideas above with an algorithm of Basu et al. [2]. This
algorithm computes a roadmap of a given semi-algebraic set—of the free configura-
tion space in a motion-planning problem, for instanceo@dmapis a one-dimensional
subspace—a graph embedded &—that captures the connectivity of the free configu-
ration space. If the number of obstacles &nd the dimension of the configuration space

is d, then the algorithm constructs the roadmaim?+!) time. The algorithm by Basu

et al. allows us to connect a given point in the free space to the part of the roadmap that
lies in the same connected component of the free spa@énintime. We use this feature

of the algorithm to include the transition points in the roadmap. In both time bounds, the
constant of proportionality depends on the algebraic degree of the constraints.

Now consider the setting where we have two robBjsandR,. We use the method of
Basu et al. to construct a roadmap in each of the five configuration-space slices defined
above. Since the five configuration-space slices have dimensions atmpsh — 1,
we can compute these roadmaps in ti@én%+%), It remains to link the roadmaps
in the five configuration-space slices. To this end, we first include in the roadmap of
each configuration-space slice the set of transition points defined for that slice, taking
O(n) time per point. (We explain below how to find the transition points.) This gives us
five graphs, each capturing the connectivity of one of the free spaces. Finally, we add
links between transition points and their twins. We thus obtain one graph, which captures
the connectivity of the free spaced®; x CS».

The computation of the transition points is only interesting for transition points be-
tweenCSontactand the other configuration-space slices. We focus on the transition points
betweerCS contactandCS1 s. Consider the surface of the configuration-space obstacle in
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CS1.s corresponding td, touchingR;. This surface is an algebraic variety of dimension
d, — 1. Consider the arrangement induced on it by all the configuration-space obstacles
in CS1s. We place a transition point in those faces of this arrangement that correspond to
free configurations of the contact robot. This is done by invoking the algorithm of Basu et
al. [3], which yields inO(n%) time a representative pointin each face (of any dimension)
ofthe arrangement. For each of the resultih@® 1) representative points we determine
in a brute-force manner whether the pointis in the free space; the points that are in the free
space are added to the set of transition points. The time needed for@his®. Hence,
the total time to compute the transition points betwé&@gontactandCSy s is O(n%).

It follows from the above discussion that the total time to compute all the transition
points isO(N™.®%)) The connection of all thes® (n™®(.%)-1) transition points to
their respective roadmaps takegn™(.%)) time. As a result, the computation of the
final graph, capturing the connectivity of the free spac&$h x CS,, takesO(n%+d)
time. The graph search needed to solve the motion-planning problem takes linear time
in the size of the roadmap. As a result, the motion-planning problem for a pair of robots
can be solved iD(n%+%) time. This leads to the following theorem.

Theorem 3. Let R and R be two robotswith d; and ¢ degrees of freedomespec-
tively, that satisfy the DOF-Reduction Assumptioperating in a workspace with n
obstaclesThen we can compute a feasible multi-path for a given pair of start and goal
configurations for Rand R in O(n%*%) time, if it exists and otherwise report failure

4. Three Robots

To extend the results of the previous section to the case of three robots, we have to find a
suitable definition of permissible multi-configurations. We first generalize the notion of a
coordination diagram, a concept from the proof of Lemma 1. We then prove the existence
of a certain type oD-1 path in the coordination diagram—such a curve represents a
feasible motion—from which the definition of permissible multi-configurations follows.
Asinthe previous section, the permissible multi-configurations induce a constant number
of slices of the configuration space for the multi-robot; the motion-planning problem can
then be solved in the union of these slices, suitably linked.

Let R = {Ry, Ry, R3} denote a collection of three robots operating in a workspace
W, which contains asét = {C4, ..., C,} of obstacles. As in Section 3, we assume that
robots are open and semi-algebraically defined. Suppose that a feasible multi-path exists
between the given start and goal configurations of the robots. In addition, we make a
stronger assumption:

Positive-Clearance Assumption. There is a feasibl6-1 path that stays in the interior
of the free configuration space of the multi-robot, except at the endpoints.

We suspect that this assumption is not necessary, but we face some technical difficul-
ties if we drop it.

Let [T = {m1, o, w3} denote a feasible multi-path guaranteed by the positive-
clearance assumption. As it lies in the interior of the free configuration space, which
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is a semi-algebraic set, we can assumes semi-algebraic: connected semi-algebraic
sets are semi-algebraically connected (see, for example, the article by Schwartz and
Sharir [16]). The coordination diagram fot is defined as follows. Lety denote the
three-dimensional unit cube ,[0]°. The edges of) incident to the origin are called
the axesof U. Each axis represents the configuration of one of the robotg; tiwes
represents the configuration Bf alongs;, thet,-axis represents the configuration of
R, alongr,, and thetz-axis represents the configuration Rf alongss. Thus a point
(11, o, t3) € U corresponds to placing; at; (tj) for every 1<i < 3.

A pair of values(a, B) € [0, 1]? is calledij-forbidden for somei # j, if R [7; ()]
intersectsR; [rj (B)]. Let Uyp := {(ty, t2, t3) | t1, 1o € [0, 1], t3 € R}, and defindJ;3 and
U,z analogously. For, j € {1, 2,3} withi # j, defineB;; to be the set of all points
(t1, 1o, t3) € Ujj so that(t;, t;) is ij-forbidden. We callB;; a coordination-diagram
obstacle or cd-obstacldor short. (We do not constrain the remaining coordinate to lie
in the interval [Q 1] for technical reasons.) Since the robots and workspace obstacles
are open and the robot position is a continuous functioty afl-obstacles are open.
Each obstacle is a cylinder that is the Cartesian product of the forbidden region on some
titj-face of U with the line containing the remaining axis. (Thg-faceof U is the
two-dimensional face df spanned by thg- andt;-axes.) Note that cd-obstacles have
nothing to do with the obstacles in the workspace; they are defined Lsithg positive-
clearance feasible multi-path, and reflect possible interferences between robots if they
follow the paths offl independently.

A point (i1, tp, t3) € U is calledforbiddenif there is a paiti, j of distinct indices
such that(t;, t;) is ij -forbidden; otherwise it is callefitee. In other words, a free point
corresponds to a placement of each robot at some point along its path so that the robots
do not overlap. Theoordination diagranfor IT is the subdivision ofJ into free and
forbidden regions. Figure 3 shows schematically a coordination diagram for three disk-
shaped robots in the plane. By definition, the forbidden region is the union of the cd-
obstacles truncated to withis.

Fig. 3. The coordination diagram for three robots.
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Define0 := (0,0,0) and1 := (1,1, 1) to be the lexicographically smallest and
largest vertex otJ, respectively, and leh be the diagonal connectirgto 1.

We now slightly modify the notion of a cd-obstacle and free point. Namely, pos-
itive clearance implies thaA in fact does not meet thelosure of the cd-obstacles,
except at its endpoints. Consider a specific cd-obstBgland its closure GB;j). If
CI(Bjj) is not simply connected) cannot meet any of its holes, becauseavoids
CI(Bjj) except at its endpoints. (There is one case in which this is not true, namely,
if CI(B;;) has a hole containings. This can only happen if CB;;) touchesA at 0
and atl; we then consider €B;;) to be two separate obstacles—one “above” and one
“below” A—that meet along the two edges of the cube inciderd &md 1, respec-
tively, and perpendicular to thigt;-facet. The volume in between these two obstacles
is not considered a hole. It is easy to verify that this does not cause any problems
in the remainder of the proof.) So we can safely “fill in” the holes if there are any.
The resulting seBij is aclosed cd-obstacland its interiorB;j := Int(Bij) relative
to U;; is a (modified opep cd-obstacle In what follows, we refer to it simply as a
cd-obstacle.

We write 88”- for the boundary 0ﬂ§ij relative toU;j. Note that each connected
component ofBi,- is contractible by construction, since we removed all holes from it.
PutB := {Bi, Bis, Bys}. Thefree regionFR is defined as

FR:=U\[JBy.
i#]
A 0-1 pathis a curve inU from O to 1. We call a0-1 pathfeasibleif it lies in FR. By
constructionA is feasible.

We want to prove the existence of a feasi®l& path along R, because this will
restrict the configurations for the collection of robots. In fact, we want to fixd path
along the so-callegkeletorof FR, which intuitively is a graph-like structure embedded
in 3FR. We give a formal definition below.

Inthe remainder of this section we assume that all subsets of the configuration diagram
that we consider are semi-algebraic. Indeed, since the robots and obstacles are semi-
algebraically defined, and is semi-algebraicB;j, Bjj, dBj; are semi-algebraic.

Lethy, ..., hg be the six planes supporting facetdbfFor 1<i < 6, letH; be the
open half-space bounded hyand not containingy . Put® := {Ha, ..., Hg}.

Let G be the following set of “surfacesh;, for 1 < i < 6, and for each connected
component of eacBij € B, its boundary relative tb);;. Note that the latter “surfaces”
need not be manifolds; for instance, their cross section can look like a figure eight. We
define the 1skeleton(or simplyskeleton S of 7R as follows:

S::]:’ROU{UOG/: a,a/eg,o;éo/}.

If the surfaces of; are manifolds and intersect among themselves transversally, then
dFR is a manifold consisting of 2-faces (“facets”)—connected portions of boundary of
sets fromB U H, 1-faces (“edges”)—portions of pairwise intersections of these surfaces,
and O-faces (“vertices")—points of triple intersections. In this casethe traditional
1-skeleton ob FR—the union of edges and verticesBR. In more general situations,
dFR need not be a manifold. Moreove3,need not be a variety of dimension 1, since

it may contain two-dimensional portions.
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We want to prove that there isal path along the skeleto®or, in other words, that
0 andl are connected by a path 8

Proposition 4. Let B be a finite set of closed simply-connected cylinders as above in
the three-dimensional unit cube U such that €h& diagonalA lies in the complement
U\ | B of the cylindersThen there is &-1 path along the skeleton S &R.

We first sketch the line of attack. We argue by contradiction. If there @-h@ath
along the skeleton, there must be a collection of curves (in the proof we actually use more
general sets) ofIFR that avoidsSand separates the surface, so €reatdl lie in different
components when the curves are removed. Then we #gand its complement as
two topological spaces glued together along the boundaffbéxcept for these curves
Since the boundary oFR is separated by the curves, a path connecting the two points
outside the cube and another one (namalyconnecting them iFR together form a
loop that cannot be contracted to a point in the topological space obtained by removal
of these curves frorR. We continue by proving that the curves are not “tangled” in the
sense that each of them can be contracted to a point in a cd-obstacle without meeting
the other curves or the loop, and then removed. Thus an incremental process removes
all curves, yieldingR®. We argue that the non-contractibility of the loop we constructed
above is not affected by this process—it should remain non-contractible. We then have
a contradiction, sinc®3, being simply connected, admits no non-contractible loops.

We now give a more formal version of this argument. We need the following topo-
logical facts. Recall that we have assumed that all sets we consider are semi-algebraic—
which, for a compact set, is a stronger assumption than assuming it corresponds to a
finite CW-complex (for a definition and discussion of CW-complexes see, for example,
the book by Spanier [20, p. 401]). In what follows we do not distinguish between a
complex and the corresponding topological space.

Fact5. LetV and W be finite subcomplexes of a common CW-commytéxy path-
connected and W W contractible to a pointThen the number of path-connected
components of Vi W equals the number of path-connected components. of W

This is easily shown by considering the Mayer—Vietoris sequenc®/ forW. For a
complete argument, see Theorem 3.9 of the article by Hopcroft and Wilfong [10].

Fact6. Let D be(a finite CW-complex corresponding to a topological space homeo-
morphic tg a closed two-dimensional disket V, W be two subcomplexes of D and
X, y € 9D be distinct points such that

e VUW =D,
e X,yeVNW,and
e X and y divided D into two curvesy and 8, withe c V andg c W.

Then x and y are connected by a path im\\V.

Proof. In this proof, we write “component” to mean “path-connected component”. By
replacingV with its component containing and adjoining the rest o to W, we
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maintain the assumptions of the lemma while not increagingV. So in the remainder
of the proof we assume thdtis path-connected.

Consider a componedt of W. In finite CW-complexes the notion of path-connected-
ness coincides with the notion of connectednes dmeing a connected component of
a closed set must be a closed subsétoénd thus ofD. If X NV = @, thenX and
V U (W\ X) are two disjoint closed sets whose unioriscontradicting connectedness
of D. HenceX must intersecV. Thus each component B meetsV N W. Trivially a
component oV N W is contained in a single component\M. By Fact 5 the number
of components oV N W is equal to the number of components\W. Hence each
component ofV contains exactly one component\éfn W. As x andy lie on 8, and
thus in the same componentf, and also iV "W, they must lie in the same component
of V N W, completing the proof. O

Given afinite familyF of disjoint, compact, not necessarily connected semi-algebraic
setsinR3, we say thatasat € Fistrivial (with respecttdF) ifthere exists a contractible
compact seW containingV and avoiding the rest of the sets of the family. (This
notion appears to be stronger than requiring Yhake contractible in the complement of

U@V

Fact 7. Consider a familyF as above containingamong other setsa loop C. If all
sets besides C are trivial with respect/® then C is contractible ifR3\ [ J(F\{C}).

Proof. Let A be a compact contractible semi-algebraic sé&3inThen it has a closed
neighborhood’&such thatA is a strong deformational retract f andA is homeomor-
phic to a ball, and its boundafyﬂ is homeomorphic to a sphere (such a neighborhood
can be explicitly constructed using techniques of Milnor [14]). Now consider a semi-
algebraic seK. By Van Kampen'’s theorem, the g¢tU, 2~ A obtained fronK by gluing
toitsucha neighborhooﬁof Aalongits boundarg)f&has the same fundamental group
asK. In particular, a loop irK is contractible inK if and only if it is contractible in
KuU=x A. We make use of this observation below.

We now turn to our proof. We proceed by induction on the size of the fafillf it
consists of onlyC the claim holds trivially.

Suppose that the claim holds for families of sizevith k > 0, and consider a
family F with k 4+ 1 sets satisfying our assumptions. Néte F be different from
C. By inductive assumptior( is contractible inR3\ | J(F\{V, C}). By assumption,
V is trivial with respect toF, so there is a compact contractible 34t > V
avoiding the rest of the sets gf. Consider the collectionF\{V,C}) U {W}.
Using the techniques of Milnor [14], one can construct an open neighborhood of
each set of this collection such that the neighborhoods of different sets are disjoint
and avoidC and each set is a strong deformation retract of its neighborhood. Let
F be the resulting collection of neighborhoods. Because the neighborhoods can
be made arbitrarily close to the sets they surrohi contractible inR3\ U(}‘ \{W})
whereW is the neighborhood o#, asC is contractible inR3\ UA\{V, C}). Now,
R3\ U(]—"\{W}) is obtained fronR3\ [ J ]—"by gluing ittoW alongaw with the compact
contractible semialgebraic S&t being a strong deformational retract of its “nice” neigh-
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borhooQVT/. HenceC must remain contractible iR>\ U]? and inR3\ J(F\{C}) D
R3\ | F, as claimed. O

Proof of Propositiod. PutFR’ := CI(R3\FR). Since0, 1 lie on dU, there exists a
patho connecting them in GR3\U) c FR/. Later it will be convenient to assume that
o lies outsideU except at its endpoints. On the other haadies in Int(FR) except at

0 andl. Letn be the loop formed by joining andA.

For a contradiction, suppose tiiatl do not lie in the same path-connected component
of S. Let S be the component @ containing0 and letS; be the rest of. Consider the
setX of all points ind FR at equal distance fror§, andS; in the Euclidean metric. It
is compact. In the absence of degeneracies it would be a one-dimensional variety, but in
general it may contain two-dimensional portions.

Suppose we were to continuously defosito A in R3; this is possible sinc&3
is contractible. This deformation can be viewed as a continuous fungtimapping a
two-dimensional dislD into R® = FR U FR’ andd D ontoy. PuttingV := y ~%(FR)
andW := y~Y(FR/), we notice thaV UW = D, thatx := y~1(0) andy := y (1)
both lie inV N W, and the pathg\ ando connecting0 to 1 correspond to the two
portions of 9D connectingx to y in V and W, respectively. Applying Fact 6, we
conclude that there is a paghfrom x to y in V N W, and hence a patp(§) from
O=yxX)tol = y(y)iny(VNW) = FRNFR = dFR. As the difference
of the Euclidean distances from a point on this pattStand to S; is a continuous
function of the position of the point along the path, and since it is negatiGeaatd
positive atl, there is a poinz € X on the path. In other words, we have shown that
during any continuous deformation afto A there is an intermediate path that meets
the bisectors.! In other words, in any family of sets that includesand X, 7 is not
trivial.

Now consider a path-connected componerE ofVe know that liesind FR C | J G
and avoidsS, which is the union of pairwise intersections of surfaces f@ntence,
each component af must lie on a single such surface. Partitibrinto sets according
to the surface of they lie on. Each consists of a number of connected components of
3. Add n to the resulting familyF of compact disjoint sets. We claim that all sets hut
are trivial with respect toF. Then, by Fact 7y is contractible in the complement of the
remaining sets of the family. However, we just observed that this is not the case, leading
to a contradiction.

1 Technically, we have shown that this occurs for aei-algebraideformation, or more generally any
transformatiory for whichy ~1(FR) andy ~1(FR’) are CW-complexes. However, if there were a continuous
deformation of a semi-algebraic pathto a semi-algebraic path avoiding a semi-algebraic s&t, there
would be a semi-algebraic deformation with such properties. Indeed, suppose such a continuous deformation
is possible. Then there is a positive minimum distance that is achieved between the path being maved and
Using Milnor’s perturbation technique [14] we construct an open neighborkidodf X that lies within half
that distance fronT and such thak is a strong deformational retract Bft . We are interested in constructing
a semi-algebraic deformation efto A in R3\ =+, if we know that a continuous deformation exists. Consider
the cylindrical algebraic decomposition [6] gfand =+ and refine it to a triangulation. Contractibility gf
can be decided by considering only the incidence structure of the triangulation. Thus the assertjda that
contractible inR3\ £+ becomes a statement in a first-order theory of reals and therefore the deformation can
be carried out semi-algebraically.
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It remains to argue the claim that the intersectiorrofvith the boundary of a path-
connected componenX of, say, By, is trivial in F. It lies in a compact contractible
setBy, N U, which avoids all other components Bf as they lie on the other surfaces,
outside ofBy,. Moreover, it avoids) since A lies in the interior of free space and
lies strictly outsideU, except for0 and1. What if 0 € X and, as beforeX ¢ By,?
(The other cases are handled symmetrically.) Thengtais of U lies in X and in
S. Note thatx N 8B;, avoids it. We remove a small open neighborhood oftghaxis
from By, possibly splittingX into several components and increasing the number of
path-connected components Bf,. However, each resulting connected component of
X is still contractible and the set N 9 X is not affected by this transformation. If the
removal of the neighborhood of thigaxis from X splits it into several path-connected
components, we intersect the boundary of each componendiniid use the resulting
sets to replac& N aX in F.

Finally, £ N h; is also trivial with respect t&, by similar reasoning. It lies in a facet
of U which is contractible and avoids the remaindeEadndr, except possibly fob or
1. Suppose the facet contaid$l is handled similarly). However, observe tiievoids
3 N h;, hence the facet can be replaced by a compact contractible set, namely, a square
with the 0 corner cut off, showing triviality o= N h; with respect taF.

To summarize, we have proven that all sets excep fare trivial in 7, with respect
to F, contradicting Fact 7, as claimed, and completing the proof of Proposition.

The existence of 8-1 path along the skeleton of the coordination diagram implies the
existence of a multi-path that uses certain types of multi-configurations only, as explained
next. The skeleton consists of those features of the modified free region, which are the
intersections of 2- k boundaries of closed cd-obstacles witfacets ofU, for somek
with 0 < k < 2. This means that points on the skeleton correspond to the following type
of permissible multi-configurations

There arek, for somek e {0, 1, 2}, robots placed at either their start or goal
configuration, and 2- k pairs of robots that are in contact.

There are several different ways in which a permissible multi-configuration can be
achieved. We mention a few of the possibilities. One type of permissible multi-configura-
tion is that R, is at its start configuration anB, and R; form a contact robot. An-
other type is thatR; is at its goal configurationR, touchesR;, and R3 is uncon-
strained. Although the number of types of permissible multi-configurations is fairly
large, it is a constant. Each type of permissible multi-configuration gives rise to a con-
figuration space slice, as in the previous section. In what follows we make the fol-
lowing assumption, similar to the DOF-Reduction Assumption we had for a pair of
robots.

DOF-Reduction Assumption (for triples of robots). Let R;, Ry, andR; be a triple

of robots. Suppose we requikgfor somek € {0, 1, 2}, robots to be placed at either their
start or goal configuration, and-2k pairs of robots to be in contact. Then the number
of degrees of freedom of the resulting robot system is at ihostd, + d3 — 2, where

d; is the number of degrees of freedomft
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Generally, every touching pair of robots reduces the number of degrees of freedom of
the multi-robot by one, and every robot fixed at its start or goal reduces this number by
at least one (namely, by the number of its degrees of freedom), so this condition will be
fulfilled. As we already noted, however, there are certain “degenerate” situation where
this condition does not hold.

We now proceed as in the previous section: each type of permissible multi-configura-
tion gives a configuration-space slice in which we compute a roadmap, we connect the
roadmaps at a suitable collection of transition points (when the number of configurations
common to two slices is infinite, we again choose a representative point from each face
of every dimension bounding the free parts in such slices) and search the resulting graph
finally to find a feasible multi-path. We obtain the following resuilt.

Theorem 8. Let R, Ry, Rz be three robots satisfying the DOF-Reduction Assumption
operating in a workspace with n obstacldhen we can compute a feasible multi-path
for a given triple of start and goal configurations for R, Rz in O(n~1) time, where

d is the sum of the degrees of freedom of the three roi@geasible multi-path with
positive clearance existand otherwise report failure

5. Bounded-Reach Robots in Low-Density Environments

Define thesizeof an objecto, denoted by siz®), to be the radius of the smallest ball
enclosing it. We say that the workspaké with the obstacle saf is a A-low-density
environment7], [18], [21], [23] if, for any ball B, the number of obstaclé€s € C with
sizg(C) > radiugB) that intersectB is at mosti. (Our definition is the one used by
de Berg et al. [7], and is slightly different from the earlier definition by van der Stap-
pen [21].) IfA is a (small) constant, we say that haslow density

In this section we apply the ideas from the previous sections to obtain efficient so-
lutions to the motion-planning problem for the so-callsalinded-reachobots [22]
moving in low-density workspaces. Informally, bounded-reach robots are robots that are
not too large compared with the obstacles. More precisely, they are defined as follows.
Let pr be an arbitrary reference point in a rot®t Then thereachof R, denoted by
reach{R), is defined as the radius of the smallest ball centerggh dhat containgR, no
matter in which configuratiom is. For instance, iR consists of two links of length 1
that are both attached to the origin, and the reference point is the tip of one of the links,
then the reach oR is 2. (If the reference point were the origin, then the reach would
be 1. For any two reference pointsity however, the two values readR) can be at most
a factor of two apart.) A bounded-reach robot is now defined as a Rkadth

reachR) < c- @ig{SiZG(C)},

wherec is a (small) constant.

Van der Stappen et al. [23] have shown that the free space of a bounded-reach robot
moving in a low-density workspace h&sn) complexity, irrespective of the number of
degrees of freedom of the robot or the dimension of its workspace. They also show how
to compute inO(nlogn) time a decomposition of the configuration space, after which
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a feasible path between given start and goal configurations can be fo@jrime.
Hence, the total amount of time to solve the motion-planning problem for this setting
is O(nlogn).

If we have two or more bounded-reach robots, then we cannot use the result of
van der Stappen et al. directly, because the multi-robot consisting of these robots does
not have bounded reach: its bodies can be arbitrarily far apart. However, when the
number of robots is two or three, the multi-robots we have to consider when we restrict
ourselves to permissible multi-configurations do have free configuration spaces with
linear complexity.

Indeed, consider first the case of two bounded-reach robots. Clearly, when one robotis
fixed atits start or goal configuration and the other robot moves, the free-space complexity
ofthe moving robotis linear, because it has bounded reach. (The moving robot can be very
large with respectto the fixed robot, which we now view as an additional obstacle, but this
does not influence the asymptotic bound.) The remaining type of multi-configuration is
where the two robots form a contact robot. Here the free-space complexity is also linear,
because the reach of a contact robot is bounded by the reach of one of the constituent
robots plus twice the reach of the other constituent robot.

For three robots, a similar argument shows that the free-space complexities of all
the configuration-space slices we have to consider are linear. The only case which is
slightly different from the cases we have for two robots is when one robot is fixed,
another robot moves in contact with the fixed robot, and the third robot is free. In this
case the multi-robot formed by the second and third robot does not have bounded reach.
However, it follows from the results of van der Stappen [21] that the robot that moves
in contact with the fixed robot has only a constant number of combinatorially distinct
critical configurations. Combined with the fact that the third robot had bounded reach
and, hence, a linear number of critical configurations, this shows that the multi-robot
consisting of the second and third robot has a free space of linear complexity.

We have argued that in all the configuration-space slices we have to consider the com-
plexity of the free space is linear. Moreover, we can use the algorithm of van der Stap-
pen et al. to compute decompositions of these free spaces. Each cell in the resulting
decomposition is bounded by a constant number of algebraic surfaces, and therefore has
constant complexity. For each facet of such a free-space cell in one of the slices, we de-
termine a transition point; due to the constant complexity of the cell, this takes constant
time. Next, for each transition point thus found we determine its twins in the other slices
as follows. The decomposition algorithm of van der Stappen et al. constructs a so-called
cc-partitionof a low-density workspace: a subdivision into constant-complexity regions
such that the robot can intersect at most a constant number of obstacles as long as its
reference point stays within a single region. The decomposition consists of a BSP-like
structure that allows us to determine the workspace cell containing a given transition
point in logarithmic time. Finally, we examine the constant number of configuration-
space cells that correspond to this cell to determine which cell contains the transition
point. Summed over alD(n) transition points, this take®(nlogn) time.

To see that this algorithm can also be applied in the exceptional case mentioned
above—one roboR; is fixed, another roboR, moves in contact withR;, and the
third robot R3 is free—pretend thaR, does not exist, and compute the workspace
decomposition oR;. Each region in the decomposition corresponds to a region in the
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configuration space d®z—and, hence, in that d®; combined withR,—that is crossed
by only a constant number of constraint surfaces. (These surfaces are reported by the
algorithm of van der Stappen et al.) Now consider what happens if we Blaoack into
the scene. Sindg; is forced to maintain contact witRy, it defines only a constant number
of additional constraint surfaces over the entire configuration space. When computing
the free cells of a configuration-space cylinder (obtained by extending a region in the
cc-partition forR3 to the additional dimensions due ®), we determine which (if any)
of these surfaces intersect the cylinder, and add them to the constraint surfaces reported
by the algorithm. A similar reasoning shows that the computation of transition points
and their twins can still be done @(nlogn) time.

This leads to the following result. Notice that the time bound of our algorithm is, as
in the case of a single bounded-reach robot, independent of both the numbers of degrees
of freedom of the robots and of the dimension of the workspace. Also note that we do
not need the DOF-Reduction Assumption for the result below to hold.

Theorem 9.

() Let R and R be two bounded-reach robots operating in a low-density workspace
with n obstaclesThen we can compute a feasible multi-path for a given pair of
start and goal configurations for;Rand R, in O(nlogn) time or report that no
such path exists

(i) Let R, Ry, and R be three bounded-reach robots operating in a low-density
workspace with n obstacle$hen we can compute a feasible multi-path for a
given triple of start and goal configurations for; RR,, and Ry in O(nlogn)
time if a feasible multi-path with positive clearance exjstsreport that no such
path exists

6. Concluding Remarks

We presented a general technique to plan the motions of pairs and triples of robots
sharing the same workspace. By combining this with the roadmap algorithm of Basu et
al. [2], we obtain an algorithm wit (n) running time for a pair of robots ar@(n-1)
running time for a triple of robots, whemt is the sum of the degrees of freedom of
the individual robots. These bounds are one and two orders of magnitude, respectively,
faster than what the standard method would give. Here we have assumed that the sum of
the number of degrees of freedom of two robots reduces by at least one if the robots are
required to stay in contact; for triples a similar assumption is made. Moreover, for triples
we need to assume that a solution with positive clearance exists. Our approach becomes
especially effective for bounded-reach robots operating in low-density workspaces. In
this case our algorithm runs @(n logn), both for two and for three robots, irrespective
of their numbers of degrees of freedom.

Any collection ofm > 3 robots can be viewed as a triple of robots, one of which is
a multi-robot consisting ofh — 2 robots. Hence, our result for triples can be applied to
four or more robots. This will reduce the dimension of the configuration space one has to
consider by two. Greater savings are possible if forrarigere would be 8-1 path along
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th

e 1-skeleton of thm-dimensional coordination diagram. If this is true (which we have

been unable to prove or disprove), the resulting reduction in dimension wouatd-bg
and the motion-planning problem for robots would be solvable i®(n4—™+2) time.
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