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Abstract. We show that the entropy functional exhibits a quasi-factorization property with
respect to a pair of weakly dependentσ -algebras. As an application we give a simple proof
that the Dobrushin and Shlosman’s complete analyticity condition, for a Gibbs specification
with finite range summable interaction, implies uniform logarithmic Sobolev inequalities.
This result has been previously proven using several different techniques. The advantage of
our approach is that it relies almost entirely on a general property of the entropy, while very
little is assumed on the Dirichlet form. No topology is introduced on the single spin space,
thus discrete and continuous spins can be treated in the same way.

1. Introduction

Logarithmic Sobolev inequalities have been introduced in [Gr1] where it has been
shown that
∫

�d

f 2(x) log |f (x)| γd(dx) ≤
∫

�d

|∇f (x)|2 γd(dx) + ‖f ‖2
L2(γd )

log‖f ‖L2(γd )
.

(1.1)

whereγd is the Gaussian measure on�d . Inequality (1.1) can be written for an arbi-
trary symmetric Markov semigroupPt := etL on the probability space(
,F, µ)

in the form

Ent(f 2) ≤ 2cE(f ) (1.2)

whereE is the Dirichlet form associated with the semigroup, and for anyg ≥ 0,
Ent(g) stands for the entropy ofg w.r.t.µ, defined as

Ent(g) :=
∫



g logg dµ −
∫



g dµ log
∫



g dµ.
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Unlike classical Sobolev inequalities, (1.1) is dimension independent and remain
both meaningful and valid in infinite dimensions. This fundamental feature is based
on the well known factorization (or tensorization) property, expressed in the Faris’
additivity theorem [Fa], which can be stated as follows: assume that (1.2) holds
for two semigroupsetLi , i = 1,2, acting respectively on(
i,Fi , µi), then it also
holds,with the same constant c, for the semigroupetL, withL := L1 ⊗ I + I ⊗L2
acting on the product space(
1 × 
2). The factorization property clearly makes
the logarithmic Sobolev inequalities (LSI) a suitable instrument for infinite dimen-
sional analysis. In particular, one field where the application of the LSI has been
remarkably successful is the theory of Gibbs measures. The main reason for this
interest is the equivalence [Gr1] between (1.2) and the Nelson’s hypercontractivity
bound [Ne]

‖Pt‖Lq←Lp ≤ 1 if e2t/c ≥ (q − 1)/(p − 1) (1.3)

which, in turns, is a natural tool for studying the speed of convergence of quantities
like Ptf to their limit value (ast goes to∞)

∫


f dµ. More precisely (1.3) allows

one to convertL2 convergence into a stronger statement, which can be as good as
L∞ convergence, provided that (1.3) is suppplemented by enough “ultracontraciv-
ity” (see, for instance, [HS2], [SZ2], [SZ4]).

One fundamental problem is to find conditions under which a LSI is satisfied,
for a given Gibbsian specification,uniformly in the volume and the boundary con-
dition. In the trivial case of absence of interaction, the Gibbs measure is just a
product of simple factors, thus, thanks to the factorization property, a uniform LSI
is directly implied by the validity of a LSI for each of these factors. The prob-
lem becomes interesting when the interaction is non zero, and one is tempted to
conjecture that if the interaction is weak, so that the associated Gibbs measure is
“almost” a product, then the conclusion is the same as in the product case. A series
of remarkable papers (see [HS1], [HS2], [SZ1], [SZ2], [SZ3], [MO1], [MO2], [LY]
and reference therein) has shed conclusive light on the subject, for discrete/com-
pact single spin space, and the result is striking: a uniform LSI isequivalent to the
well known Dobrushin and Shlosman’scomplete analyticity condition [DoSh1],
[DoSh2], [DoSh3] which “almost” characterizes the absence of phase transitions
(these results have been partially extended to unbounded spin systems [Ze], [Yo1],
[Yo2], [Yo3], [BH1], [BH2], [Le2]).

In this paper we give a new proof of the fact that complete analyticity implies
a uniform LSI. The proof we present follows the general iterative strategy devised
in Theorem 4.6 of [Ma], but eliminate most of its technical complications, and it
is considerably easier than any existing proof. The argument relies almost com-
pletely on a general property (quasi-factorization) of the entropy, which holds in
an arbitrary probability space. The advantage of this approach is that very little is
assumed on the Dirichlet form and no topological hypotheses are to be made on
the spin space. The treatment is thus identical for discrete and continuous spins.

At the completion of this work we learned from P. Dai Pra, A. M. Paganoni and
G. Posta that they had independently obtained an inequality like to (2.10) below,
in order to prove exponential decay of the entropy for a system of�-valued spins
[DPP].
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2. Quasi-factorization of the entropy

Let (
,F, µ) be a probability space and letF1,F2 be two sub-σ -algebras ofF.
We denote withµ(f ) and Var(f ) the expectation and the variance off . If f is non
negative and such thatf log+f ∈ L1(µ), Ent(f ) stands for theentropy of f w.r.t.
µ, given by

Ent(f ) := µ

[
f log

f

µ(f )

]
.

We also let, fori = 1,2, µi(f ) := µ(f |Fi ). µi is a linear operator from
L1(
,F, µ) to L1(
,Fi , µ) with norm equal to 1. The restriction ofµi to Lp

is also a contraction fromLp(
,F, µ) to Lp(
,Fi , µ). Forp ∈ [1,∞], we let
‖f ‖p := ‖f ‖Lp(µ). We define the conditional variance and the conditional entropy
of f as

Vari (f ) := µi(f
2) − µi(f )

2 f ∈ L2(µ)

Enti (f ) := µi [f logf ] − µi(f ) logµi(f ) f ≥ 0, f log+f ∈ L1(µ).

(2.1)

The quantities Vari (f ) and Enti (f ) are both elements ofL1(µ) sincex logx ≥
−1/e and, by Jensen’s inequality,µi(f ) logµi(f ) ≤ µi(f logf ), a.s. It is well
known (see for instance Proposition 2.2 in [Le1]) that ifF1 andF2 are independent
we have

Var(f ) ≤ µ[Var1(f ) + Var2(f )] (2.2)

Ent(f ) ≤ µ[Ent1(f ) + Ent2(f )]. (2.3)

Apart from technicalities which prevent the occurrence of possible divergences,
and which will be dealt with in the next section, the proof, say for the entropy, is
very simple:

Ent(f ) = µ

[
f log

f

µ1f

]
+ µ

[
f log

µ1f

µ2µ1f

]
+ µ

[
f log

µ2µ1f

µf

]
(2.4)

= µµ1

[
f log

f

µ1f

]
+ µµ2

[
f log

µ1f

µ2µ1f

]
+ µ

[
f log

µ2µ1f

µf

]
.

(2.5)

The first term of (2.5) is equal toµ(Ent1(f )). The second term is less than or equal
toµ(Ent2(f )), since, in general one has (Proposition 2.2 in [Le1])

Ent(f ) = sup{µ(fg) : µ(eg) ≤ 1}.
Finally the last term is zero, becauseF1, F2 are independent, and thusµ2µ1f =
µf a.s. Hence (2.3) follows.

It is natural to guess that inequalities (2.2), (2.3) are stable against appropriate
“perturbations” of the hypothesis of independence of theσ -algebrasF1, F2. The
independence assumption can be stated by saying thatµ2(f ) is a.s. equal toµ(f )
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wheneverf is measurable w.r.t.F1. Hence one may look for a “weak dependence”
condition of the form

|µ2(f ) − µ(f )| is small in some sense∀ f ∈ L1(
,F1, µ).

In [BCC], Lemma 3.1, we have proven the following result

Proposition [BCC]. Assume that for some ε ∈ [0,
√

2− 1), p ∈ [1,∞], we have

‖µ1g − µg‖p ≤ ε ‖g‖p ∀ g ∈ Lp(
,F2, µ)

‖µ2g − µg‖p ≤ ε ‖g‖p ∀ g ∈ Lp(
,F1, µ)
(2.6)

Then

Var(f ) ≤ (1 − 2ε − ε2)−1µ[Var1(f ) + Var2(f )] ∀ f ∈ L2(µ). (2.7)

In the following section we show that a stronger notion of “quasi-independence”
than (2.6), yields an analogous quasi-factorization property for the entropy.

Proposition 2.1. There exist α < ∞, ϑ : [0,1) �→ �+, with
lim supε→0(ϑ(ε)/ε) ≤ α, such that the following holds: if for some ε ∈ [0,1),

‖µ2(g) − µ(g)‖∞ ≤ ε‖g‖1 ∀ g ∈ L1(
,F1, µ) (2.8)

then, for all functions f such that f 2 log+f 2 ∈ L1(µ), we have

Ent(f 2) ≤ µ[Ent1(f
2) + Ent2(f

2)] + ϑ(ε)Var(f ) (2.9)

Ent(f 2) ≤ µ[Ent1(f
2) + Ent2(f

2)] + ϑ(ε)Ent(f 2). (2.10)

In particular one can take ϑ(ε) := 84ε/(1 − ε)2.

Remarks. (i) WhenF1,F2 are independent, assumptions (2.6) and (2.8) hold with
ε = 0, thus previous results generalize the factorization properties (2.2), (2.3).

(ii) Hypothesis (2.8) appears to be very strong but cannot be qualitatively im-
proved in general, at least for getting (2.9). Take, in fact,
 := 
1 × 
2, where

1 = 
2 = �. Choosei, j ∈ � and letf (k, l) := 1I{k=i, l=j}. A straightforward
calculation shows that (2.9) implies that

e−ϑ(ε) ≤ µ(ω1 = i|ω2 = j)

µ({i} × 
2)
≤ eϑ(ε)

which, being valid for alli, j ∈ �, in turns implies that ifg ≥ 0 is measurable
w.r.t.F1, then

e−ϑ(ε)µ(g) ≤ µ(g|ω2 = n) ≤ e−ϑ(ε)µ(g) ∀ n ∈ �.

A functiong with no definite sign can be written asg = g+ − g−, and one gets

|µ(g|ω2 = n) − µ(g)| ≤ (eϑ(ε) − 1)µ(|g|) ∀ n ∈ �.

(iii) In section 4 we show that the well knowncomplete analyticity condition for
a Gibbs specification implies (2.8) for a suitable choices ofF1, F2. On the other
side it is clear that (2.8), being formulated in terms of aL∞ bound, cannot be ap-
plied to Gibbs measures describing unbounded spins with unbounded interactions,
which therefore require a different approach (see remark (i), after the definition of
complete analyticity, in Section 4).
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3. Proof of Proposition 2.1

Step (1). Proof that (2.9) implies (2.10).
Inequality (2.9) can be applied to|f | to get the (trivial) improvement

Ent(f 2) ≤ µ[Ent1(f
2) + Ent2(f

2)] + ϑ(ε)Var(|f |).

Since for a non negative functiong, Var(g) ≤ Ent(g2) (this is a consequence, for
instance, of Lemma 1 in [LO]), (2.10) follows from (2.9).

Step (2). It is sufficient to prove (2.9) for all functions f such that b−1 ≤ f 2 ≤ b for
some b > 1. Let in factf 2 log+f 2 ∈ L1(µ) and letgn := (|fn| ∧ n) ∨ n−1. Then
by repeatedly applying the dominated convergence theorem, one easily shows that
Var(gn), Ent(g2

n) andµ[Enti (g2
n)] converge respectively to Var(|f |), Ent(f 2) and

µ[Enti (f 2)].

Step (3). If b−1 ≤ f 2 ≤ b for some b > 1, then (2.9) holds.
For such anf we can proceed as in (2.4), (2.5) and obtain

Ent(f 2) ≤ µ[Ent1(f
2) + Ent2(f

2)] + µ

[
f 2 log

µ2µ1(f
2)

µ(f 2)

]
. (3.1)

Thus, in order to prove (2.9) with the explicit expression forϑ given in the statement,
it is sufficient to show that

µ

[
f 2 log

µ2µ1(f
2)

µ(f 2)

]
≤ 84ε(1 − ε)−2 Var(f ). (3.2)

By assumption (2.8)

‖µ2µ1f
2 − µf 2‖∞ = ‖µ2µ1f

2 − µµ1f
2‖∞ ≤ ε‖µ1f

2‖1 ≤ ε‖f 2‖1

i.e.
(1 − ε) µ(f 2) ≤ µ2µ1(f

2) ≤ (1 + ε) µ(f 2) µ-a.s. (3.3)

If µ(f ) = 0, from (3.3) we get

µ

[
f 2 log

µ2µ1(f
2)

µ(f 2)

]
≤ log(1 + ε) µ(f 2) ≤ ε Var(f ) (3.4)

and (3.2) holds withϑ(ε) = ε. In order to prove (3.2) whenµ(f ) �= 0, we proceed
as in the proof of Rothaus inequality [Ro], given in [DeSt, p. 246]. Without loss
of generality we can assumeµ(f ) = 1, and we writef = 1 + t0g whereg is
a function with zero mean and unit variance, whilet20 := Var(f ). For t ≥ 0 we
let ft := 1 + tg. Sincef 2

t has no reason to satisfy a lower boundf 2
t ≥ b−1, we

introduce a regularizing parameterγ , with γ ∈ (0, ε] and define

ϕγ (t) := µ

[
f 2
t log

µ2µ1(f
2
t ) + γ

µ(f 2
t )

]
= µ

[
f 2
t log

µ2µ1(f
2
t ) + γ

1 + t2

]
t ∈ �.
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We claim that, for allγ ∈ (0, ε]

ϕγ (0) ≤ γ (3.5)

ϕ′
γ (0) = 0 (3.6)

ϕ′′
γ (t) ≤ 168ε (1 − ε)−2 ∀ t ≥ 0 (3.7)

Given (3.5), (3.6), (3.7) the proof of (3.2) easily follows. In factϕγ (t0) ≤ γ +
84ε(1 − ε)−2t20. Moreover, since

b log(b−2) ≤ f 2 log
µ2µ1(f

2) + γ

µ(f 2)
≤ b log[b(b + γ )]

we have, by dominated convergence,

µ

[
f 2 log

µ2µ1(f
2)

µ(f 2)

]
= lim

n→∞ϕ1/n(t0) ≤ 84ε(1 − ε)−2 Var(f ).

In the rest of this section we show that (3.5), (3.6), (3.7) hold, completing the proof
of the theorem. The first inequality (3.5) is trivial. Thanks to the parameterγ we
can safely differentiate under the expectations, so, usingµ(g) = 0 andµ(g2) = 1,
we get

ϕ′
γ (t) = 2µ

[
ftg log

µ2µ1(f
2
t ) + γ

1 + t2

]
+ 2µ

[
f 2
t

µ2µ1(ftg)

µ2µ1(f
2
t ) + γ

]
− 2t. (3.8)

Hence

ϕ′
γ (0) = 2 log(1 + γ )µ(g) + 2 (1 + γ )−1µ[µ2µ1(g)] = 0.

Differentiating again (3.8) we obtain

ϕ′′
γ (t) = 2µ

[
g2 log

µ2µ1(f
2
t ) + γ

1 + t2

]
+ 2µ

[
f 2
t

µ2µ1(g
2)

µ2µ1(f
2
t ) + γ

]

+8µ

[
gft

µ2µ1(gft )

µ2µ1(f
2
t ) + γ

]
− 4µ

[
f 2
t

(µ2µ1(gft ))
2

(µ2µ1(f
2
t ) + γ )2

]
− 4

t2

1 + t2
− 2

(3.9)

In order to conclude the proof we observe that if we replaceµ2µ1 with µ and take
γ = 0, the RHS of (3.9) is identically zero. By consequence we can write

ϕ′′
γ (t) = 2µ

[
g2 log

µ2µ1(f
2
t ) + γ

1 + t2

]
+ 2µ

[
f 2
t

(
µ2µ1(g

2)

µ2µ1(f
2
t ) + γ

− µ(g2)

µ(f 2
t )

)]

+8µ

[
gft

(
µ2µ1(gft )

µ2µ1(f
2
t ) + γ

− µ(gft )

µ(f 2
t )

)]

−4µ

[
f 2
t

(
(µ2µ1(gft ))

2

(µ2µ1(f
2
t ) + γ )2

− (µ(gft ))
2

(µ(f 2
t ))

2

)]
(3.10)

= 2µ(g2#0) + 2µ(f 2
t #1) + 8µ(gft#2) + 4µ(f 2

t #3)
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where#0, . . . , #3 are implicitly defined in the last equality. The estimate ofϕ′′
γ will

follow from the fact that for all functionsh,µ2µ1(h) is close toµ(h) in L∞ sense.
More precisely from assumption (2.8), using also‖g‖1 ≤ ‖g‖2 = 1, it follows

(1 − ε) (1 + t2) ≤ µ2µ1(f
2
t ) ≤ (1 + ε) (1 + t2) µ–a.s.

(3.11)
t − ε(1 + t) ≤ µ2µ1(gft ) ≤ t + ε(1 + t) µ–a.s.

The remaining rather detailed and straightforward computations have the main pur-
pose of finding the explicit value for the functionϑ stated in the theorem, which is
however not to be taken too seriously. From (3.10) we get

|ϕ′′
γ (t)| ≤ 2‖#0‖∞+2‖#1‖∞(1+t2)+8‖#2‖∞(1+t)+4‖#3‖∞(1+t2). (3.12)

We finally estimates#0, . . . , #3, usingγ ∈ (0, ε] and (3.11)

‖#0‖∞ ≤ max{log(1 + ε),− log(1 − ε)} ≤ ε

1 − ε
.

Next, we have that,µ–a.s.

#1 ≤ 1 + ε

(1 − ε)(1 + t2)
− 1

1 + t2
= 2ε

1 − ε

1

1 + t2

#1 ≥ 1 − ε

(1 + ε)(1 + t2) + γ
− 1

1 + t2
≥ − 3ε

1 + t2
.

As for#2, µ–a.s. we have

#2 ≤ t + ε(1 + t)

(1 − e)(1 + t2)
− t

1 + t2
= ε

1 − ε

1 + 2t

1 + t2

#2 ≥ t − ε(1 + t)

(1 + e)(1 + t2) + γ
− t

1 + t2
≥ − ε

1 + 2ε

1 + 3t

1 + t2
.

Finally, for#3, µ–a.s. we have

|#3| ≤ |#2|
∣∣∣∣ µ2µ1(gft )

µ2µ1(f
2
t ) + γ

+ µ(gft )

µ(f 2
t )

∣∣∣∣ ≤ |#2| 2

1 − ε

1 + 2t

1 + t2
.

Thus, collecting all together,

ϕ′′
γ (t) ≤ 8ε

1 − ε
+ 16ε

(1 − ε)2
sup
t≥0

(1 + 3t)2

1 + t2
= 8ε

1 − ε
+ 10

16ε

(1 − ε)2
≤ 168ε

(1 − ε)2

and (3.7) follows �
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4. Log-Sobolev inequalities for completely analytical Gibbs random fields

Gibbs measures. We briefly recall the concept of Gibbs measures and refer the
reader to [Ge] for a comprehensive introduction to the subject. We consider thed

dimensional lattice�d with sites x := (x1, . . . , xd) and norm

|x| := max
i∈{1,...,d}

|xi |

The associated distance function is denoted byd(·, ·). The cardinality of% ⊂ �d

is denoted by|%|. � is the set of all nonempty finite subsets of�d . We define the
exteriorn-boundary as∂+

n % := {x ∈ %c : d(x,%) ≤ n}, where%c stands for the
complement of% in �d .

Given an arbitrary probability space(S,E, ν) (thesingle spin space), we intro-
duce theconfiguration space (
,F) := (S�d

,E�d
). Sometimes we consider finite

volume configuration spaces(
%,F%) := (S%,E%), for% ∈ �. Givenσ ∈ 
 and
% ⊂ �d we denote byπ% the natural projection over
% and writeσ% := π%(σ).
If U,V ⊂ �d are disjoint,σUηV is the configuration onU ∪ V which is equal to
σ onU andη onV . The action of the translations is defined on
 as

ϑx(σ )(y) := σ(y − x) x, y ∈ �d .

If f is a function on
, %f denotes the smallest subset of�d such thatf (σ) de-
pends only onσ%f

. f is calledlocal if %f is finite. The supremum norm off is
denoted by‖f ‖u := supω∈
 |f (ω)|.

In the following we consider a translation invariant, summableinteraction J ,
of finite ranger, i.e. a collection of functionsJ = (JA)A∈�, such thatJA : 
 �→ �

is measurable w.r.t.FA, and

(H1) JA+x ◦ ϑx = JA for all A ∈ �, x ∈ �d

(H2) JA = 0 if the diameter ofA is greater thanr
(H3) ‖J‖ := ∑

A∈�:A�0 ‖JA‖u < ∞
The Hamiltonian(H%)%∈� associated withJ is defined as

H% : 
 � σ →
∑

A∈�:A∩%�=∅
JA(σ) ∈ �.

Clearly‖H%‖u ≤ |%|‖J‖. Forσ, τ ∈ 
 we also letHτ
%(σ) := H%(σV τV c ) andτ

is called theboundary condition. For each% ∈ �, τ ∈ 
 the (finite volume) Gibbs
measure on(
,F), are given by

µτ
%(dσ) := (

Zτ
%

)−1 exp
[−Hτ

%(σ)
]
ν%(dσ%) × δ%c,τ (dσ%c) (4.1)

whereZτ
% is the proper normalization factor called partition function, andδ%c,τ is

the probability measure on(
%c,F%c) which gives unit mass to the configuration
τ%c .

Given a measurable functionf on
, µτ
%f denotes expectation off w.r.t.µτ

%,
while, when the superscript is omitted,µ%f stands for the functionσ �→ µσ

%(f ).
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µ%f is measurable w.r.t.F%c . Analogously, ifX ∈ F,µV (X) := µV (1IX), where
1IX is the characteristic function onX. The set of measures (4.1) satisfies the DLR
compatibility conditions

µ%(µV (X)) = µ%(X) ∀X ∈ F ∀V ⊂ % ∈ �. (4.2)

SinceµV f is measurable w.r.t.FV c and since, trivially, for allg measurable w.r.t.
FV c we haveµσ

V (fg) = g(σ )µσ
V (f ), we get that (4.2) is equivalent to saying

thatµV f is a version of the conditional expectationµτ
%(f |FV c ). A probability

measureµ on (
,F) is called aGibbs measure for J if

µ(µV (X)) = µ(X) ∀X ∈ F ∀V ∈ �. (4.3)

Complete analyticity. In [DoSh1], [DoSh2], [DoSh3], Dobrushin and Shlosman
introduced the powerful concept of complete analyticity of an interactionJ , with-
in the framework of finite single spin spaceS. They have shown how complete
analytical interactions can be characterized by 12 equivalent conditions, and the
associated Gibbs fields exhibit all regularity properties of the high-temperature re-
gime. In particular complete analyticity implies that there is a unique Gibbs measure
for J . Our basic assumption on the interactionJ , is condition (IIId) in [DoSh3].
While its equivalence to the other 11 formulations of complete analyticity depends
on the finiteness ofS, and does not apply at our level of generality, this condition
is nevertheless sufficient to prove our result for an arbitrary single spin space (see,
however, remark (i) below).

In order to state this assumption we need a few definitions. ForV ⊂ % ∈ �,
we defineµτ

%,V as the restriction ofµτ
% toFV . A version of the Radon–Nikodym

density ofµτ
%,V w.r.t. νV is given by

ρτ
%,V (σ ) := (

Zτ
%

)−1
∫

%\V

exp
[−Hτ

%(η%\V σV )
]
ν%\V (dη) σ ∈ 
V .

Our basic hypothesis onJ is then the following:

Assumption (CA). (Complete analyticity). There exist K > 0, m > 0 such that
for all V ∈ �, x ∈ ∂+

r V , # ⊂ V , and for all σ, ω ∈ 
 with σ(y) = ω(y), if y �= x,
we have

∥∥∥∥∥
ρω
V,#

ρσ
V,#

− 1

∥∥∥∥∥
u

≤ Ke−md(x,#) (4.4)

Remarks. (i) Because of the sup norm in (4.4), this assumption is bound to fail for
unbounded interactions, so the result we present in this section can, in practice, be
mainly applied to discrete/compact spins. On the other side, logarithmic Sobolev
inequalities for unbounded spins (with unbounded interaction) have been recently
studied by several authors ([Ze], [Yo1], [Yo2], [Yo3], [BH1], [BH2], [Le2]), when
S = �, under the fundamental assumption of strict convexity at infinity of the
Hamiltonian, which permits curvature-type arguments, like the:2 ≥ R: Bak-
ry–Emery criterion [BaEm]. More precisely, one of the crucial ingredients in this
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approach, is that (now the spins are real valued, andν is the Lebesgue measure on
�) Wω

V,# := − logρω
V,# can be written asWω

V,# = Xω
V,# + Yω

V,#, where

‖Xω
V,#‖u ≤ C1|#| and HessYω

V,# ≥ C21I

andC1, C2 are both positive and independent ofV,#,ω. This implies, by the Bak-
ry–Emery criterion, that the logarithmic Sobolev constant of the measureµω

V,# is
bounded by a quantity which depends (in principle) on|#|, but is independent of
ω. This fact is, in turn, a key element for proving an upper bound to the log-Sobolev
constant ofµω

V uniform in bothV andω, following the basic strategy of [LY]. For
a clear analysis and review of most of these results we refer the reader to [Le2]. We
just point out here that the picture for unbounded spins is still far from complete.
Results about theequivalence between uniform LSI and mixing conditions ([Yo3],
[BH2]) are limited, in fact, to the special case of

H%(σ) =
∑
x∈%

ϕ(σx) +
∑

{x,y}∩%�=∅
JxyV (σx − σy)

whereJ is finite range,ϕ is the sum of a bounded function and a strictly convex
function with a faster than quadratic increase to infinity, andV has a bounded
second derivative. It would be clearly interesting to investigate more general situ-
ations, expecially those where convexity plays no role, which are likely to require
new techniques.

(ii) In [MO1] it was realized that complete analyticity is too strong a condition,
and that it should be replaced by a milder assumption (called “strong mixing” in
[MO1]) in which only regular volumes (i.e. volumes which are unions of transla-
tions of a sufficiently large given cube) are considered. Our Theorem 4.1 below can
be stated using “strong mixing” rather than complete analyticity.

Logarithmic Sobolev inequalities. Given% ∈ �, τ ∈ 
 and a non negative func-
tion f , such thatf log+f ∈ L1(µτ

%) we define Entτ%(f ) as the entropy off w.r.t.
µτ
%. When we write Ent%(f ) without the superscriptτ , we mean the function

τ → Entτ%(f ), in analogy withµ%(f ). We consider then a “generalized” Dirichlet
form Eτ

%. Again we defineE%(f ) : 
 �→ �+ as the functionτ → Eτ
%(f ). Typi-

cally [Gr2]Eτ
% is the Dirichlet form associated to the generatorLτ

% of a symmetric,
positive preserving, contraction semigroupetL

τ
% . We will proceed, however, in a

more abstract framework, since all we need are the following general properties of
E:

(E1) There exists a setA of measurable functions which is a domain for all{Eτ
% :

% ∈ �, τ ∈ 
}, andEτ
% mapsA into [0,∞).

(E2) For allV ⊂ % ∈ �, τ ∈ 
, f ∈ A, the functionEV (f ) is in L1(µτ
%).

(E3) If % = V1 ∪ V2, thenµτ
%[EV1(f ) + EV2(f )] = Eτ

%(f ) + µτ
%(EV1∩V2(f )).

We do not discuss density properties of the domainA, and our statement will be
given for functionsf belonging toA. In the specific study of a particular case, one
can investigate the possibility of choosingA in such a way that all statements can
be extended, by density, to the whole domain ofEτ

%.
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For all% ∈ �, we define thelogarithmic Sobolev constant c(%) ∈ [0,∞] as the
infimum of all positive real numbersc such that

Entτ%(f
2) ≤ 2cEτ

%(f ) ∀ τ ∈ 
, ∀ f ∈ A.

At this level of abstraction it is clear that we have to avoid situations where a LSI
fails, for instance, already for a single spin. We need one last assumption

(E4) The quantityc(%) is finite for all% ∈ �.

As it will be apparent from the proof below, assumption (E4) can be replaced by the
somehow milder statement thatc(%) is finite for all% ∈ � whose diameter does
not exceedd0, whered0 depends on the complete analyticity constantsK andm.
Having stated the hypotheses onEτ

%, we mention two classical examples where
they hold

(1) The first is the Glauber dynamics whenS = {−1,1} (or any finite set). The Di-
richlet form is given byEτ

%(f ) = µτ
%(

∑
x∈% cx(Dxf )

2), wherecx : 
 �→ �+
are measurable, usually bounded, functions, called the transition rates, and
Dx is the discrete gradient defined as follows: forσ ∈ 
, x ∈ �d , let
σx ∈ 
 be the configuration obtained fromσ , by flipping the spin atx.
ThenDxf (σ) := f (σx) − f (σ). A can be taken as the set of all local
functions.

(2) In the second exampleS is a connected, compact Riemannian manifold, andν

is the normalized Riemannian measure. Consider the diffusion onS%, under
boundary conditionτ , with generator

∑
x∈%(#x − ∇xH

τ
%), where∇x and#x

are respectively the gradient and the Laplacian on thexth copy ofS. In this
case we haveEτ

%(f ) = µτ
%(

∑
x∈% |∇xf |2) andA can be chosen as the set

of all functionsf which can be written asf = g ◦ πV for someV ∈ �,
g ∈ C∞(SV ).

The only nontrivial property we have to check in these cases is(E4): whenJ = 0,
we haveµτ

% = ν%, so it is sufficient to show that a LSI holds forν with some
log-Sobolev constant̂c. This fact is trivial in the discrete case, where the optimal
constant is known (see [Le1], Ch.5), and true in case (2) (see [Wa] for upper bounds
on ĉ). In order to deal with a non zero interaction, we observe thatµτ

% has density
exp(−Hτ

%)/Z
τ
% w.r.t. ν%. It is well known (see Lemma 3.5 in [SZ1]) that since

‖Hτ
%‖u ≤ |%|‖J‖, we can controlc(%) in terms of ĉ. More precisely we have

c(%) ≤ ĉ e4|%|‖J‖.
The main result in this section is

Theorem 4.1. Let J be a translation invariant, summable interaction of finite
range r such that assumptions (CA) holds, and let {Eτ

% : % ∈ �, τ ∈ 
} satisfy
conditions (E1), . . . , (E4). Then

sup
%∈�

c(%) < +∞.

Proof . We start with the following result
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Lemma 4.2. Let% ∈ �, and let V1, V2 be two subsets of%, such that% = V1∪V2.
Let l := d(%\V1,%\V2). Assume that

|(∂+
r V2) ∩ %|K e−ml ≤ 1. (4.5)

Then there exists l0 = l0(K,m) such that for all l ≥ l0, for all τ ∈ 


Entτ%(f
2) ≤ 2

(
1 + K ′e−ml

)
[c(V1) ∨ c(V2)]

[
Eτ
%(f ) + µτ

%(EV1∩V2(f ))
]

(4.6)
where K ′ = 2eαK and α is given in Proposition 2.1.

Proof of Lemma 4.2. Let τ ∈ 
 and letF%,τ := {σ ∈ 
 : σ%c = τ%c }. By (4.2)
µτ
%,%\V1

is a convex combination of{µσ
V2,%\V1

: σ ∈ F%,τ }, thus

∥∥∥∥∥
ρω
V2,%\V1

ρτ
%,%\V1

− 1

∥∥∥∥∥
u

≤ sup
σ,η∈F%,τ

∥∥∥∥∥
ρσ
V2,%\V1

ρ
η
V2,%\V1

− 1

∥∥∥∥∥
u

∀ω ∈ F%,τ . (4.7)

Moreover, thanks to the finite range assumption (H2), we can assume that the
configurationsσ, η in the RHS of (4.7) also agree on(∂+

r V2)
c. Thus there exists

a finite sequence of configurations which interpolate betweenσ andη, i.e. a se-
quence(ωi)

n
1=1, with ωi ∈ F%,τ , ω1 = σ , ωn = η, n ≤ |(∂+

r V2) ∩ %|, and such
thatωi, ωi+1 differ at exactly one site of(∂+

r V2)∩%. Thanks to assumption (CA)
we obtain

(
1 − K e−md(%\V2,%\V1)

)n ≤
ρσ
V2,%\V1

(ξ)

ρ
η
V2,%\V1

(ξ)

=
n∏

i=2

ρ
ωi−1
V2,%\V1

(ξ)

ρ
ωi

V2,%\V1
(ξ)

≤
(
1 + K e−md(%\V2,%\V1)

)n
(4.8)

But if |x| ≤ 1/n, we have|(1 + x)n − 1| ≤ enx, hence if (4.5) holds, from (4.7),
(4.8) we get

∥∥∥∥∥
ρω
V2,%\V1

ρτ
%,%\V1

− 1

∥∥∥∥∥
u

≤ K e−md(%\V2,%\V1)+1 = K e−ml+1 ∀ω ∈ F%,τ .

By consequence

‖µV2(g) − µτ
%(g)‖L∞(µτ

%)
≤ K e−ml+1 ‖g‖L1(µτ

%)
∀ g ∈ L1(
,F%\V1, µ).

(4.9)

From what we said after (4.2) we can identifyµV2(g) with µτ
%(g|F%\V2). Thus,

by Proposition 2.1, there isl0 = l0(K,m) such that, for alll ≥ l0

Entτ%(f
2) ≤

(
1 + K ′e−ml

)
µτ
%

[
EntV1(f

2) + EntV2(f
2)

]
. (4.10)
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Finally from the definition ofc(V ) and from assumption(E3), it follows

µτ
%

[
EntV1(f

2) + EntV2(f
2)

]

≤ 2 [c(V1) ∨ c(V2)]
[
Eτ
%(f ) + µτ

%(EV1∩V2(f ))
]

(4.11)

�
Proof of Theorem 4.1. Previous lemma suggests an iterative procedure to esti-
mate the logarithmic Sobolev constantc(%), that is divide% roughly into two
“halves” V1, V2, in such a way that% = V1 ∪ V2 andV1 andV2 have an in-
tersection “thick” enough so that (4.5) holds. Then, by (4.6) we “almost” have
c(%) ≤ (1 + K ′e−ml) (c(V1) ∨ c(V2)). The “almost” comes of course from the
extra termµτ

%(EV1∩V2(f )). A trivial upper bound for this term isEτ
%, but this is

fatal to the argument since it yieldsc(%) ≤ 2(1+K ′e−ml) (c(V1)∨ c(V2)). How-
ever it was observed in [Ma] that one can write many, sayr, different replicas of
inequality (4.6), each corresponding to a different choice ofV1, V2 such that the
setsV1 ∩ V2 are disjoint for different replicas. At this point we can add together
all the inequalities obtained and thesum of all ther extra terms is still bounded by
Eτ
%(f ). In this way we get

c(%) ≤ (1 + K ′e−ml) (1 + 1/r) (c(V1) ∨ c(V2)) . (4.12)

and, if r is a function of the size of% which goes to 0 fast enough, a chance to
obtain a convergent iteration from (4.12) becomes apparent.
The actual proof requires a simple geometric construction which was already used
in [BCC] for obtaining a uniform lower bound for the spectral gap of a continuous
gas. We include the details below for completeness. Letlk := (3/2)k/d , and let
�k be the set of allA ∈ � which, modulo translations and permutations of the
coordinates, are contained in

( [0, lk+1] × [0, lk+2] × · · · × [0, lk+d ] ) ∩ �d

Let alsoGk := supV∈�k
c(V ). The idea behind this construction is that each volume

in �k\�k−1 can be obtained as a “slightly overlapping union” of two volumes in
�k−1. More precisely we have:

Proposition 4.3. For all k ∈ �+, for all % ∈ �k\�k−1 there exists a finite sequence
{V (i)

1 , V
(i)
2 }ski=1, where sk := !l1/3k ", such that, letting δk := 1

8

√
lk − 2,

(1) % = V
(i)
1 ∪ V

(i)
2 and V

(i)
1 , V

(i)
2 ∈ �k−1, for all i = 1, . . . , sk

(2) d(%\V (i)
1 ,%\V (i)

2 ) ≥ δk , for all i = 1, . . . , sk

(3) V
(i)
1 ∩ V

(i)
2 ∩ V

(j)

1 ∩ V
(j)

2 = ∅, if i �= j

Proof . Since% ∈ �k we can assume that% ⊂ ([0, b1] × · · · × [0, bd ]) ∩ �d with
bn ≤ lk+n, for n = 1, . . . , d. Define

V
(i)
1 :=

(
[0, b1] × · · · × [0, bd−1] ×

[
0,

bd

2
+ 2i

8

√
lk

] )
∩ %

V
(i)
2 :=

(
[0, b1] × · · · × [0, bd−1] ×

[
bd

2
+ 2i − 1

8

√
lk, bd

] )
∩ %
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It is straightforward to check thatV (i)
1 andV (i)

2 belong to�k−1. In fact we know
thatbd ≤ lk+d , thus, for alli = 1, . . . , sk

bd

2
+ 2i

8

√
lk ≤ bd

2
+ 2sk

8

√
lk ≤ lk+d

2
+ 1

4
l
5/6
k = 3lk

4
+ 1

4
l
5/6
k ≤ lk (4.13)

which, together with the inequalities

b1 ≤ lk+1, . . . , bd−1 ≤ lk−1+d

implies thatV (i)
1 ∈ �k−1. SinceV (i)

2 is smaller thanV (i)
1 , it also belongs to�k−1.

V
(i)
1 andV

(i)
2 are nonempty, since, using (4.13), it easy to see that, otherwise,

% itself would belong to�k−1 which is excluded by hypothesis. We have then
d(%\V (i)

1 ,%\V (i)
2 ) ≥ 1

8

√
lk − 2 = δk. �

We can conclude the proof of Theorem 4.1. Choose a positive integerk0 =
k0(K,m) large enough such that

(i) δk ≥ l0(K,m) (l0 was defined in Lemma 4.2)
(ii) (lk0+d + 1)dKe−mδk ≤ 1

Let thenk ≥ k0, % ∈ �k, and let{V (i)
1 , V

(i)
2 }ski=1 be the sequence given in Prop-

osition 4.3. Properties (i) and (ii) allow us to apply Lemma 4.2 and obtain, for
i = 1, . . . , sk

Entτ%(f
2) ≤ 2

(
1 + K ′e−mδk

) [
c(V

(i)
1 ) ∨ c(V

(i)
2 )

][
Eτ
%(f ) + µτ

%(EV
(i)
1 ∩V (i)

2
(f ))

]
.

(4.14)

Thanks to (3) of Proposition 4.3,
∑sk

i=1µ
τ
%(EV

(i)
1 ∩V (i)

2
(f )) ≤ Eτ

%(f ), so when we

sum (4.14) fori = 1, . . . , sk, and divide bysk we get

Entτ%(f
2) ≤ 2Gk−1

(
1 + K ′e−mδk

) [
1 + 1

sk

]
Eτ
%(f ) (4.15)

which yields

Gk ≤ Gk−1
(
1 + K ′e−mδk

) [
1 + 1

sk

]
∀ k ≥ k0. (4.16)

From the iteration of (4.16) we obtainGk ≤ MGk0, for all k ≥ k0, where

M :=
∞∏

k=k0

{(
1 + K ′e−mδk

) [
1 + 1

sk

]}
< ∞

thanks to the explicit expressions ofδk andsk. Finally assumption (E4) guarantees
thatGk0 is finite, and the theorem follows. �
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[SZ1] Stroock, D.W., Zegarliński, B.: The logarithmic Sobolev inequality for continuous

spin systems on a lattice, J. Funct. Anal.,104(2), 299–326 (1992)
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