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Abstract. Sompolinski and Zippelius (1981) propose the study of dynamical systems whose
invariant measures are the Gibbs measures for (hard to analyze) statistical physics models
of interest. In the course of doing so, physicists often report of an “aging” phenomenon. For
example, aging is expected to happen for the Sherrington-Kirkpatrick model, a disordered
mean-field model with a very complex phase transition in equilibrium at low temperature.
We shall study the Langevin dynamics for a simplified spherical version of this model. The
induced rotational symmetry of the spherical model reduces the dynamics in question to
an N -dimensional coupled system of Ornstein-Uhlenbeck processes whose random drift
parameters are the eigenvalues of certain random matrices. We obtain the limiting dynamics
for N approaching infinity and by analyzing its long time behavior, explain what is aging
(mathematically speaking), what causes this phenomenon, and what is its relationship with
the phase transition of the corresponding equilibrium invariant measures.

1. Introduction

Spin glasses are expected to show a very complex phase transition in equilibrium
at low temperature (the so-called spin glass phase), at least in the mean field model
(that is the Sherrington-Kirkpatrick model, hereafter SK). This prediction of a spin
glass phase is due to Parisi (see [23] for a survey); the mathematical understanding
is yet far from complete (see [1, 9, 11–13, 32]) in spite of recent progress mainly
due to Talagrand ([27–29]) and Bolthausen-Sznitman [7].

Studying spin glass dynamics might seem premature, since statics are not yet
fully understood. Nevertheless, following Sompolinski and Zippelius [26], a math-
ematical study of the Langevin dynamics has been undertaken by two of the authors
in the recent years (see [2, 3, 18]). The output of this line of research has been to
prove convergence and large deviation results for the empirical measure on path
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space as well as averaged and quenched propagation of chaos. The same problem
has been solved by M. Grunwald for discrete spins and Glauber dynamics [9, 17].
The law of the limiting dynamics (the self consistent single spin dynamics) is char-
acterized in various equivalent ways, from a variational problem to a non-Markovian
implicit stochastic differential equation, none of which being yet amenable, for the
moment, to a serious understanding. The task at hand is to understand the behavior
of these dynamics for large times, and in particular to check the prediction that
they exhibit aging regime, i.e. that the correlation between the spin at times s and
t really depends on both s and t in a complex way for low temperature (see [8] for
a very interesting survey on this subject).

This paper deals with a considerably simpler model than SK, that is “soft”
spherical SK (denoted SSSK in the sequel). The most serious difficulty in SK
dynamics is that the law of the coupling matrix and of the thermal noise have
rotational symmetry whereas the state space is a hypercube (or its vertices for the
discrete case). The spherical model has a sphere as its state space (or a spherical
constraint) and thus is far simpler (see [12, 20] for former studies of states of
SSK). More precisely, we shall consider the following stochastic differential system
(denoted hereafter SDS)

duit =
N∑
j=1

Jiju
j
t dt − f ′

 1

N

N∑
j=1

(u
j
t )

2

 uitdt + β−1/2dWi
t (1.1)

where β is a positive constant, f ′ is a uniformly Lipschitz, bounded below function
on R+ such that f (x)/x → ∞ as x → ∞ and (Wi)1≤i≤N is an N -dimensional
Brownian motion, independent of {Ji,j } and of the initial data {ui0}.

The term containing f is a Lagrange multiplier used to implement a “soft”
spherical constraint. The system (1.1) is the Langevin dynamics for

νNJ (du) =
1

ZNJ

exp

β
 N∑
i,j=1

Jiju
jui −Nf

( 1

N

N∑
j=1

(uj )2
)

N∏
i=1

dui, (1.2)

with νNJ (·) thus being the equilibrium (invariant) measure of (1.1). For standard
SSK model, Jij is a symmetric matrix of centered Gaussian random variables such
that

E[J 2
ij ] = 1

N
E[J 2

ii] =
2

N
.

However, we shall also consider more general entries in the sequel. Namely, we
can take any coupling J of the form

J = G∗DG

where the orthogonal matrix G follows the uniform law on the sphere, D is a
diagonal matrix and also G and D are independent.
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In this article, we study the convergence for solutions of (1.1) as N → ∞
and prove the Large Deviation Principle (denoted hereafter LDP) with Good Rate
Functions (denoted GRF) for related objects of interest.

We describe the limits of the empirical covariance for the solution of (1.1) (see
Theorem 2.3). Moreover, we study their time evolutions and show that they exhibit
a dynamical phase transition which is a weak type of aging (see Section 3).

Under a spherical constraint, the equation for the time evolution of the cor-
relations has already been proposed and its consequences derived in the physics
literature [14]. However, the treatment of [14], even though correct on the level of
intuition, does not contain detailed proofs which induced the length of the present
paper; the convergence of the empirical covariance is not completely proven (see
indication at the end of Section 2 to make it rigorous) and the dynamical phase tran-
sition study, relying on fine complex analysis (existing Tauberian type of theorems
failing), is only stated (see Section 7).

The methods used here to prove convergence of the dynamics are different
from the ones used in [2, 3, 17, 18] which were based on a perturbation argument
using Girsanov theorem. Here, we can even tackle the case of zero temperature, i.e.
β = ∞ (and thus the dynamics is deterministic except for the randomness of the
coupling and of the initial conditions), and we can choose rather general random
coupling J.

The important simplification offered by the spherical model is that the system
(1.1) is invariant with respect to rotations. In particular, if we write J = G∗DG
where G is an orthogonal matrix and D is the diagonal matrix of the eigenvalues
(λ1, .., λN) of J, then vt := Gut satisfies the simpler SDS

dvt = Dvt dt − f ′
(

1

N
|vt |2

)
vt dt + β−1/2dBt (1.3)

where B := GW is anN -dimensional Brownian motion and |vt | is the Euclidean
norm of the vector vt .

This diagonalized system is interesting in its own right; it is a system of random
modes Ornstein-Uhlenbeck processes coupled by a function f ′ of the instantaneous
(in t) empirical variance.

The main merit of the SSSK model we treat in this paper is that it is simple
enough to allow for rigorous proofs and a first mathematical understanding of the
aging phenomenon, which is a form of dynamical phase transition, and enable us
to isolate the main features that are crucial for this phenomenon to appear.

Aging is supposedly common in disordered systems, and even in some non
disordered ones. Let us first mention a few of these examples, from the physics
literature on the subject. The survey [8] contains a very interesting list of possible
examples of aging. The simplest being certainly low temperatures dynamics for
disordered ferromagnets (see also the recent mathematically rigorous papers [24,
25]). Aging is also expected in the Random Field Ising Model (see [10]). In the
context of spin glasses, the debate among physicists seems still unresolved for
local models (like Edwards-Anderson model), see the discussion in [8]. For mean-
field spin glasses a very complex picture of aging is advocated for the SK model,
but even with the help of the whole apparatus of the replica symmetry breaking
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methods, it is not yet fully understood in the physics literature, and needless to say
in the mathematics literature. One model seems to be well understood by physicists,
and that is the p-spin model (with p ≥ 3). This model is still beyond reach of any
mathematical understanding, even though some progress has been made recently in
[28] for the statics of thep-spin model. The much simpler SSSK model is amenable
to a mathematical analysis, and shows an interesting dynamical phase transition.
It should be noticed that we also show here a static phase transition, and that the
static and dynamic critical temperatures are equal, which is not always true if one
believes [8].

So what is aging? It is a manifestation of the complexity of an energy landscape,
for time scales which are long but much shorter than for metastability or equili-
bration to happen. It is very dependent on initial conditions: it happens typically
for low temperature dynamics started from i.i.d initial conditions (or after a “deep
quench”, i.e from the equilibrium measure at very high temperatures). This is a
very different context than for metastability questions or for equilibrium dynamics
questions, which are concerned by much longer time scales, and different initial
conditions: typically pure-state initial conditions for metastability and equilibrium
measures for spectral gap questions and equilibrium dynamics. Aging is present
when a system needs a long time to forget its state at time t , when t is large (usually
at low temperatures only). More precisely when the time needed to forget the state
at time t depends on t . This is usually measured by the time correlation function
K(s, t). Aging implies that the time translation invariance is lost for this function,
and that as [8] puts it: one must think in the two-times plane where K(s, t) does
not decay to zero when s (the age of the system) and t − s (the duration of the
experiment) both tend to ∞ but when t − s is not large enough compared to s.

One should emphasize here that the order of the limits is crucial. One first takes
the thermodynamic limit (N →∞, N being here the size of the system) and then
studies the long time behavior of the limiting dynamics. This order of the limit
operations precludes any possibility of metastability transitions (at least when the
barriers between wells grow withN ); the system is not given enough time to go from
one deep well to another one. This will explain what happens for initial conditions
(IC3) below, where the SSSK model starts from a zero-temperature ground state,
i.e., the top eigenvector of the random matrix. The question of aging is much more
about how the systems lingers “on the boundary” of basins of attractions than how
it gets from one to another as for metastability or how it evolves when started from
mixtures of such pure states as in equilibrium questions (see Section 3.4). Another
point must be emphasized about the order of the limits: for aging we look at the
behavior of the limiting dynamics when both s and t go to∞. Clearly when s goes
first to ∞ alone, then the equilibrium picture should prevail. We will see this is
really the case.

The aging mechanism we show in this work might seem surprising at first sight,
precisely because of the short time scales involved. We emphasize though that this
is precisely the time scales involved in the works on the RFIM [10], or on Ising
model [24]. Another, completely different, mechanism of aging could be sought,
for much longer time scales. If the time scale were dependent on the size N of the
system, one could envision the possibility for randomly coupled systems to age
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through a mechanism of visiting in various time scales, different wells of depths
in various scales. The question then is closer to the picture of a complex energy
landscape advocated for the static picture of most spin glass models: this other
aging mechanism would result from a competition between the long time needed
to find randomly located wells with depth of a given scale and then the time to get
out of those wells. This mechanism is not possible in the shorter time scales we are
considering in this work.

Finally, the model is flexible enough to enable us to analyze the role of the ran-
domness of the coupling in the appearance of aging. We work with rather general
coupling randomness (see (H0), (H1) and (H2) below), and isolate the natural hy-
pothesis for aging. The most important conclusion about the role of this randomness
is that aging does not appear unless the levels just below the top of the spectrum are
populated enough, i.e., the limiting spectral measure should give enough weight to
the high modes. In fact, aging appears because the energy levels of our Hamiltonian
next to their minimum value, which are related with the eigenvalues of the matrix
J, differ only by an energy of order of the inverse of the number N of particles.
Consequently, the system may visit all the states corresponding to these energies
in finite time (e.g. independently of N ), creating a specific long time behavior of
the limiting system determined by the distribution of this cloud of energy levels. In
fact, aging could also appear in inhomogeneous (possibly non random) environment
models, provided the energy levels present such a distribution.

With σ̂ N = 1
N

∑N
i=1 δλi denoting the empirical measure of the eigenvalues of

J the following assumption is made throughout this article.

(H0) There exists a (non-random) compactly supported probability measure σ
with at most finitely many atoms such that σ̂ N → σ in P(R) for a.e. λ.

Let [λ∗−, λ∗] denote the smallest interval which supports σ . Since the diagonal-
ized system (1.3) is invariant to the transformationλi ← λi+k, f ′(x)← f ′(x)+k,
for any k ∈ R, we may and shall choose the constant k hereafter to be such that
λ∗− = −λ∗.

We also assume throughout that the extreme modes almost surely converge to
within the support of σ . That is,

(H1)

P(lim sup
N→∞

N
max
i=1

|λi | ≤ λ∗) = 1.

For our results about the dynamics we further assume the following strict
positivity of σ

(H2) σ(G) > 0 for every open set G ⊂ [−λ∗, λ∗].

Although we assume the support of σ convex (as for Wigner’s semi-circular
law), our work could be generalized to other compactly supported measures if we
assume that for N large enough all the eigenvalues remain in the support of the
limiting measure σ , as insured here by (H1) and (H2). Without such an assumption,
the GRF governing our LDPs might no longer be determined completely by the
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limiting measure σ (as shown for example in the somewhat different context of
[5]). In particular, the free energy for the model may well be different. However,
we could significantly relax (H1) and (H2) if we were to prove only the convergence
of the empirical dynamical covariance when the system starts for instance from i.i.d.
initial conditions.

The organization of the paper is as follows. In Section 2 we state our a.s.
convergence results for the diagonalized system (1.3) and its invariant measure
as N → ∞. These a.s. statements are derived here from the quenched LDPs
we obtain for the dynamic (1.3) and its invariant measure (given by (2.1)), in
Sections 5 and 4, respectively. The quenched LDPs are about the large deviations
due to the randomness in the Brownian motion B and the initial conditions v0, per
given infinite realization λ of the eigenvalues of J. Each of our quenched LDPs
holds for a.e. such λ, with the non-random GRF independent of λ, and we obtain
the corresponding a.s. convergence result by finding the unique minimizer of the
GRF.

This study of (1.3) is done under four different initial conditions, the first con-
sisting of i.i.d random variables, the second of rotated i.i.d (that is, ui0 of (1.1) are
i.i.d. random variables), the third indicating that we are beginning from the eigen-
vector of J corresponding to the maximal eigenvalue, and the last corresponding to
the stationary initial conditions given by (2.1).

Under the somewhat stronger assumptions (H0a) and (H1a) about the dis-
tribution of the eigenvalues of J we derive in Section 5 also annealed LDPs for
(1.3). The latter LDPs involve expectations with respect to λ, thus taking into ac-
count also the possible large deviations in λ (but are not needed in so far as a.s.
convergence is concerned). Section 6 collects new tools and results, needed mostly
for the derivation of our LDPs, which are of a more general scope and of some
independent interest.

As illustrated at the end of Section 2, large deviation techniques are not needed
for the a.s. convergence results for the diagonalized system starting from i.i.d ini-
tial conditions. However, these techniques are crucial for the study of the static
phase transition as well as when considering other initial conditions, for example,
stationary. Moreover, they provide a more complete picture which may help in the
study of other models.

In Section 3 we present the analysis of the a.s. limit laws of (1.3) forN →∞ in
the special case of f ′(x) = cx, deferring the proofs of most key technical steps to
Section 7. (To simplify matters we do not study the phase transition phenomenon
for non-quadratic f . However, the derivation of the limiting equations is exactly
the same for any super linear f , so we keep it at this level of generality.) We find
that the dynamical phase transition with respect to the parameter β matches the
static phase transition for the invariant measure of (2.1) and is characterized by the
onset of aging above criticality, at least for i.i.d. and rotated i.i.d. initial conditions.

We conclude the introduction by illustrating our main results as they apply for
a specific model of SSSK, the coupling J of which corresponds to the Gaussian
Orthogonal Ensemble (denoted hereafter GOE), where the entries (Jij )1≤i≤j≤N are
independent centered Gaussian variables with covariance E[J 2

ij ] = (1 + δi=j )/N .
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To give explicit formulae, we choose f (x) = cx2/2. The GOE satisfies (H0) with
σ the so-called semi-circular law (see [4] and Section 6.1), which is positive in the
sense of (H2). The fact that the GOE satisfies (H1) follows for example from the
LDP of Theorem 6.2 for the maximal eigenvalue, which is of some independent
interest. (However, since the eigenvalues for the GOE are not uniformly bounded,
(H1a) does not hold then, rendering the annealed LDPs of Section 5 irrelevant for
this choice of J.)

Starting with the static properties of this SSSK model, our first result is the
almost sure convergence of the free energy for β > 0

Fβ = lim
N→∞

1

N
logZNJ J a.s.

= 1

2
inf
s≥2

{
β

c
s2 − 1

2π

∫
|λ|≤2

log(s − λ)
√

4 − λ2dλ

}
+ 1

2
log(πβ−1)

Alternatively, we obtain the more explicit formula

Fβ = 1

4
+ 1

2
log(πβ−1)+

 xβ

2(1−x2
β)
+ ∫ (1−x2

β)
−1/2

1

√
w2 − 1dw if β < βc

1
2xβ otherwise,

(1.4)

where xβ = β/βc − 1 and βc = c/4 at which ∂3
βFβ is not continuous (see Section

3.1).
The static phase transition can also be characterized by the diagonalized Gibbs

measure µNλ defined in (2.1). We show in Theorem 2.1 that the empirical measure

ν̂N0 = N−1 ∑N
i=1 δvi converges under µNλ , for almost every J, towards a non-

random probability measure ν∗0 ∈ P(R). Below criticality ν∗0 has a sub-Gaussian
tail whereas ν∗0 has infinite fourth moment above criticality. We note in passing that
the empirical measure under νNJ always converges towards a Gaussian law with a
finite variance uβ > 0 (this follows from Theorem 2.1 and the ideas of Section
5.3).

About the dynamics for this special model, we get a quenched LDP for the non
centered empirical covariance

KN(t, s) = 1

N

N∑
i=1

uitu
i
s . (1.5)

of the solution of (1.1) starting either from i.i.d initial conditions, spherical initial
conditions (including the Gibbs invariant measure) or initial conditions depending
on the matrix J, namely the eigenvector of J with maximum eigenvalue. Studying
the GRFs of the LDP shows thatKN converges almost surely towards the limiting
covariance K(t, s) of Theorem 2.3. In fact, the centered covariance

KN(t, s) = KN(t, s)−
(

1

N

N∑
i=1

uit

)(
1

N

N∑
i=1

uis

)
(1.6)
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has the same limit behavior as KN when N goes to infinity for all of the above
initial conditions, except when (ui0)1≤i≤N are i.i.d. with a non-centered law (See
Proposition 3.7). Even in the latter case the limits of KN and KN have the same
long time behaviors (See Section 3.6). Hence, in the following, we shall focus on
KN and, to simplify the exposition, call KN the empirical covariance.

In Section 3.2, we analyze the limiting covariances K(t, s) and show that,
starting from i.i.d initial conditions, they exhibit a dynamical phase transition at
the critical temperature (1/βc) and an aging phenomenon for low temperature (see
Proposition 3.2). More precisely, when starting from i.i.d initial conditions:

• If β < βc, then K(t, s) ≤ Cβ exp(−δβ |t − s|) for some δβ > 0, Cβ <∞ and
all (t, s).

• If β = βc, then K(t, s) → 0 as t − s → ∞. If t/s is bounded, then the
polynomial decay is of power (t−s)−1/2, and otherwise it behaves like s1/2t−1.

• If β > βc and t � s � 1, then K(t, s)(t/s)3/4 is bounded away from zero
and infinity. In particular, the convergence ofK(t, s) to zero occurs if and only
if t/s →∞.

In contrast, starting from the top eigenvector, the aging phenomenon does not
appear. That is, K(t, s)→ cEA ∈ (0,∞) for any β > βc, regardless of how t − s
and s approach infinity (see Theorem 3.4). The Edwards-Anderson parameter cEA
is also the limit of K(t, s) = K(|t − s|) when starting from the invariant measure
νNJ of (1.2), as shown in Proposition 3.5.

The convergence of the empirical covarianceKN follows from the study of the
diagonalized system (1.3) which has the same empirical covariance. We will in fact
prove a quenched LDP for the couple of the empirical covariance and the empirical
measure of this diagonalized system (see Theorem 2.4). As a consequence, we
shall get the almost sure convergence of KN and of the empirical measure for
this diagonalized system. The limit law for the empirical measure is shown to be
the mixture

∫
µλdσ(λ), where µλ is the weak solution of the Ornstein-Uhlenbeck

processes (2.15) with an appropriate initial data.
Whenever we state a LDP or convergence result for random probability mea-

sures, such LDP or convergence are in the spaceP(()of Borel probability measures
on a Polish alphabet space (, endowed with the corresponding Cb(()-topology.
The space P(() is also often considered a subset of the vector space Cb(()′, the
algebraic dual of Cb((), endowed with the Cb(()-topology. Likewise, a LDP or
convergence for Rd -valued random functions whose domain is such(, is to be un-
derstood in the space Cb(() of continuous, bounded functions endowed with the
uniform (supremum-norm) topology, whereas such statements for Rd -valued ran-
dom vectors are with respect to the usual (Euclidean-norm) topology. Statements
about product objects the coordinates of which are random measures, random func-
tions and/or finite-dimensional random vectors are to be understood with respect
to the product of the above mentioned topologies. The σ -fields involved in such
statements are always the Borel σ -fields for the relevant topology, completed with
respect to the collection of null sets common to the sequence of laws considered.
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LDP or convergence for dynamical systems will hold until a finite time T > 0,
hereafter fixed but as large as required. The GRF of our LDPs often involve the
relative entropy function, denoted I (µ|ν). Another notation we frequently use is
γu for the law of a centered Gaussian variable with variance (1/u) for u > 0.

2. Study of the diagonalized system

In this section, we assume that we are given the lawσN of the eigenvalues (λ1, .., λN)

of J and consider the mean field Gibbs measure

µNλ (dv) =
1

ZNλ

exp

{
β

(
N∑
i=1

λiv
2
i −Nf

( 1

N

N∑
i=1

v2
i

))} N∏
i=1

dvi (2.1)

with

ZNλ =
∫

exp

{
β
( N∑
i=1

λiv
2
i −Nf (N−1

N∑
i=1

v2
i )
)} N∏

i=1

dvi.

We also consider the associated Langevin dynamics

dvit = λivit dt − f ′
 1

N

N∑
j=1

(v
j
t )

2

 vit dt + β−1/2dBit , (2.2)

including the case of β = ∞. As shown in Section 6.4, our hypotheses that f ′ is
uniformly Lipschitz and bounded below on R+ imply the existence of a unique
strong solution of (2.2) in C([0, T ],RN) for any finite time T and any initial
condition v0 which is independent of {Bit }.

We want to study the asymptotic behavior of the empirical measure

ν̂N0 := 1

N

N∑
i=1

δvi

under µNλ as well as that of the empirical measure on path space

ν̂NT := 1

N

N∑
i=1

δvi[0,T ]
(2.3)

and the (empirical) covariance term

KN(s, t) = 1

N

N∑
i=1

visv
i
t , (2.4)

when the spectral measures σ̂ N of J converge a.s. to σ as in (H0). To state our
convergence result for the statics, let us introduce

h(u, v) := u

2
− βf (u)+ βv + 1

2
log(2π) (2.5)
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and

k(u, v) := sup
α,ρ

{αv + ρu− L(ρ, α)} , (2.6)

for

L(ρ, α) :=
{− 1

2

∫
log(1 − 2(αλ+ ρ))dσ(λ) if |α|λ∗ + ρ ≤ 1/2

∞ otherwise .
(2.7)

Then,

Theorem 2.1. Assume (H0), (H1) and f is strictly convex. Then, for almost all λ,
a) The free energy converges and

Fβ := lim
N→∞

1

N
logZNλ = − inf

u,v
{k(u, v)− h(u, v)}. (2.8)

b) For almost all λ, ν̂N0 converges almost surely under µNλ in P(R) towards

ν∗0 :=
∫
γ1−2(αβλ+ρβ)dσ (λ) , (2.9)

with N−1 ∑N
i=1 v

2
i converging almost surely to uβ > 0. The couple (uβ, vβ) is the

unique minimizer of (2.8). For λ∗ > 0, the couple (ρβ, αβ) is where the supremum
in k(uβ, vβ) is uniquely achieved. In contrast, vβ = 0 for λ∗ = 0, rendering αβ
irrelevant and resulting with ν∗0 = γ1/uβ .

Remark. ZNJ = ZNλ , so (2.8) gives also the free energy limit for the invariant
measure (1.2).

We shall see in Section 3 that the phase transition can be described by the couple
(ρβ, αβ) in case λ∗ > 0. Below criticality, |αβ |λ∗ + ρβ < 1/2 so that ν∗0 has a
sub-Gaussian tail. Above criticality, |αβ |λ∗ + ρβ = 1/2 and in fact ν∗0 may have
only a finite number of moments (for the semi-circular law, ν∗0 has finite second but
not fourth moments). In contrast, for constant modes, or more generally whenever
λ∗ = 0, there is no phase transition as ν∗0 is always Gaussian.

Theorem 2.1 is a direct consequence of the following quenched LDP result,
proved in Section 4.

Theorem 2.2. Under (H0) and (H1), for β ∈ (0,∞) and almost all λ, the free
energy converges to Fβ of (2.8) and the random variables

YN0 =
(

1

N

N∑
i=1

v2
i ,

1

N

N∑
i=1

λiv
2
i ,

1

N

N∑
i=1

δλi ,vi

)

satisfy the LDP in R2 ×P(R2) under µNλ with the GRF

H0(u, v, π) =K(u, v, π)− h(u, v)+ Fβ (2.10)
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where h(u, v) is given by (2.5),

K(u, v, π) =
{
I (π |σ ⊗ γ )+ 1

2

(
u− ∫

w2dπ(λ,w)
)

if π ∈A(u, v)
∞ otherwise,

(2.11)

for I (·|·) the relative entropy function, and (with 0/0 := 0),

A(u, v) =
{
π ∈ P(R2) : π1 = σ,

u ≥
∫
w2dπ(λ,w)+ |v −

∫
λw2dπ(λ,w)|/λ∗

}
. (2.12)

Whenf is strictly convex, the unique minimizer ofH0 is (uβ, vβ, π∗) fordπ∗(λ,w)
= γ1−2(αβλ+ρβ)(dw)dσ(λ) corresponding to (2.9).

For dynamics, we shall prove a convergence result when starting from the
following initial conditions

(IC1). The independent initial conditions: (vi0)1≤i≤N are i.i.d random variables,
independent of λ and of B. The marginal law ν0 of each vi0 is such that

η �→ 40(η) := log
∫
eηv

2
dν0(v) , (2.13)

is continuous and 40(η0) <∞ for some η0 > 0.

(IC2). The rotated independent initial conditions: v0 = Gu0 where G, independent
of λ and B, follows the normalized Haar measureHN on SO(N), that is G follows
the uniform law on the random orthogonal matrices and u0, independent of G, of
λ and of B, is such that {N−1|u0|2} satisfy the LDP with some GRF κ(·) that has
a unique, strictly positive, minimizer.

(IC3). The top eigenvector initial conditions: Set λ1 = λ∗N := max{λ1, .., λN }
and v0 = (

√
N, 0, .., 0), so that u0 is the eigenvector of J corresponding to the

maximum eigenvalue λ∗N normalized to be on the sphere of radius
√
N .

(IC4). The stationary initial conditions: f is strictly convex and v0 follows the
Gibbs invariant measure µNλ , independently of B, resulting with the stationary
solution vt of (2.2).

The more general case where the law of v0 is spherical, can also be considered.
That is,

dP
(
(vi0)1≤i≤N

)
= 1

ZN
exp{−Ng( 1

N

N∑
i=1

(vi0)
2)+Nh( 1

N

N∑
i=1

λi(v
i
0)

2)}
N∏
i=1

dvi0

(2.14)

for g and h continuous such that g is super-linear, non-decreasing and h((λ∗ +
1)x)/g(|x|)→ 0 when |x| → ∞ (g and h may well depend upon β).

The first case is the most standard choice for the vector v0 independently of the
original system, where the vi0’s are i.i.d. The second case corresponds for example
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to i.i.d. initial conditions for the original system (1.1). The last two cases study
what is happening when the initial conditions depend heavily on J; we shall see in
Section 3 that it very much affects the dynamical phase transition.

We shall prove

Theorem 2.3. Under (H0), (H1) and (H2), for almost all λ the empirical measure
ν̂NT converges in P(Cb([0, T ])) towards ν(w) = ∫

νλ(w)dσ(λ) and the empirical
covarianceKN converges inCb([0, T ]2) towardsK(t, s). Here νλ is the law of the
Ornstein-Uhlenbeck process{

dvt = λvtdt − f ′(Kd(t))vtdt + β−1/2dBt
Law of (v0) = ν0 ,

(2.15)

K(t, s) is the unique solution of the non-linear equation

K(t, s) = exp{−
∫ t

0
f ′(Kd(u))du−

∫ s

0
f ′(Kd(u))du}L0(t + s)

+β−1
∫ t∧s

0
exp{−

∫ t

v

f ′(Kd(u))du

−
∫ s

v

f ′(Kd(u))du}L(t + s − 2v)dv (2.16)

with Kd(t) = K(t, t) and

L(θ) :=
∫
eθλdσ (λ).

The law ν0 and the function L0(·) are determined by the initial conditions as
follows.

1) For (IC1), ν0 is the given law of vi0 and L0(θ) =L(θ)
∫
v2dν0(v).

2) For (IC2), ν0 = γ1/u∗ with variance u∗ > 0 such that κ(u∗) = 0 and again
L0(θ) =L(θ)

∫
v2dν0(v).

3) For (IC3), ν0 = δ0 and L0(θ) = exp(θλ∗).
4) For (IC4), ν0 = γ1−2(αβλ+ρβ) and L0(θ) = ∫

v2eλθdπ∗(λ, v) +
(uβ −

∫
v2dπ∗(λ, v))eλ∗θ .

Moreover, except for the case of (IC4), all of the above applies also when β = ∞.

It is easy to check that K(t, s) = E[vtvs] is the covariance of the solution of
(2.15) for the initial conditions (IC1) and (IC2), whereas in general this is not the
case for (IC3) and (IC4).

We will see in Section 3 that for (IC1) and (IC2) the solution of (2.16) undergoes
a dynamical phase transition; above criticality, the covariance K(t, s) goes to zero
as |t−s| goes to infinity only if it goes to infinity faster than s∧t . In contrast, for both
(IC3) and (IC4) the solution of (2.16) does not exhibit such an aging phenomenon.

Recall that KN is also the empirical covariance (1.5) of the SDS (1.1), so our
LDPs and convergence results apply for the latter as well. In particular, the analysis
ofKN for (IC4) applies as well to the (unique) stationary solution of the SDS (1.1).

We shall deduce Theorem 2.3 from the following quenched LDP results, proved
in Section 5 (see Theorem 5.1 and Corollary 5.2).
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Theorem 2.4. Under (H0), (H1) and (H2), for almost every λ and initial con-
ditions of type (IC1), (IC2), (IC3), or (IC4), (KN, 1

N

∑N
i=1 δλi ,vi[0,T ]

) satisfies the

LDP with a non-random GRF that achieves its minimum value uniquely at the
corresponding (K, σ(λ)⊗ νλ) of Theorem 2.3.

We next illustrate how one may derive Theorem 2.3 without LDP techniques,
at least for initial conditions (IC1). For this, it suffices to assume in addition to
(H0) that the following weak form of (H1) holds:

(H1)′ lim sup
N→∞

1

N

N∑
i=1

eηλi <∞ ∀η ∈ R .

The main idea of the proof is to assume that the empirical covariance KNd (t) =
KN(t, t) converges in Cb([0, T ]) towards some non-randomKd(t). Then, one can
verify that KN converges towards the solution of (2.16). Indeed, we have that

vit = eλi t−
∫ t

0 f
′(KNd (u))duvi0 + β−1/2eλi t−

∫ t
0 f

′(KNd (u))du
∫ t

0
e−λiv+

∫ v
0 f

′(KNd (u))dudBiv

for all i ∈ {1, . . . , N}, yielding

KN(t, s) = exp{−
∫ t

0
f ′(KdN(u))du−

∫ s

0
f ′(KdN(u))du}LN

0 (t + s)

+β−1
∫ t∧s

0
exp{−

∫ t

v

f ′(KdN(u))du−
∫ s

v

f ′(KdN(u))du}

×LN(t + s − 2v)dv + RN
with RN a (stochastic) reminder term of order N−1/2 under (H1)′, and where we
have set

LN
0 (θ) =

1

N

N∑
i=1

eλiθ (vi0)
2 and LN(θ) = 1

N

N∑
i=1

eλiθ .

Since v0 is independent of λ, it follows that N−1 ∑N
i=1 δλi ,vi0

converges towards

σ(λ) ⊗ ν0(v) and, with (2.13), we see that under (H1)′, LN
0 and LN converge

towards L0 and L of Theorem 2.3, respectively.
Thus, if KNd converges towards Kd , then KN converges towards the solution

of (2.16) under (IC1).
Further, as far as the empirical measures are concerned, one can approximate

(2.2) by the system of independent Ornstein-Uhlenbeck processes with law Pλi,vi0
,

1 ≤ i ≤ N , given as the weak solution of

dṽit = λi ṽit dt − f ′(Kd(t))̃vit dt + β−1/2dBit ,

with the same initial data v0. It is not hard to see that, for any fixed T < ∞, the
empirical measures π̃NT = 1

N

∑N
i=1 δλi ,̃vi[0,T ]

converge towards the law π(λ, v) =
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σ(λ)⊗νλ(v), whereνλ is given by (2.15). Indeed, it is easy to check that the sequence
of random measures {π̃NT }N is tight (for example, using an approximation scheme
as in the proof of Theorem 5.4). Therefore, we only need to prove that this sequence
has a unique limit pointπ . To this end, note that for any bounded continuous function
V on R×Cb([0, T ]) such that

∫
V (λ, v)dPλ,v0dσ(λ)dν0(v0) = 0, and any ε > 0,

L > 0, one has by Chebyshev’s inequality that

P

(∫
V (λ, v)dπ̃NT (λ, v) ≥ ε

)
≤ e−Lε

N∏
i=1

∫
e
L
N
V (λi ,v)dPλi,vi0

(v)

= e−Lε exp

{
L

N

N∑
i=1

∫
V (λi, v)dPλi,vi0

(v)+O
(
L2

N

)}

The convergence of N−1 ∑N
i=1 δλi ,vi0

towards σ(λ) ⊗ ν0(v) and the continuity of
(λ, v) �→ Pλ,v thus result with

P

(∫
V (λ, v)dπ̃NT (λ, v) ≥ ε

)
≤ e−L(ε−o(1))+O(L

2
N
).

Hence, choosing L of order o(
√
N), we can deduce the almost sure convergence

of
∫
V (λ, v)dπ̃NT (λ, v) towards zero by Borel-Cantelli’s lemma. Since this applies

whenever
∫
V (λ, v)dPλ,v0dσ(λ)dν0(v0) = 0, we conclude that πNT converges to

π as needed. To make the above heuristic sketch into a complete rigorous proof,
one should mainly prove the convergence of KNd to a non-random function Kd .
This may be done for instance by using Theorem 5.3 which shows that KN is a
continuous function of a random variable CN that is easily seen to converge.

3. Phase transition and aging

In this section, we shall study both statics and dynamics phase transition. Through-
out we assume that f (·) is strictly convex, super-linear, with f ′ uniformly Lipschitz
on R+ and in case of β = ∞ also that f ′(0) ≤ 0, whereas σ is a probability mea-
sure with at most finitely many atoms, supported on [−λ∗, λ∗] and positive in the
sense of (H2). To simplify the analysis, we also assume in Sections 3.1, 3.2.3, 3.3,
3.4 and 3.5 that

f (x) = c

2
x2

for some c > 0 and that σ is symmetric, that is

σ(λ ∈ .) = σ(−λ ∈ .).
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3.1. Static phase transition

Forλ∗ = 0 it follows from Theorem 2.1 that the free energyFβ = 1
4 log(2eπ2/(βc))

is a smooth function of β ∈ (0,∞) as is the variance uβ = 1/
√

2βc of the
Gaussian limit of ν̂N0 . In particular, there is then no static phase transition.

Turning to the (more interesting) case of λ∗ > 0, let L denote the Stieljes
transform of σ ,

L(s) :=
∫

1

s − λdσ(λ), (3.1)

with βc ∈ (0,+∞] corresponding to the critical temperature such that

βc = c

2λ∗
L(λ∗) , (3.2)

and

p(s, β) := 2β

c
s − L(s) . (3.3)

The next theorem summarizes the static phase transition at β = βc in case βc <∞.

Theorem 3.1. For any β ∈ (0, βc) there exists a unique solution of p(s, β) = 0
on (λ∗,∞), denoted sβ . With sβ := λ∗ when β ≥ βc, the free energy of (2.8) is for
any β > 0

Fβ =
βs2
β

2c
− 1

2

∫
log(sβ − λ)dσ(λ)+ 1

2
log(πβ−1). (3.4)

The function Fβ is thus non-analytic at β = βc, a characterization of the phase
transition. Corresponding to Fβ are the parameters uβ = sβ/c, vβ = uβsβ −
1/(2β) and the limit law ν∗0 of (2.9), where αβ = β and ρβ = 1

2 − βsβ . For any
β < βc the law ν∗0 has a sub-Gaussian tail, whereas if |L(k)(s)| → ∞ as s ↓ λ∗
then the 2(k + 1)-st moment of ν∗0 is infinite for all β ≥ βc.

To illustrate Theorem 3.1, consider σ which is the semicircular law of Theorem
6.1 corresponding to the GOE J of the SSSK model. Then, for s ≥ λ∗ = 2,

L(s) = s

2
−
√
s2

4
− 1

(c.f. [4, Proof of Lemma 2.7]). The critical temperature corresponds to βc = c/4
(see (3.2)), with sβ = 2(1 − (1 − β/βc)2)−1/2 when β < βc. The formula (1.4)
for the free energy then follows from (3.4) (see also [4, Lemma 2.7]). It is easy to
check that ∂3

βFβ is not continuous at β = βc and that the fourth moment of ν∗0 is
infinite for any β ≥ βc.
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3.2. Dynamical phase transition starting from (IC1) or (IC2) initial conditions

Our goal here is to analyze the asymptotic behavior of the limiting covariance
function K(t, s) of the Langevin dynamics (1.1) (or its diagonalized form (2.2)),
for large values of t and s. Up to the value ofK(0, 0) = ∫

v2dν0(v) ∈ R+, the same
solution K(t, s) of (2.16) corresponds to both (IC1) and (IC2) initial conditions.
For the sake of definiteness, we set hereafter t ≥ s andK(0, 0) = 1, in which case
K(t, s) is the unique solution of

K(t, s) = 1√
R(t)R(s)

(
L(t + s)+ β−1

∫ s

0
R(τ)L(t + s − 2τ)dτ

)
, (3.5)

where L(θ) := ∫
eλθdσ (λ) and

R(t) := exp{2
∫ t

0
f ′(Kd(u))du} (3.6)

for Kd(u) = K(u, u). In particular, we provide a characterization of the phase
transition in terms of the asymptotics of K(t, s) and exhibit a primitive form of
the so-called aging regime introduced in [8]. We begin by describing the case of
non-random modes and find, as we should, an absence of aging regime, that is,
at any positive temperature, the covariance K(t, s) approaches zero regardless of
the way the time parameters t and s go to infinity. Then, we study the instructive
and simple zero temperature model where we show that an aging phenomenon
occurs. Finally, we consider positive and random modes models where we show
that a dynamical phase transition occurs; for β < βc, the covariance decreases
exponentially in |t − s| regardless of the way the time parameters go to infinity,
whereas for β > βc, an aging phenomenon shows up.

3.2.1. Constant modes

We start with the case of constant (non-random) modes, or more generally, that of
σ = δ0. In this case, L(θ) = 1 and (3.5) leads to the following equation forKd(·),

Kd(t) = 1 +
∫ t

0
φ(Kd(τ))dτ ,

where φ(x) := β−1 − 2xf ′(x). With f strictly convex and super-linear it is easy
to see that for any β < ∞ there exists a unique positive point K∞ such that
φ(K∞) = 0. Furthermore, φ(x) < 0 for x > K∞ and φ(x) > 0 for x < K∞,
implying that Kd(t) → K∞ monotonically as t → ∞. In particular, Kd(·) is
bounded above by max(K∞, 1). The same applies for β = ∞ when f ′(0) ≤ 0
since then there exists a non negative K∞ such that K∞f ′(K∞) = 0 (where
K∞ = 0 when f ′(0) = 0).

If β = ∞ then K(t, s) = √
Kd(t)Kd(s) converges to K∞ independently of

the way (t, s) approach infinity (we do not expect convergence to zero since here
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all the randomness is in the initial conditions). Considering β < ∞, there exists
s0 = s0(β) <∞ large enough such that

inf
s≥s0

f ′(Kd(s)) ≥ (4βK∞)−1 := δβ > 0 ,

and then for all t ≥ s ≥ s0

K(t, s) = Kd(s)
√
R(s)√
R(t)

≤ max(K∞, 1)e−δβ(t−s) .

Thus, we see no phase transition in the dynamics, with the covariance K(t, s)
approaching zero exponentially in |t − s| for t, s large.

3.2.2. Random modes at zero temperature

In this subsection, we discuss the case where β = ∞ and λ∗ > 0 (so σ is any
probability measure with at most finitely many atoms, supported on [−λ∗, λ∗] and
positive in the sense of (H2)). Then, by (3.5),Kd(t) =L(2t)/R(t) is continuously
differentiable with

K ′
d(t) = φt (Kd(t)) (3.7)

for

φt (x) := 2x
(L′(2t)
L(2t)

− f ′(x)).
The positive solution K∞ of f ′(x) = λ∗ is unique (for f strictly convex, super-
linear such that f ′(0) ≤ 0). Moreover, standard Laplace method yields

lim
t→∞

L′(2t)
L(2t)

= λ∗ ,

so for any δ > 0 and t large enough, φt (x) > 0 for x < K∞− δ and φt (x) < 0 for
x > K∞ + δ. Thus, from (3.7) we see that Kd(t)→ K∞ as t → ∞. Recall that
by (3.5), for β = ∞,

K(t, s) =
√
Kd(t)Kd(s)

L(t + s)√
L(2t)L(2s)

Therefore, the asymptotic behavior ofK(t, s) depends on the asymptotic behavior
of L(·). Suppose for example that L(θ) ∼ bθ−qeλ∗θ for some q ≥ 0, finite b > 0
and large θ , where hereafter the notation f (·) ∼ g(·) means that f/g → 1. Let
also f ≈ g denote the case where f/g is bounded and bounded away from zero,
and t � s mean that t − s →∞. Then, we see that

K(t, s) ∼ K∞
for large t, s such that |t − s| = o(|t |) whereas for t − s � s � 1,

K(t, s) ≈ K∞
∣∣∣∣ t − ss

∣∣∣∣−
q
2

,

exhibiting an aging phenomenon when q > 0.
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3.2.3. Random modes at positive temperature

In the previous zero temperature model, we observed that the asymptotic behavior
of the Laplace transform L(θ) was at the heart of the simple aging phenomenon
encountered in SSSK. This is still the case when we consider positive temperature,
e.g. β <∞, with random modes λ∗ > 0 and f (x) = cx2/2. We shall also assume
here that the symmetric probability measure σ (of at most finitely many atoms,
supported on [−λ∗, λ∗] and positive in the sense of (H2)), is such that for some
q > 1 and finite b1 > 0

L(θ) ∼θ↑∞ b1θ
−qeλ

∗θ . (3.8)

Observe that this assumption is equivalent to (c.f. [6, Theorem 1.7.1’])

σ([λ∗ − x, λ∗]) ∼x↓0
b1x

q

C(q + 1)
(3.9)

in view of the integration by parts formula

e−λ
∗θL(θ) = θ

∫ 2λ∗

0
e−xθσ ([λ∗ − x, λ∗])dx + e−2λ∗θ .

The assumption that q > 1 is needed to insure that L(λ∗) < ∞, resulting by
Theorem 3.1 with a static phase transition at βc ∈ (0,∞) of (3.2). For example, the
semicircular law that corresponds to the SSSK model with independent Gaussian
coupling satisfies (3.8) (alternatively, (3.9)), for q = 3/2.

Our assumption (3.8) yields the following asymptotic behavior of K(t, s) for
t ≥ s � 1, in which we clearly see the appearance of one aging regime at β > βc.

Proposition 3.2. For any β ∈ (0, βc) and δβ < (sβ − λ∗), there exists C = Cβ <
∞ such that for all (t, s),

K(t, s) ≤ Ce−δβ |t−s| . (3.10)

In contrast, for β = βc, q �= 2, and t � s � 1, we have the polynomial decay

K(t, s) ≈
{
(t − s)1−q for t/s bounded
s1−ψq/2
tq−ψq/2 otherwise ,

(3.11)

where ψq = max(2 − q, 0). When β > βc we get that

K(t, s) ≈ (s/t)q/2 , (3.12)

so K(t, s)→ 0 if and only if t/s →∞.

Proposition 3.2 is a direct consequence of the next lemma,

Lemma 3.3. Let ψ = 0 for β < βc, ψ = ψq for β = βc, q �= 2, and ψ = q for
β > βc. Then, for sβ of Theorem 3.1 and some Cq,β ∈ (0,∞),

R(x) ∼x↑∞ Cq,βx
−ψe2sβx . (3.13)
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Indeed, plugging our assumption (3.8) and the estimate (3.13) into (3.5), yields
after some computations the stated bounds (3.10)–(3.12) of Proposition 3.2.

The case of β = βc and q = 2 can be similarly handled, at the cost of cumber-
some notations and proof, resulting with xψ replaced by log x in (3.11) and (3.13).
For simplicity, we shall not do so here.

The proof of Lemma 3.3 follows from the observation that (3.5) gives an equa-
tion forRwhich leads to an explicit formula for the Laplace or the Fourier transform
of R. From the formula for the Laplace transform of R, one can deduce by Taube-
rian theorems the first order term in the asymptotics of R given in equation (3.13)
but not the polynomial second order term which is needed to conclude. Hence, one
needs to use the formula for the Fourier transform and proceed by use of complex
analysis. This proof is detailed in Section 7.

3.3. Absence of aging regime when starting from the top eigenvector

In case of (IC3) initial conditions, the limiting covariance function K(t, s) of the
Langevin dynamics (1.1) (or its diagonalized form (2.2)), is the unique solution of

K(t, s) = 1√
R(t)R(s)

(
eλ

∗(t+s) + β−1
∫ s

0
R(τ)L(t + s − 2τ)dτ

)
, (3.14)

where t ≥ s and L(·), R(·), Kd(·) are as introduced in (3.5).
In case λ∗ = 0 we recover the same solution as for (s3.5) so the analysis of

Section 3.2.1 applies here as well. In case β = ∞ the analysis of Section 3.2.2
applies here as well, but for q = 0, resulting with the absence of the aging regime.

Turning to deal with λ∗ > 0 and β < ∞, we make the same assumptions as
in Section 3.2.3, in particular assuming (3.8) holds for some q > 1. Adapting the
analysis to the setting of (3.14), we show in Section 7 that

Theorem 3.4. Let βc be as in (3.2). Then, (3.10) holds for any β ∈ (0, βc) (with
same choice of δβ ). In case of β = βc, q �= 2 and t � s � 1, we have a polynomial
decay of K(t, s) to zero, albeit with a power that is no longer that of (3.11). For
any fixed β > βc, regardless of the way in which t − s and s approach infinity,
K(t, s) → cEA := p(λ∗, β)/(2β) > 0. There is thus no aging regime for the
initial condition (IC3).

3.4. Dynamic phase transition for stationary initial conditions

We shall examine the dynamic phase transition for the diagonalized SDS (2.2) in
case of f (x) = cx2/2 and starting from the stationary initial conditions determined
by the mean field Gibbs measure (2.1). We assume as in Section 3.2.3 that β <∞,
λ∗ > 0, and that the symmetric probability measure σ satisfies (3.8) for some q > 1
and b1 ∈ (0,∞). Our main result is then,

Proposition 3.5. Under (H0), (H1) and (H2), for almost all λ the empirical mea-
sure ν̂NT converges in P(Cb([0, T ])) towards ν(w) = ∫

νλ(w)dσ(λ) where νλ is
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the law of the Ornstein-Uhlenbeck process{
dvt = (λ− sβ)vtdt + β−1/2dBt
Law of (v0) = γ2β(sβ−λ) ,

(3.15)

and the empirical covarianceKN converges in Cb([0, T ]2) towardsKinv(|t − s|),
where

Kinv(τ ) = 1

2β

[∫
(sβ − λ)−1e−(sβ−λ)τ dσ (λ)+ p(sβ, β)

]
. (3.16)

Recall that p(sβ, β) = 0 when β ≤ βc and p(sβ, β) > 0 otherwise (see (3.3)).
The solution of (3.16) undergoes a dynamical phase transition; below criticality,
cEA = 0 and the covarianceK(t, s) goes to zero exponentially fast as |t−s| → ∞,
whereas above criticality it converges to cEA = p(λ∗, β)/(2β) > 0. This is very
similar to (IC3) in which case also K(t, s)→ cEA for s →∞ and (t − s)→∞.
Here, as in the case of (IC3), there is no aging phenomenon.

Proof. By Theorems 2.2 and 3.1 we have that f ′(uβ) = cuβ = sβ , αβ = β and
ρβ = 1

2 − βsβ , with π∗(λ, v) = γ2β(sβ−λ)(v)⊗ σ(λ). It is thus easy to check that

cEA := uβ −
∫
v2dπ∗(λ, v) = sβ

c
− 1

2β

∫
(sβ − λ)−1dσ(λ) = 1

2β
p(sβ, β),

and in view of (3.9),∫
v2e−2(sβ−λ)t dπ∗(λ, v) = 1

2β

∫
e−2(sβ−λ)t (sβ − λ)−1dσ(λ)

= β−1
∫ ∞

t

e−2sβθL(2θ)dθ .

Since p(sβ, β) = 0 whenever sβ �= λ∗, also

e−2sβ tL0(2t) = β−1
[∫ ∞

t

e−2sβθL(2θ)dθ + 1

2
p(sβ, β)

]
= Kinv(2t) , (3.17)

resulting with

e−2sβ tL0(2t)+ β−1
∫ t

0
e−2sβθL(2θ)dθ =L0(0) (3.18)

independently of t . Note that in Theorem 2.3, Kd(0) = K(0, 0) = L0(0) = uβ
for (IC4), with the expression of (3.18) being the value of K(t, t) obtained upon
setting f ′(Kd(t)) = f ′(uβ) = sβ in (2.16). Thus, the unique solution of (2.16)
under (IC4) corresponds toKd(t) = uβ for all t . The dynamics (3.15) for νλ is then
merely (2.15) of Theorem 2.3. Moreover, setting t = s + τ > s and Kd(t) = uβ
in (2.16), we have by (3.18) that

K(s + τ, s) = e−2sβ (s+τ/2)L0(2(s + τ/2))+ β−1
∫ s+τ/2

τ/2
e−2sβθL(2θ)dθ

= e−sβτL0(τ ) = Kinv(τ )
thus yielding (3.16). � 
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3.5. The convergence of K(s + τ, s) to Kinv(τ )

We shall examine next the convergence ofK(s+τ, s) of (2.16) toKinv(τ ) of (3.16)
as s →∞.

Proposition 3.6. Suppose f (x) = cx2/2, β < ∞, λ∗ > 0 and the symmetric
probability measure σ satisfies (3.8) for some q > 1 and b1 ∈ (0,∞). Then, the
unique solutionK(t, s) of (2.16) for (IC1), (IC2) or (IC3) is such that for all τ > 0,

lim
s→∞K(s + τ, s) = Kinv(τ ) (3.19)

Proof . Note that for all three initial conditions, it follows from (2.16) that

Kd(s + τ

2
)R(s + τ

2
)−K(s + τ, s)

√
R(s)R(s + τ)

= β−1
∫ τ/2

0
R(s + τ

2
− θ)L(2θ)dθ

forR(·) of (3.6). With r1(t, θ) := √
R(t)R(t + θ)/R(t+ θ

2 ) and r2(t, θ) := R(t−
θ)/R(t) we thus have that

K(s + τ, s) = 1

r1(s, τ )

[
Kd(s + τ

2
)− β−1

∫ τ/2

0
r2(s + τ

2
, θ)L(2θ)dθ

]
.

Fixing τ ≥ 0, it follows from (3.13) and (7.37) that r1(s, τ ) → 1 and r2(s +
τ
2 , θ) → e−2sβθ as s → ∞, uniformly in θ ∈ [0, τ/2]. Moreover, an analysis
similar to that done when proving Lemma 3.3 and Theorem 3.4 shows thatKd(x) =
R′(x)/(2cR(x))→ uβ as x →∞. Therefore, by (3.17) and (3.18)

lim
s→∞K(s + τ, s) = uβ − β

−1
∫ τ/2

0
e−2sβθL(2θ)dθ = Kinv(τ ) ,

for all three initial conditions, as stated. � 

3.6. Limiting behavior of the centered covariance KN

Until now, we have studied the asymptotic behavior of

KN(t, s) = 1

N

N∑
i=1

vit v
i
s =

1

N

N∑
i=1

uitu
i
s,

with (ui)1≤i≤N being the solution of (1.1), and called it empirical covariance even
though this covariance should rather be given by

KN(t, s) = KN(t, s)−mN(t)mN(s), mN(t) := 1

N

N∑
i=1

uit .

The next proposition shows that starting from (IC1)–(IC4), the centered covariance
KN converges and its limit has the same long time behavior as that ofK of Theorem
2.3.
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Proposition 3.7. Assume (H0), (H1) and (H2). Starting the SDS (1.1) with either
(IC1), (IC3) or (IC4), for almost all λ the centered covariance KN(t, s) of (1.6)
converges almost surely to the correspondingK(t, s) of (2.16), uniformly in (t, s) ∈
[0, T ]2. Further, in case of (IC2), for i.i.d. initial conditions, that is, where u0 has
law µ⊗N , we have that a.s. and uniformly in (t, s) ∈ [0, T ]2,

lim
N→∞

KN(t, s) = K(t, s)− (
∫
xdµ(x))2

L(t)L(s)√
R(t)R(s)

. (3.20)

Remarks. Recall that our assumption (3.8) implies the convergence of L(t)L(s)/
L(t + s) to zero when t ∧ s →∞. Thus,K(t, s) of (3.5) dominates the right hand
side of (3.20) for large t ∧ s, or in other words, limN→∞KN(t, s) then behaves as
K(t, s) = limN→∞KN(t, s).

Proof . Let 1I denote the N -dimensional vector (1, . . . , 1) and s := N−1/2G1I
which follows the uniform law on the unit sphere in RN . Recall that ut = G∗vt
for the solution vt of the diagonalized SDS (1.3), hence mN(t) = N−1/2〈s,vt 〉.
Note that under our assumptions, B· and D of (1.3) are independent of G, as is v0,
at least for (IC1), (IC3) and (IC4). Thus, for these initial conditions and each fixed
t ∈ [0, T ], the random vectors s and vt are independent. Consequently, the law of
mN(t) is then the same as that of N−1/2g1|vt |/|g| where g is independent of vt
and follows the standard centered Gaussian law γ⊗N . With KN(t, t) = N−1|vt |2
it follows that for every δ > 0, and r <∞,

P(|mN(t)| > δ) ≤ P(KN(t, t) > r)+ P(g2
1 > δ

2r−1
N∑
i=2

g2
i ) .

Note that P(KN(t, t) > r)→ 0 exponentially in N whenever r > K(t, t), by the
LDPs of Theorem 2.4. Since the same applies for P(g2

1 > δ
2r−1 ∑N

i=2 g
2
i ), the a.s.

convergence of mN(t) to zero follows by the Borel-Cantelli lemma. We thus see
that for (IC1), (IC3), (IC4) and each (t, s) ∈ [0, T ]2, almost surely,

lim
N→∞

KN(t, s) = lim
N→∞

KN(t, s) = K(t, s) . (3.21)

We turn to deal with (IC2) in the special case where u0 has law µ⊗N (and∫
exp(ηx2)dµ(x) <∞ for some η > 0). Solving (1.1) it is easy to check that,

mN(t) = 1

N
√
RN(t)

〈etJ1I,u0〉 + 1

N
√
βRN(t)

∫ t

0

√
RN(s)〈e(t−s)J1I, dW s〉

(3.22)

where RN(s) := exp(2
∫ s

0 f
′(KN(u, u))du). We next show that the second term

in the right hand side of (3.22) converges a.s. to zero, that is, for each t ∈ [0, T ],

|mN(t)− RN(t)− 1
2VN(t)| → 0 a.s. (3.23)
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where VN(t) := N−1〈etJ1I,u0〉. To this end, consider the martingales

u �→ YN(u) := N−1
∫ u

0

√
RN(s)〈e(t−s)J1I, dW s〉

at the stopping times

τMN = inf{s ≥ 0 : RN(s) ≥ eMs} ∧ T
for someM > 2 supt∈[0,T ] f

′(K(t, t)). By the Burkholder-Davies-Gundy inequal-
ity (c.f. [19, Theorem 3.3.28]), for some A <∞ and all δ > 0,

P

 sup
u∈[0,τMN ]

|YN(u)| > δ
 ≤ 2

δ4
E[( sup

u∈[0,τMN ]

YN(u))
4] ≤ A

δ4
E[(〈YN 〉τMN )

2]

≤ AT

δ4N2
e2MT+4T λ∗N .

Recall that almost surely RN(s)→ R(s) uniformly in s ∈ [0, T ] (by the LDPs of
Theorem 2.4 and the Lipschitz continuity of f ′). Hence, by the choice ofM , almost
surely τMN ≥ t for all N large enough, yielding by the Borel-Cantelli lemma that

lim sup
N→∞

|YN(t)| ≤ lim sup
N→∞

sup
u∈[0,τMN ]

|YN(u)| = 0. (3.24)

With RN(t)→ R(t) > 0, we thus get (3.23) by combining (3.22) and (3.24).
Continuing from (3.23) and fixing J , note that

E(VN(t)) =
∫
xdµ(x)N−1〈1I, etJ1I〉 =

∫
xdµ(x)

N∑
i=1

s2
i e
tλi

where s = (s1, . . . , sN ) follows the uniform law on the unit sphere of RN , inde-
pendently of the eigenvalues (λ1, . . . , λN) of J. Applying Theorem 5.4 for ν0 = γ ,
it follows by the contraction principle that almost surely,

lim sup
N→∞

sup
t∈[0,T ]

|N−1
N∑
i=1

g2
i e
tλi −L(t)| = 0 ,

where g = (g1, . . . , gN) follows the standard centered Gaussian law γ⊗N , in-
dependently of the eigenvalues of J. Hence, the representation s = g/|g| results
with

lim sup
N→∞

sup
t∈[0,T ]

|E(VN(t))−
∫
xdµ(x)L(t)| = 0 , (3.25)

for almost every J. Considering VN(t) − E(VN(t)) amounts to centering µ, that
is, assuming

∫
xdµ(x) = 0. In this case, the independence of (ui0)1≤i≤N and

(H1) imply that for some B <∞ and any fixed t ∈ [0, T ] and J ,

E[(N−1〈etJ1I,u0〉)4] ≤ B

N2

∫
x4dµ(x)e4tλ∗N ,
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hence by the Borel-Cantelli lemma, for each t ∈ [0, T ], almost surely, N−1〈etJ1I,
u0〉 → 0.

Combining this, the convergence results RN(t)→ R(t) and (3.23), (3.25), we
see that for each t ∈ [0, T ], almost surely,

lim
N→∞

mN(t) =
∫
xdµ(x)L(t)/

√
R(t) .

Clearly it then follows that (3.20) holds for each (t, s) ∈ [0, T ]2.

Finally, recall that by Theorem 2.4, up to a null set N0 of J values, the func-
tions KN are exponentially tight on C([0, T ]2,R). Since |mN(t) − mN(s)|2 ≤
KN(t, t)+KN(s, s)−2KN(t, s) andmN(t)2 ≤ KN(t, t), the Arzela-Ascoli’s the-
orem results with the exponential tightness ofmN onC([0, T ],R), for all J /∈N0.
Fix J /∈N0∪N1, whereN1 denotes the null set of J such thatmN(t)→ m(t) for
all J /∈N1 and each rational t ∈ [0, 1]. Then, the exponential tightness ofmN im-
plies that almost surely it has a limit pointm′

J (·) ∈ C([0, T ],R)with respect to the
uniform convergence. Moreover, m′

J (t) = m(t) for each rational t ∈ [0, 1], hence
m(·) is the only possible limit point of mN(·). Consequently, the a.s. convergence
results (3.20) and (3.21) hold uniformly in (t, s) ∈ [0, T ]2. � 

4. Proof of Theorem 2.2

The spherical constraint induced by the super-linear f insures that the covariance
N−1 ∑N

i=1 v
2
i = ∫

x2dν̂N0 (x) is well controlled, but it can not insure a quasi-
continuity of the map µ �→ ∫

x2dµ(x) under µNλ . For this reason, it is not possible
to derive Theorem 2.2 as a contraction from the much simpler quenched LDP for
the empirical measure.

The next lemma, providing the LDP for YN0 under the Gaussian measure γ⊗N
is the key to the proof of Theorem 2.2.

Lemma 4.1. Under (H0) and (H1), for almost all λ, the law of YN0 under γ⊗N sat-

isfies a LDP with GRF K(u, v, µ), whereas the law of (N−1 ∑N
i=1 v

2
i , N

−1 ∑N
i=1

λiv
2
i ) under γ⊗N satisfies the LDP with GRF k(u, v).

We wish to apply Gärtner-Ellis theorem to prove Lemma 4.1. However, because
this theorem requires the essential smoothness of certain limiting logarithmic mo-
ment generating functions, we first consider the case where σ̂ N are supported on
the same finite, non-random set (and hence so is σ ), then relax this assumption on
the joint law of λ by the use of exponentially good approximations. The following
simple lemma is key to the success of this program, which we follow in all the
LDPs proved in this article.

Lemma 4.2. Let J denote the finite set of jump discontinuity points of a given
piecewise constant function φ : R → R. If (H0) holds for σ̂ N and σ such that
σ(J) = 0, then it holds for σ̂ N ◦ φ−1 and σ ◦ φ−1.
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Proof . Suppose that µn → σ in P(R). Then, by the Portmanteau theorem
µn(I) → σ(I) for any interval I such that σ(∂I) = 0. Since σ(J) = 0 this
applies to the finitely many intervals {Ij } in the partition φ−1 of R, resulting with

µn ◦ φ−1 =
∑
j

µn(Ij )δφ(Ij ) →
∑
j

σ (Ij )δφ(Ij ) = σ ◦ φ−1 . (4.1)

Thus, σ̂ N → σ a.s. implies σ̂ N ◦ φ−1 → σ ◦ φ−1 a.s. � 

Proof of Lemma 4.1. First, we assume that σ̂ N are supported on the same finite,
non-random set for all N , and by (H1) so is their limit σ . Since σ({λ∗}) > 0
and σ({−λ∗}) > 0, under (H0) and (H1), we may and shall take the sequence
λ = (λi)1≤i≤N in a subset I of full probability such that σ̂ N → σ and λ∗ =
maxNi=1 λi = −minNi=1 λi for allN large enough. ForV ∈ Cb(R2) and (ρ, α) ∈ R2

let

ψ(λ) := log
∫
eV (λ,w)+(αλ+ρ)w

2
dγ (w)

and consider the Laplace transforms

4N(ρ, α, V ) := 1

N
log

[∫
exp

( N∑
i=1

V (λi, vi)+ α
N∑
i=1

λiv
2
i + ρ

N∑
i=1

v2
i

)

×
N∏
i=1

dγ (vi)

]
= 1

N

N∑
i=1

ψ(λi) =
∫
ψ(λ)dσ̂N(λ) .

Since ψ(λ) = ∞ iff αλ + ρ ≥ 1/2, it follows that on I and all N large enough,
4N(ρ, α, V ) is finite iff |α|λ∗ + ρ < 1/2. For such (ρ, α), by dominated conver-
gence we see that ψ ∈ Cb([−λ∗, λ∗]), hence

4(ρ, α, V ) := lim
N→∞

4N(ρ, α, V ) = lim
N→∞

∫ λ∗

−λ∗
ψ(λ)dσ̂N(λ) =

∫
ψ(λ)dσ(λ)

(4.2)

exists and is finite. Obviously, 4(ρ, α, V ) := ∫
ψ(λ)dσ(λ) is infinite whenever

|α|λ∗ + ρ ≥ 1/2 (recall that σ({λ∗}) > 0 and σ({−λ∗}) > 0). Using dominated
convergence it is easy to check that the function (ρ, α, t) �→ 4(ρ, α,

∑
i tiVi) is

continuous everywhere and differentiable wherever it is finite, thus being essentially
smooth for any fixed Vi ∈ Cb(R

2). Combining the Gärtner-Ellis theorem with
projective limits for Y = R2 ×Cb(R2) (see [15, Corollary 4.6.11(a)]), we deduce
that YN0 satisfies the LDP in Y′ with the convex GRF

K(u, v, τ ) = sup
(ρ,α,V )∈Y

{〈V, τ 〉 + ρu+ αv −4(ρ, α, V )} . (4.3)
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Note that for any V ∈ Cb(R2) and any σ ∈ P(R)

4(0, 0, V ) :=
∫ (

log
∫
eV (λ,w)dγ (w)

)
dσ(λ)

= sup
{µ∈P(R2):µ1=σ }

[ ∫
V dµ− I (µ|σ ⊗ γ )

]
(4.4)

(see [15, Lemma 6.2.13] for a similar computation). Let I0(µ) = I (µ|σ ⊗ γ )

when µ ∈ P(R2) is such that µ1 = σ and I0(τ ) = ∞ for any other τ ∈ Cb(R2)′.
Then, I0(·) is a convex GRF on Cb(R2)′ (for example, this follows from [15,
Lemma 6.2.12]). Moreover, by (4.3), (4.4) and Fenchel duality

K(u, v, τ ) ≥ sup
V∈Cb(R2)

{〈V, τ 〉 −4(0, 0, V )
} = I0(τ )

(see [15, Lemma 4.5.8]), is infinite whenever τ /∈ P(R2), allowing us to consider
hereafter all LDPs in the space X := R2 ×P(R2). The space X is metrizable by
the metric d(·, ·) such that for any (x, y) ∈ X2

d(x, y) = |x1 − y1| + |x2 − y2| +D(x3, y3) (4.5)

where | · | is the standard Euclidean distance on R and

D(p, q) := sup{|
∫
φdp −

∫
φdq| : sup

z
|φ(z)| ≤ 1,

sup
y �=z

|φ(z)− φ(y)|/|z− y| ≤ 1}

To remove the assumption that σ̂ N and σ are supported on the same non-random
finite set, we proceed by constructing exponentially good approximations of YN0 in
(X, d), as follows. Letφm : R → R,m ∈ N, be piecewise constant, monotone non-
decreasing functions and denote Jm the finite set of jump discontinuity points of
φm : R → R,m ∈ N. Since σ has finitely many atoms, we may and shall consider
such a sequence φm for which φm(x) = −φm(−x), φm(λ∗) ≤ λ∗, λ∗ /∈ Jm,
−λ∗ /∈ Jm, σ(Jm) = 0 and

sup
|x|≤λ∗+1

|φm(x)− x| ≤ m−1 , (4.6)

for allm. Lettingλmi = φm(λi) andλ∗m = φm(λ∗) the condition (H1) then obviously
holds for λm, whereas by Lemma 4.2, the empirical measures σ̂ N ◦φ−1

m of {λmi }Ni=1
converge a.s. to σ ◦ φ−1

m as N →∞. Thus, by the above proof we deduce that for
any m, the sequence

Y
N,m
0 :=

(
1

N

N∑
i=1

v2
i ,

1

N

N∑
i=1

λmi v
2
i ,

1

N

N∑
i=1

δλmi ,vi

)
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satisfies the LDP in X with some convex GRF Km(u, v, µ). Note that for a.e. λ
and all N large enough, by (H1) and (4.6),

d(Y
N,m
0 , YN0 ) ≤ N−1

N∑
i=1

|λmi − λi |(1 + v2
i ) ≤ m−1N−1

N∑
i=1

(1 + v2
i )

where d is chosen as in (4.5). Therefore, for all δ > 0, r < 1/2 and a.e. λ

lim sup
N→∞

1

N
log P(d(Y

N,m
0 , YN0 ) ≥ δ)

≤ r + log
∫
erw

2
dγ (w)−mrδ→m→∞ −∞ ,

implying that YN,m0 are exponentially good approximations of YN0 .

Recall that (4.4) implies that the empirical measures N−1 ∑N
i=1 δλi ,vi satisfy

the LDP in the Polish space P(R2) with the GRF I0(µ) (even when σ is not
supported on a finite discrete set). Therefore, theseP(R2)-valued random variables
are exponentially tight (see for example [21, Lemma 2.6]). The two covariance terms
N−1 ∑ v2

i andN−1 ∑ λiv
2
i have finite exponential moments, hence it follows that

YN0 is also exponentially tight inX. From this and [15, Theorem 4.2.16(a)] it follows
that YN0 satisfies the LDP in (X, d) with the GRF

K(x) = sup
η

lim
m↑∞

inf
{y:d(x,y)<η}

Km(y) . (4.7)

Since Km(·) are convex for all m and (x, y) �→ d(x, y) : X2 → R is convex (see
(4.5)), it is easy to check that necessarily K(·) is also convex on X. To identify
this convex GRF we shall apply Proposition 6.4 for c : R2 → R2 such that
c(λ, v) = (v2, λv2). To this end, by Lemma 6.5, it suffices to check that ψ(λ) is
bounded on [−λ∗ − δ, λ∗ + δ] for some δ = δ(p, ρ, α) > 0 whenever V = 0
and 4(pρ, pα, 0) < ∞ for some p > 1. The latter condition is equivalent to
|α|λ∗ + ρ < 1/2, in which case ψ(λ) = −0.5 log(1 − 2(αλ + ρ)) is indeed
bounded on [−λ∗ − δ, λ∗ + δ] for some δ > 0. Hence, the convex GRF of the LDP
for YN0 is

K(u, v, µ) = I0(µ)+ F(u−
∫
w2dµ(λ,w), v −

∫
λw2dµ(λ,w))

for µ such that I0(µ) <∞ and infinite otherwise, where

F(a, b) = sup
{ρ,α:|α|λ∗+ρ<1/2}

{ρa + αb} = sup
{ρ,α:|α|λ∗+ρ≤1/2}

{ρa + αb} . (4.8)

It is easy to check that F(a, b) = a/2 when a ≥ |b|/λ∗ (with 0/0 = 0), and
F(a, b) = ∞ otherwise, leading to the formula (2.11) for K.

Note that (N−1 ∑N
i=1 v

2
i , N

−1 ∑N
i=1 λiv

2
i ), satisfies the LDP in R2 with the

convex GRF of (6.17), by the above application of Lemma 6.5. For |α|λ∗ + ρ <
1/2, the function L(ρ, α) of (2.7) equals 4(ρ, α, 0), hence the continuity of t �→
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L(tρ, tα) as t ↑ 1/(2|α|λ∗ +2ρ) > 0 results with this GRF being given by k(u, v)
of (2.6). � 
Proof of Theorem 2.2. By (H1), the LDP of Lemma 4.1 may and shall be consid-
ered without loss of generality to hold in the closed subset X̃ = {(u, v, µ) : |v| ≤
(λ∗ + 1)u, µ ∈ P(R)} of X in which YN0 is for a.e. λ and all N large enough (see
[15, Lemma 4.1.5(b)]). Since f is super-linear, h(u, v, µ) = h(u, v) of (2.5) is con-
tinuous and bounded above on X̃. So, withZNλ = ∫

exp(Nh(YN0 (λ,v)))γ
⊗N(dv),

by Varadhan’s lemma for a.e. λ

Fβ = lim
N→∞

1

N
logZNλ = sup

(u,v,µ)∈X̃
{h(u, v)−K(u, v, µ)} (4.9)

exists, is finite, and by Lemma 4.1 can also be written as (2.8). Moreover, for all
M ∈ Cb(X̃),

lim
N→∞

1

N
log

∫
eNM(Y

N
0 (λ,v))µNλ (dv) = sup

(u,v,µ)∈X̃
{M(u, v, µ)−H0(u, v, µ)} ,

(4.10)

with H0(u, v, µ) given by (2.10) (see [15, Theorem 4.3.1]). Since H0 = K −
h+ Fβ is a GRF, the LDP for YN0 under µNλ with this GRF thus follows (see [15,
Theorem 4.4.13]).

Assume hereafter that f is strictly convex. Then, the GRFH0 is strictly convex
in (u, µ) wherever it is finite (by the strict convexity of I (·|σ ⊗ γ ) and f (·)). In
particular, the supremum in (4.9) is finite and is obtained at a unique (uβ, π∗).
The set S := {v : π∗ ∈ A(uβ, v)} is a non-empty, bounded, closed interval on
which K(uβ, ·, π∗) is a finite constant, while K(uβ, v, π

∗) = ∞ for v /∈ S.
With v �→ h(uβ, v) strictly increasing, the unique solution of H0(·) = 0 is at
(uβ, vβ, π

∗) for vβ = sup{v : v ∈S}. Since k(u, v) = infµK(u, v, µ) it follows
that (uβ, vβ) is also the unique minimizer in (2.8) and π∗ is the unique probability
measure for which K(uβ, vβ, π

∗) = k(uβ, vβ).
For λ∗ > 0, by (2.11), ifµ ∈A(u, v) for u ≤ |v|/λ∗, thenµ({w = 0}) > 0 for

which I (µ|σ ⊗ γ ) = ∞, or else, either µ({λ = λ∗}) = 1 or µ({λ = −λ∗}) = 1,
in contradiction with the definition of λ∗ > 0 such that σ([−a, b]) < 1 whenever
a ∧ b < λ∗. Consequently, |vβ | < λ∗uβ . Then, for |α|λ∗ + ρ ≤ 1/2

αvβ + ρuβ − L(ρ, α)
≤ |vβ |

2λ∗
+ ρ(uβ − |vβ |/λ∗)+ 1

2
log(2 − 4ρ)→ρ→−∞ −∞

and by lower semi-continuity of L(·), there exist conjugate exponents (ρβ, αβ)
achieving the supremum in k(uβ, vβ) (and such exponents are unique by the strict
convexity of L(·) wherever finite). Note that ρβ = 1/2 − |αβ |λ∗ is at all possible
only if σ({λ∗}) = 0 and αβ > 0 or σ({−λ∗}) = 0 and αβ < 0. By Fubini’s
theorem, for such σ and (ρ, α), as well as whenever |α|λ∗ + ρ < 1/2,

dµρ,α(λ,w) := (2π)−1/2(1 − 2(αλ+ ρ))1/2e−(1−2(αλ+ρ))w2/2dwdσ(λ)

= γ1−2(αλ+ρ)(dw)dσ(λ) , (4.11)
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is in P(R2) with µρ,α1 = σ . For such (ρ, α), if I (µ|σ ⊗ γ ) < ∞, µ1 = σ and
µ �= µρ,α , then

I (µ|σ ⊗ γ )−
∫
(αλ+ ρ)w2dµ+ L(ρ, α) = I (µ|µρ,α) > 0 . (4.12)

Consequently, if µ1 = σ and µ �= µρβ,αβ then (see (4.8)),

K(uβ, vβ, µ) = I (µ|σ ⊗ γ )+ sup
{ρ,α:|α|λ∗+ρ≤1/2}

αvβ + ρuβ −
∫
(αλ+ ρ)w2dµ

> αβvβ + ρβuβ − L(ρβ, αβ) = k(uβ, vβ) .
Since K(u, v, µ) = ∞ when µ1 �= σ , it follows that π∗ = µρβ,αβ as stated.

If λ∗ = 0 then σ = δ0. By (2.11), H0(u, v, µ) = ∞ except when v = 0,
u > 0 and µ1 = σ , in which case H0(u, v, µ) = ∫

Hu(µ2|1)dσ + κg(u) for the
GRFsHu(·) of (6.19) and κg(u) := 0.5(u− 1− log u). It is easy to check that γ1/u
is the unique minimizer of Hu(·) for any u > 0, leading to k(u, 0) = κg(u). The
unique minimizer of κg(u) − h(u, 0) is uβ > 0, the unique solution of uf ′(u) =
1/(2β). � 

5. LDPs for the dynamics (2.2)

In this section, we study the Langevin dynamics of (2.2) starting from (IC1), (IC2),
(IC3) or (IC4). Hereafter, we use W to denote the law of a standard Brownian
motion B[0,T ] and allow for any β ∈ (0,∞]. The main difficulty in our program
is to deal with the non-continuity of the map µ �→ ∫

x2dµ(x) in the Cb-topology.
Consequently, it is not enough to prove the LDP only for the path empirical measure
ν̂NT of (2.3). We are forced to prove instead the LDPs for the couple (KN, ν̂NT ),
where the (empirical) covariance term KN of (2.4) is considered an element of
Cb([0, T ]2). More precisely, letting

π̂NT = 1

N

N∑
i=1

δλi ,vi[0,T ]
, (5.1)

we shall prove in this section that:

Theorem 5.1. Under (H0), (H1) and (H2), starting from (ICi)1≤i≤4 initial condi-
tions, the couple (KN, π̂NT ) satisfies an a.s. quenched LDP inCb([0, T ]2)×P(R×
Cb([0, T ])) with GRF

Hi
T (K, π) := inf

{
I iT (C, µ) : K = FP 1

T (C), π = FP 2
T (C, µ)

}
.

The functions (FP 1
T , FP

2
T ) are described in Theorem 5.3. The GRFs I 1

T , I 2
T , I 3

T

and I 4
T are described in Theorems 5.4, 5.7, 5.8 and 5.9, respectively.

From this theorem, we deduce the following convergence result (in particular,
implying Theorem 2.4).
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Corollary 5.2. Under (H0), (H1) and (H2), starting from (ICi)1≤i≤4 initial con-
ditions, (KN, π̂NT ) converges almost surely towards the corresponding (K, π)with
π(λ,w) = νλ(w)⊗ σ(λ) and νλ,K described in Theorem 2.3.

Proof . By Theorem 5.1 it suffices to check that each of the GRF Hi
T , i =

1, 2, 3, 4, admits a unique minimizer corresponding to (K, π) described above.
By part (c) of Theorem 5.3 this amounts to checking that (C∗, µ∗T ) are the unique
minimizers of the GRF I iT , i = 1, 2, 3, 4, for C∗ of (5.5) and µ∗T = σ ⊗ ν0 ⊗W.
Indeed, by Theorem 5.4 the unique minimizer of the GRF I 1

T is (
∫
cT dµ

∗
T , µ

∗
T )

and it is easy to check that C∗ = ∫
cT dµ

∗
T in case of (IC1). The GRF I 2

T and I 3
T are

obtained as contractions in Theorems 5.7 and 5.8, respectively, with I 4
T obtained in

Theorem 5.9 via Varadhan’s lemma. The unique minimizers are identified there to
be the couples (C∗, µ∗T ) corresponding to (IC2), (IC3) and (IC4), respectively. � 

We also show in this section that for all four initial conditions, (KN, π̂NT ) satisfy
the annealed LDP on Cb([0, T ]2)×P(R × Cb([0, T ])) with the same GRF as in
Theorem 5.1, provided (H0) and (H1) are replaced by the following stronger
assumptions.

(H0a) The sequence σ̂ N satisfies the LDP in P(R) with speedN and trivial GRF
which is zero at the compactly supported σ with finitely many atoms and +∞
elsewhere.

(H1a) For some finite integer N0

P( sup
N≥N0

N
max
i=1

|λi | ≤ λ∗) = 1.

The proof of Theorem 5.1 is based on the contraction principle. Namely, we
shall first prove in Section 5.1 that (KN, π̂NT ) is a continuous function of the sim-
pler object (CN, µ̂NT ) (typically, corresponding to independent variables). We then
derive LDPs for (CN, µ̂NT ) under different initial conditions, considering (IC1) in
Section 5.2, (IC2) in Section 5.3, (IC3) in Section 5.4, and finally, (IC4) in Section
5.5.

5.1. The contraction

To state our contraction result, let us first introduce some notations. Given T > 0,
let �T := R2 × Cb([0, T ]) and XT := Cb([0, T ]3,R9), both endowed with the
uniform (supremum-norm) topology,QT := P(�T ) endowed with theCb-topology
and YT = XT ×QT endowed with the corresponding product topology. Note that
cT : �T → XT defined for (u, v,w) ∈ [0, T ]3 as

cT (λ, v0, B·)(u, v,w) :=
(
v2

0λ
kewλ, β−1/2Buv0λ

kewλ, β−1BuBvλ
kewλ,

k = 0, 1, 2
)
, (5.2)
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is a continuous mapping. With the free path empirical measure

µ̂NT := 1

N

N∑
i=1

δλi ,vi0,B
i
[0,T ]

(5.3)

in QT , it follows that the corresponding empirical covariance

CN :=
∫
cT (λ, v0, B·)dµ̂NT (λ, v0, B·) = 1

N

N∑
i=1

cT (λi, v
i
0, B

i
· ) , (5.4)

is in XT for almost all v0, λ and the realization of B. Consequently, (CN, µ̂NT ) ∈
YT .

We are now in position to state the main result of this section.

Theorem 5.3. For f ′ uniformly Lipschitz, bounded below function on R+ and any
T <∞:
a) There exists a continuous map FP 1

T : XT → Cb([0, T ]2), such thatKN of (2.4)
can be expressed as

KN(s, t) = FP 1
T

(
CN

)
(s, t).

b) There exists a continuous map FP 2
T : YT → P(R × Cb([0, T ])) such that π̂NT

of (5.1) can be expressed as

π̂NT = FP 2
T

(
CN, µ̂NT

)
.

c) Define µ∗T := σ ⊗ ν0 ⊗W for ν0 of Theorem 2.3. Then, K = FP 1
T (C

∗) is the
unique solution of (2.16) when taking

C∗ := (L(k)
0 (w), 0, β−1(u ∧ v)L(k)(w), k = 0, 1, 2) (5.5)

and FP 2
T (C

∗, µ∗T ) is the law π(λ,w) defined in Corollary 5.2.

Proof . a). Let us denote Kd(t) := K(t, t) for K ∈ Cb([0, T ]2) and

Ft(K, λ) := f ′(Kd(t))− λ.

Note that (2.2) is equivalent to

vit = exp{−
∫ t

0
Fs(K

N, λi)ds}vi0

+β−1/2 exp{−
∫ t

0
Fs(K

N, λi)ds}
∫ t

0
exp{

∫ u

0
Fs(K

N, λi)ds}dBiu
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holding for i = 1, . . . , N , where the stochastic integral is against a previsible
process. Applying Ito’s formula gives

vit = exp{−
∫ t

0
Fs(K

N, λi)ds}vi0 + β−1/2Bit

−β−1/2
∫ t

0
BiuFu(K

N, λi) exp{−
∫ t

u

Fs(K
N, λi)ds}du. (5.6)

It follows from (5.6) that there exists a non-trivial mapMT : XT ×Cb([0, T ]2)→
Cb([0, T ]2) such that for any (s, t) ∈ [0, T ]2

KN(s, t) = MT
(
CN,KN

)
(s, t). (5.7)

To explicitly describeMT we denote the coordinates of C ∈ XT in accordance with
the coordinates of c of (5.2) as

C :=
(
C1,k(w),C2,k(u,w),C3,k(u, v,w), k = 0, 1, 2

)
and also use the notations S2 = {(1, 2), (2, 1)},

Hθ
τ (K) := exp(−

∫ θ

τ

f ′(Kd(ξ))dξ)

and

DHθ
τ (K) =

d

dτ
Hθ
τ (K) = f ′(Kd(τ)) exp(−

∫ θ

τ

f ′(Kd(ξ))dξ) .

In this context,D0H = H by definition. It is not difficult to check that (5.7) holds
for MT such that for (s1, s2) ∈ [0, T ]2, C ∈ XT and K ∈ Cb([0, T ]2),

MT (C,K)(s1, s2) = C1,0(s1 + s2)Hs1
0 (K)H

s2
0 (K)+ C3,0(s1, s2, 0)

+
∑
σ∈S2

H
sσ(2)
0 (K)C2,0(sσ(2), sσ(1))

+
∫ s1

0

∫ s2

0

∑
j,k=0,1

(−1)j+kC3,2−j−k(u, v, s1 + s2 − u− v)

DjHs1
u (K)D

kHs2
v (K)dudv

+
∑
σ∈S2

H
sσ(2)
0 (K)

∫ sσ(1)

0

∑
k=0,1

(−1)k+1C2,k(u, s1 + s2 − u)

D1−kH sσ(1)
u (K)du

+
∑
σ∈S2

∫ sσ(1)

0

∑
k=0,1

(−1)k+1C3,k(u, sσ(2), sσ(1) − u)

D1−kH sσ(1)
u (K)du. (5.8)
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For the purpose of studying the continuity properties of MT we may and shall
assume that f ′ ≥ 0 without loss of generality. In this case, for any 0 ≤ u ≤ t ≤ T
and K ∈ Cb([0, T ]2),

0 ≤ Ht
u(K) ≤ 1, and

∫ t

0
|DHt

u(K)|du ≤ 1 .

Moreover, because f ′ is Lipshitz and |e−x − e−y | ≤ |x − y| ∧ 1 for x, y ≥ 0, it
follows that

sup
τ≤θ

|Hθ
τ (K)−Hθ

τ (K̃)| ≤ ‖f ′‖L
∫ θ

0
|Kd(s)− K̃d(s)|ds ,

where ||f ′||L denotes the Lipschitz norm of f ′.
Furthermore, since |ze−x − we−y | ≤ |z − w| + |x − y|(ze−x + we−y) for any
x, y, z, w ≥ 0, it follows that

|DHθ
τ (K)−DHθ

τ (K̃)| ≤ ‖f ′‖L
[
|Kd(τ)− K̃d(τ )| + (DHθ

τ (K)+DHθ
τ (K̃))

×
∫ θ

0
|Kd(s)− K̃d(s)|ds

]
.

It is now an easy matter to deduce from (5.8) that there exists a finite constant
k(T , ||f ′||L) so that, for any C ∈ XT , any K, K̃ ∈ Cb([0, T ]2), and any S ≤ T ,

||MT (C,K)−MT (C, K̃)||S∞ ≤ k(T , ||f ′||L)||C||T∞
∫ S

0
||K − K̃||v∞dv. (5.9)

In the above inequality, || · ||S∞ denotes for a (vector valued) function on [0, T ]r ,
r = 1, 2, 3, the supremum norm over [0, S]r . It follows from (5.9) that the sequence
Kn+1 = MT (C,Kn), n ≥ 0, is such that

||Kn+1 −Kn||S∞ ≤ (k(T , ||f ′||L)||C||T∞S)n
n!

||K1 −K0||S∞ .

Hence, Kn → K∞ ∈ Cb([0, T ]2). By (5.9), the mapping K �→ MT (C,K) is
continuous on Cb([0, T ]2) so K∞ = MT (C,K∞) and by Gronwall’s lemma this
is the unique fixed point of MT (C, ·) in Cb([0, T ]2). Denoting K∞ := FP 1

T (C)

if follows that KN = FP 1
T (C

N). Let us tackle next the continuity of FP 1
T (·).

Considering again (5.8), one can find a finite constant C(T ) such that for any
(C, C̃) ∈ XT , any K̃ ∈ Cb([0, T ]2) and any S ≤ T ,

||MT (C, K̃)−MT (C̃, K̃)||S∞ ≤ C(T )||C − C̃||S∞. (5.10)

Applying (5.9) and (5.10) forK = FP 1
T (C) and K̃ = FP 1

T (C̃), Gronwall’s lemma
yields

||FP 1
T (C)− FP 1

T (C̃)||T∞ ≤ C(T )ek(T ,||f ′||L)T ||C||T∞||C − C̃||T∞
and therefore the continuity of FP 1

T (·).
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b). Recall that (5.6) implies that

vit = φ(KN, λi, vi0, Bi· )(t)

for φ : Cb([0, T ]2)× �T → Cb([0, T ]) such that

φ(K, λ, v0, B)(t) := β−1/2Bt + e−
∫ t

0 Fs(K,λ)dsv0

−β−1/2
∫ t

0
BuFu(K, λ)e

− ∫ t
u Fs(K,λ)dsdu.

Consequently,

π̂NT = ψ(KN, µ̂NT ) ,

where, by definition, for any h : R × Cb([0, T ]) → [−1, 1] of uniform Lipshitz
constant at most 1, ∫

h(λ, vt , t ≤ T )dψ(K,µ)(λ, v)
:=

∫
h(λ, φ(K, λ, v0, B)(t), t ≤ T )
dµ(λ, v0, B).

Fixing h as above, Kn → K in Cb([0, T ]2) and µn → µ in QT , let g(K, x) :=
h(λ, φ(K, x)) with x := (λ, v0, B) ∈ �T . Since x �→ φ(K, x) is continuous,
g(K, ·) ∈ Cb(�T ) implying that

∫
g(K, x)dµn(x)→

∫
g(K, x)dµ(x). By tight-

ness of {µn}, there exist compactsCη ⊂ �T such thatµn(Cη) ≥ 1−η for all n ≥ 1.
For any η > 0, the continuous mappingK �→ φ(K, x) is uniformly continuous on
Cη, so

lim sup
n→∞

|
∫
g(Kn, x)dµn(x)−

∫
g(K, x)dµn(x)|

≤ 2η + lim sup
n→∞

sup
x∈Cη

‖φ(Kn, x)− φ(K, x)‖ = 2η.

Consideringη ↓ 0, we see that
∫
h(λ, φ(Kn, x))dµn(x)→

∫
h(λ, φ(K, x))dµ(x)

for any h bounded and uniformly Lipschitz. Consequently,ψ(Kn,µn)→ ψ(K,µ)

in P(R × Cb([0, T ])). Thus, ψ : Cb([0, T ]2) × QT → P(R × Cb([0, T ])) is
continuous and π̂NT = FP 2

T (C
N, µ̂NT ) where

FP 2
T (C, µ) := ψ

(
FP 1

T (C), µ
)

is continuous.
c). Computing MT (C∗,K) of (5.8) for C∗ of (5.5) results after integration by
parts with the right-side of (2.16). Accordingly, FP 1

T (C
∗) equals K of (2.16). To

complete the proof, note thatψ(K,µ∗T ) is exactly the law π(λ,w) of Corollary 5.2
per given K and ν0. � 
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5.2. LDP of the free measure for initial conditions (IC1)

The goal of this part is to prove a LDP for the couple (CN, µ̂NT ) and the initial
conditions (IC1). To do so, we follow the program taken when proving Theorem 2.2.
That is, we combine the Gärtner-Ellis theorem and projective limits for σ composed
of finitely many atoms, using exponentially good approximations to establish the
LDP with a convex GRF in case of a general σ . For an explicit representation of
this GRF we then apply Proposition 6.4 relying upon the fact that µ̂NT is made
of the i.i.d. random variables (vi0, B

i· ) and the modes (λi)1≤i≤N whose empirical
measures converge to σ (super-exponentially inN , for the annealed case). We thus
derive the following result.

Theorem 5.4. Assuming (H0)–(H1) (or (H0a)–(H1a)) and (H2), the couple (CN,
µ̂NT ) satisfies a quenched (respectively, annealed) LDP in YT with respect to the
law σN of the modes, under the product law ν⊗N0 ⊗W⊗N for (v,B). The GRF
I 1
T (·) of this LDP is finite only for µ1 = σ and I (µ|σ ⊗ ν0 ⊗W) <∞ in which

case it is given by

I 1
T (C, µ) = I (µ|σ ⊗ ν0 ⊗W)+ F(C −

∫
cT dµ)

where F is some convex non-negative function such that F(x) > 0 for all x �= 0
and cT is the continuous mapping of (5.2).

To deal with the spherical law of (2.14), let ĝ(u) = g(u) − u/2 noting that
h(v) − ĝ(u) is continuous and bounded above on {(u, v) : |v| ≤ (λ∗ + 1)u}.
Hence, considering Theorem 5.4 for ν0 = γ and applying Varadhan’s lemma for
M(C, µ) − ĝ(C1,0(0)) + h(C1,1(0)), with M ∈ Cb(YT ) we get the following
corollary.

Corollary 5.5. If the law of v0 is given by (2.14) then assuming (H0)–(H1) (or
(H0a)–(H1a)) and (H2), the couple (CN, µ̂NT ) satisfies a quenched (respectively,
annealed) LDP in YT with respect to the law σN of the modes. The GRF for this
LDP is

I
sp
T (C, µ) := I 1

T (C, µ)+ ĝ(C1,0(0))− h(C1,1(0))

− inf
(C̃,µ̃)∈YT

{I 1
T (C̃, µ̃)+ ĝ(C̃1,0(0))− h(C̃1,1(0))}

where in I 1
T (·) we set ν0 = γ .

For the proof of Theorem 5.4 we need the following simple adaptation of Lemma
4.2.

Lemma 5.6. Let J denote the finite set of jump discontinuity points of a given
piecewise constant function φ : R → R. If (H0a) holds for σ̂ N and σ such that
σ(J) = 0, then it holds for σ̂ N ◦ φ−1 and σ ◦ φ−1.
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Proof . The proof of Lemma 4.2 shows that the mapping µ �→ µ ◦φ−1 : P(R)→
P(R) is continuous at σ . By (H0a) σ is the only point of finite rate for the LDP
of σ̂ N . The contraction principle thus implies that (H0a) applies to σ̂ N ◦ φ−1 and
σ ◦ φ−1 (for example, see [15, Remark (c), page 127]). � 

Proof of Theorem 5.4. Assuming (H0a)–(H1a) and (H2) we establish the an-
nealed LDP by:
1) Proving the LDP for µ̂NT in QT with the GRF I0(µ) = I (µ|σ ⊗ ν0 ⊗W) when
µ1 = σ and I0(µ) = ∞ otherwise.
2) Proving that CN is exponentially tight in XT , hence the couple (CN, µ̂NT ) is
exponentially tight in YT .
3) Combining the Gärtner-Ellis theorem and projective limits we show that the
couple (CN, µ̂NT ) satisfies the LDP inYT with a convex GRF whenever σ̂ N ,N ≥ 1
are supported on the same finite, non-random set, on which σ is strictly positive.
4) With D(·, ·) denoting the Wasserstein distance in QT and

‖C‖ := sup
u,v,w∈[0,T ]

‖C(u, v,w)‖ = sup
u,v,w∈[0,T ]

sup
j,k

|Cj,k(u, v,w)|

for C ∈ XT , it is easy to check that

d((C, µ), (C̃, µ̃)) := ‖C − C̃‖ +D(µ, µ̃) (5.11)

is a complete metric for the (separable) topology of YT . Invoking (H2) for the
first time in the proof and using exponentially good approximations in (YT , d) we
conclude that the LDP for (CN, µ̂NT ) holds with a convex GRF regardless of the
support of σ̂ N .
5) Relying again on (H2), we apply Proposition 6.4 and Lemma 6.5 in order to
identify the GRF of the LDP as having the form of I 1

T (C, µ).
Let us now detail these five steps of the proof.

Step 1 By (H1a) we may and shall assume hereafter that σ and σ̂ N , N ≥ 1 are
supported on [−λ∗, λ∗]. For W ∈ C(�T ) let

ψW(λ) := log
∫
eW(λ,v,B)dν0(v)dW(B) . (5.12)

Noting thatψV ∈ Cb([−λ∗, λ∗]) for all V ∈ Cb(�T ), it then follows by (H0a) and
Varadhan’s lemma that

4(V ) := lim
N→∞

1

N
log

[∫
eN

∫
V dµ̂NT dν⊗N0 (v)dW⊗N(B)dσN(λ)

]
= lim

N→∞
1

N
log

∫
eN

∫
ψV dσ̂

N

dσN(λ) =
∫
ψV (λ)dσ(λ) , (5.13)

exists and is finite. Moreover, by dominated convergence, θ �→ 4(
∑
i θiVi) is con-

tinuous and differentiable everywhere for any fixedVi ∈ Cb(�T ). Taking projective
limits we deduce the LDP for µ̂NT in Cb(�T )′ (endowed with the Cb(�T )-topology
and its Borel σ -field), where the convex GRF of the LDP is the Fenchel-Legendre
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dual of 4(·) (see [15, Corollary 4.6.11(a)]). As in (4.4) it is not hard to verify that
for any V ∈ Cb(�T )

4(V ) :=
∫ (

log
∫
eV (λ,v,B)dν0(v)dW(B)

)
dσ(λ)

= sup
{µ∈P(�T ):µ1=σ }

[ ∫
V dµ− I (µ|σ ⊗ ν0 ⊗W)

]
(5.14)

(see [15, Lemma 6.2.13] for a similar computation). With I0(τ ) := ∞ for any
τ /∈ P(�T ), we see that I0(·) is a convex GRF on Cb(�T )′ (c.f. [15, Lemma
6.2.12]). By (5.14) and Fenchel duality (see [15, Lemma 4.5.8]), the convex GRF
for the LDP of µ̂NT is necessarily I0(·) which is infinite outside QT = P(�T ),
allowing us to consider hereafter all LDPs in the space QT (or YT = XT × QT ).
Step 2 By Step 1, µ̂NT satisfies the LDP with GRF in the Polish space QT , hence it
is exponentially tight (see [21, Lemma 2.6]). We thus turn to prove the exponential
tightness of CN in XT . To this end, let CM = ∩n≥0CM,n, where

CM,0 := {(λ,v0,B) :
1

N

N∑
i=1

(vi0)
2 ≤ M, 1

N

N∑
i=1

sup
t∈[0,T ]

(Bit )
2 ≤ M} ,

and for all n ≥ 1,

CM,n := {(λ,v0,B) : sup
s,t∈[0,T ]
|s−t |≤n−3

1

N

N∑
i=1

|Bit − Bis |2 ≤ n−2M} .

We claim that AM := {CN(λ,v0,B)(·) : (λ,v0,B) ∈ CM} is pre-compact in
XT for any fixed M < ∞. Indeed, with ρ = max(λ∗, 1)2eλ

∗T < ∞ it is easy to
check that ‖cT (x)‖ ≤ ρ(v2

0 + β−1‖B·‖2) for x = (λ, v0, B·) ∈ �T implying that
the functions in AM are uniformly bounded by ρM(1 + β−1). Moreover,

sup
u,v∈[0,T ]

‖cT (x)(u, v,w)− cT (x)(u, v,w′)‖ ≤ λ∗|w − w′|ρ(v2
0 + β−1‖B·‖2) ,

implying that any CN ∈ AM is of uniform Lipschitz norm of at most λ∗ρM(1 +
β−1) with respect to w. Consequently, AM is equicontinuous with respect to w.
Similarly,

sup
v,w∈[0,T ]

‖cT (x)(u, v,w)− cT (x)(u′, v, w)‖

≤ ρβ−1/2(|v0| + β−1/2‖B·‖)|Bu − Bu′ | ,

so applying the Cauchy-Schwartz inequality, it follows that

sup
v,w,u,u′∈[0,T ]
|u−u′|≤n−3

‖CN(u, v,w)− CN(u′, v, w)‖ ≤ n−1ρM(β−1/2 + β−1)
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for any CN ∈ AM and all n ≥ 1, resulting with the equicontinuity of AM with
respect to u. The latter bounds also apply with respect to v, so AM being bounded
and equicontinuous, is by Arzela-Ascoli, a pre-compact subset of XT .

By the finiteness of40(η0) of (2.13) and the independence of vi0, for anyL > 0
there exists ML <∞ so that

P(
1

N

N∑
i=1

(vi0)
2 > ML) ≤ exp{−LN}. (5.15)

By Désirè André reflection principle, for η < 1/(2T ),

E(exp(η sup
t∈[0,T ]

B2
t )) ≤ 2E(exp(ηB2

T )) <∞ , (5.16)

so increasing ML as needed, also

P(
1

N

N∑
i=1

sup
t∈[0,T ]

(Bit )
2 > ML) ≤ exp{−LN} (5.17)

Partitioning [0, T ] into intervals of length n−3 each, by the stationarity of the
increments of the Wiener law, we get for some r <∞ and all n,M,N ,

P

(
sup

s,t∈[0,T ]
|s−t |≤n−3

1

N

N∑
i=1

|Bit − Bis |2 >
M

n2

)

≤ n3TP

(
sup

u∈[0,n−3]

1

N

N∑
i=1

(Biu)
2 ≥ M

9n2

)

≤ n3TP

( N∑
i=1

sup
u∈[0,1]

(Biu)
2 ≥ n

9
NM

)
≤ n3T rNe−nNM/27 (5.18)

Combining (5.15), (5.17) and (5.18) we have that for any L there exists M = ML

finite such that for all N ,

P(CN /∈AM) ≤ 2e−LN + T rN
∞∑
n=1

n3e−nNM/27 ≤ 3e−LN

and the exponential tightness of CN follows.
Step 3 Assume that σ̂ N , N ≥ 1 are supported on a finite, non-random set S =
{s1, . . . , sm} such that pr = σ({sr}) > 0 for r = 1, . . . , m. Without loss of
generality we may and shall take�T =S×R×Cb([0, T ]) throughout Step 3. Then,
the identity (5.13) applies for any W ∈ C(�T ) such that maxλ∈S ψW(λ) < ∞.
Moreover, by (H0a), σN({σ̂ N (sr ) = 0}) < 1 for all r and N large enough. Hence,
4(W) = ∞ whenever maxλ∈S ψW(λ) = ∞, with the identity (5.13) applicable
for allW ∈ C(�T ). Let Ma denote the vector space of all R9-weighted finite sums
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of atomic (dirac) measures on [0, T ]3, and E = {(α, V ) : V ∈ Cb(�T ), α ∈ Ma}.
Any (αl, Vl) ∈ E, l = 1, . . . , d, defines a projection

πα,V (C, µ) := (〈αl,C〉,
∫
Vldµ, l = 1, . . . , d)

from YT to R2d . Fixing such d , and (αl, Vl) we thus have that

h(θ) := 4(
d∑
l=1

θl〈αl, cT 〉 + θl+dVl) =
m∑
r=1

prhr(θ) ,

for hr(θ) := log E(exp(〈θ,Yr 〉)) and the R2d -valued random vectors

Yr = Yr (v0, B) = πα,V (cT (sr , v0, B), δsr ,v0,B) .

By Fatou’s lemma and dominated convergence, the functionshr : R2d → (−∞,∞]
are lower semi-continuous with hr(·) differentiable in the interior of Dr := {θ :
hr(θ) < ∞}. Moreover, |Yr | ≤ ρr(1 + v2

0 + β−1‖B·‖2) for some non-random
constants ρr < ∞, hence 0 is in the interior of Dr by (5.16) and the finiteness of
40(η0) of (2.13). Consequently, if θ �→ h(θ) is a steep function, then by Gärtner-
Ellis theorem πα,V (C

N, µ̂NT ) satisfy the LDP in R2d with a convex GRF (see
[15, Theorem 2.3.6]). We show below the steepness of h(·) for all d < ∞ and
(αl, Vl) ∈ E. Considering the projective limits as in [15, Theorem 4.6.9], we get
that (CN, µ̂NT ) satisfies the LDP with some convex GRF in the algebraic dual E′ of
E, endowed with the E-topology. The E-topology induces a Hausdorff topology on
YT ⊂ E′ corresponding to the pointwise convergence of functions in XT , hence
the identity map is a continuous injection from (YT , d) to E′. Applying the inverse
contraction principle for this injection, the exponential tightness of (CN, µ̂NT ) in
(YT , d) as established in Step 2, results with the LDP with same convex GRF hold-
ing for (CN, µ̂NT ) in (YT , d) (see [15, Theorem 4.2.4]). Recall that the functions
hr(·) are bounded below on compacts, hence it suffices for the steepness of h(·)
to show for r = 1, . . . , m that hr(θn) → ∞ whenever θn ∈ Do

r converges to
θ∞ ∈ ∂Dr . Observing that

∑d
l=1 θl+dVl is bounded for θ in any compact set, we

may and shall assume without loss of generality that Vl = 0, l = 1, . . . , d and
embed all functions of λ = sr into αl ∈Ma . It is then easy to check that

〈θ,Yr 〉 = a(θ)v2
0 + v0〈b(θ), g〉 + 1

2
〈g,A(θ)g〉 ,

where g = (Bt1 , . . . , Btn) for some 0 < t1 < t2 < · · · < tn ≤ T , and a(θ) ∈ R,
b(θ) ∈ Rn and the symmetric n-dimensional matrix A(θ) are non-random and
linear in θ ∈ Rd . With Kg denoting the strictly positive definite covariance matrix
of g, it is not hard to check that hr(θ) = ∞ unless K−1

g −A(θ) is positive definite
in which case

hr(θ) = −1

2
log det(I −KgA(θ))+40(η(θ)) (5.19)
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with η(θ) = a(θ) + 0.5〈b, (K−1
g − A)−1b〉(θ). Hence, for θn → θ∞ ∈ ∂Dr

either λmin(K
−1
g −A(θn)) ↓ 0 in which case hr(θn)→ ∞ or else θ �→ η(θ) is

continuous at θ∞ with η(θ∞) necessarily at the boundary of {η : 40(η) < ∞}.
The assumed continuity of 40(·) then results with hr(θn)→∞, completing Step
3 of our proof.

Step 4 For the general case we introduce exponentially good approximations
based on the quantizations φm(·) of the modes λ as in the proof of Lemma 4.1.
Indeed, letting λmi = φm(λi) and λ∗m = φm(λ∗) the condition (H1a) then obviously
holds for λm, whereas by Lemma 5.6, the empirical measures σ̂ N ◦ φ−1

m satisfy
the LDP in P([−λ∗m, λ∗m]) with GRF that is zero at σ ◦ φ−1

m and +∞ otherwise.
Moreover, the support of σ̂ N ◦ φ−1

m , N ≥ 1 is a finite non-random set on which
σ ◦ φ−1

m is strictly positive (by the positivity of σ as in (H2)). Denote in analogy
with (5.3) and (5.4),

µ̂
N,m
T := 1

N

N∑
i=1

δλmi ,v
i
0,B

i
[0,T ]

, CN,m := 1

N

N∑
i=1

cT (λ
m
i , v

i
0, B

i
· ) .

Then, for any m, by Step 3 the sequence (CN,m, µ̂N,mT ) satisfies the LDP in YT
with some convex GRF. Observing that ‖cT (λ′, v0, B·) − cT (λ, v0, B·)‖ ≤ |λ −
λ′|ρ′(v2

0 +β−1‖B·‖2), for some ρ′ <∞ and all λ, λ′ ∈ [−λ∗, λ∗], it follows from
(5.4) and (4.6) that

‖CN,m − CN‖ ≤ ρ′ 1

N

N∑
i=1

|λi − λmi |((vi0)2 + β−1‖Bi· ‖2)

≤ m−1ρ′
(

1

N

N∑
i=1

(vi0)
2 + 1

βN

N∑
i=1

‖Bi· ‖2
)
.

With

D(µ̂
N,m
T , µ̂NT ) ≤

1

N

N∑
i=1

|λmi − λi | ≤ m−1 ,

we thus conclude by (5.15) and (5.17) that (CN,m, µ̂N,mT ) are exponentially good
approximations of (CN, µ̂NT ) in (YT , d). From this, the LDP with convex GRF

satisfied by (CN,m, µ̂N,mT ) for all m, and the exponential tightness of (CN, µ̂NT ),
it follows by [15, Theorem 4.2.16(a)] that (CN, µ̂NT ) also satisfies the LDP in
YT with some convex GRF. For the last conclusion we rely on the convexity of
(x, y) �→ d(x, y) : Y2

T → R of (5.11), as done for example in case of (4.7).

Step 5 Having proved in Step 4 the LDP for (CN, µ̂NT ) in XT ×P(�T ) with a

convex GRF, we next identify this GRF to be I 1
T (·) by applying Proposition 6.4 for

c = cT of (5.2) and the vector space Ma that separates points in XT (recall the
formula we got in Step 1 for the GRF I0(µ) of the LDP of µ̂NT ). Indeed, we have
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seen in Step 2 that ‖cT ‖ ≤ ρ(v2
0 + β−1‖B·‖2), hence by (5.16) and the finiteness

of 40(η0) of (2.13), for some η > 0

4∞(η‖cT ‖) := lim sup
N→∞

1

N
log E

[
eηN

∫ ‖cT ‖dµ̂NT ] ≤ log E
[
eηρ(v

2
0+β−1‖B·‖2)

]
<∞ .

By Lemma 6.5 it remains only to verify that ψr〈α,cT 〉(·) of (5.12) is bounded on
[−λ∗, λ∗] for any r ∈ [0, 1) and α ∈ Ma for which

∫
ψ〈α,cT 〉(λ)dσ(λ) < ∞.

Fixing such α ∈Ma , a computation similar to the one leading to (5.19), yields for
some strictly positive definite matrix Kg , σ -a.e. λ and all r ∈ [0, 1],

ψr〈α,cT 〉(λ) = −1

2
log det(I − rKgA(λ))+40(rηr(λ)) ,

where ηr(λ) := a(λ)+ 0.5〈b, (r−1K−1
g −A)−1b〉(λ) for some a(λ) ∈ R, b(λ) ∈

Rn and symmetric n-dimensional matrix A(λ) that are non-random and continuous
in λ, such that K−1

g − rA(λ) is strictly positive definite for r = 1 and σ -a.e. λ. By

(H2) and continuity of A(·), the eigenvalues of (r−1K−1
g −A) are bounded below

by (r−1 − 1)λmin(K−1
g ) > 0 for all r ∈ [0, 1) and all λ ∈ [−λ∗, λ∗]. Therefore,

since A(·) is continuous, λ ∈ [−λ∗, λ∗] �→ − 1
2 log det(I− rKgA(λ)) is bounded

continuous. For the same reasons,ηr is bounded continuous on [−λ∗, λ∗] for any r ∈
[0, 1). Now, let η̄ = sup{η : 40(η) < ∞} ∈ (0,∞]. Since

∫
40(η1(λ))dσ (λ) <

∞, 40(η1(λ)) is finite for σ -a.e. λ, resulting with η1(λ) < η̄ for σ -a.e. λ, and
by monotonicity of r �→ ηr(λ), ηr(λ) < η̄ for σ -a.e. λ and all r ∈ [0, 1). By
continuity of ηr , we deduce that ηr(λ) ≤ η̄ for all λ ∈ [−λ∗, λ∗] and any r ∈ [0, 1).
Hence, r sup|λ|≤λ∗ ηr(λ) < η̄ resulting with sup|λ|≤λ∗ 40(rηr(λ)) <∞ as needed
to complete Step 5 and with it the proof of the annealed LDP.

Assuming now that (H0)–(H1) and (H2) hold, fix λ such that σ̂ N → σ

and lim supN→∞ maxNi=1 |λi | ≤ λ∗. Fix δ′ ∈ (0, 1) and N0(λ) < ∞ such that
maxNi=1 |λNi | ≤ λ∗+δ′ for allN ≥ N0. Then, the degenerate laws σN = δ(λN1 ,... ,λNN )
on [−λ∗ − δ′, λ∗ + δ′]N satisfy (H0a)–(H1a), upon replacing λ∗ by λ∗ + δ′ in
(H1a). The corresponding annealed LDP is actually the stated λ-quenched LDP.
It is easy to check that Steps 1 and 2 of the preceding proof remain valid upon
changing λ∗ to λ∗ + δ′ and considering N ≥ N0(λ). Moreover, Step 3 applies
even when σ̂ N , N ≥ 1 are supported on some finite set S′ on which σ(·) is
not strictly positive, provided that eventually σ̂ N ({sr}) = 0 for all sr /∈ S. By
(H1) and (H2) this indeed applies for σ̂ N ◦ φ−1

m of Step 4, regardless of m. In
the identification of the GRF in Step 5 we now need to establish the boundedness
of ψr〈α,cT 〉(·) of (5.12) on [−λ∗ − δ, λ∗ + δ] for some δ = δ(α, r) > 0. This is
done as in the preceding proof, noting that by continuity of A(·), per r < 1 the
strict positive definiteness of K−1

g − rA(λ) extends to [−λ∗ − δ, λ∗ + δ] for some
δ = δ(α, r) > 0. Changing δ > 0 as needed, the same applies for the continuity
and boundedness of− 1

2 log det(I− rKgA(·)), ηr(·) and40(rηr(·)). The resulting
“annealed” GRF I 1

T (·) depends on the (degenerate) laws σN only through σ of
(H0a), hence is independent of the particular λ chosen, as claimed. � 
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5.3. LDP of the free measure for initial conditions (IC2)

The case of rotated initial conditions (IC2) is slightly different than that of (IC1)
since the coordinates of v0 are no longer independent. However, we shall see that

Theorem 5.7. Assuming (H0)–(H1) (or (H0a)–(H1a)) and (H2), the couple (CN,
µ̂NT ) satisfies a quenched (respectively, annealed) LDP in YT with respect to the
law σN of the modes, under the law induced on (v0,B) by (IC2) and W⊗N . The
GRF of this LDP is given by

I 2
T (C, µ) = inf{I 1

T (C̃, µ̃)+ κ(u) : (C, µ) = S(u, C̃, µ̃)}
where I 1

T is the GRF of Theorem 5.4 for ν0 = γ and S : R+ ×YT → XT × QT
is such that

S1(u, C̃, µ̃) = S1(u, C̃) = (L2C̃1,k, LC̃2,k, C̃3,k, k = 0, 1, 2)

for L :=
√
u/C̃1,0(0)1C̃1,0(0)>0 and∫
h(λ, v, B)dS2(u, C̃, µ̃)(λ, v, B) :=

∫
h(λ, Lg,B)dµ̃(λ, g, B) ,

for all h : �T → [−1, 1] uniformly Lipshitz continuous.

Remarks.
(a). Considering the unique minimizer of the GRF κ(·) + I 1

T (·) appearing above,
that is (u∗,

∫
cT dp1, p1) for pu = σ ⊗γ1/u⊗W, it is easy to check that the unique

minimizer of the GRF I 2
T (·) is

S(u∗,
∫
cT dp1, p1) = (

∫
cT dpu∗ , pu∗) .

This is exactly the couple (C∗, µ∗T ) of (5.5) corresponding to (IC2).
(b). The quenched LDP of Theorem 5.7 holds λ-a.e. In the context of the SDS (1.1)
it is natural to ask for a quenched LDP that holds for almost every J = (G,λ).
Indeed, Theorem 5.7 provides such a result whenever the law of u0 is invariant to
rotations (so fixing G is the same as averaging over it). For other laws of u0 the
GRF of a J-quenched LDP is possibly quite different from I 2

T (·). Nevertheless, our
conclusions from the quenched LDP of Theorem 5.7 which are about convergence
almost surely in (λ,G,u0,B) readily apply to the SDS (1.1).
Proof . Observe first that fixing u0 ∈ RN , the Haar measure HN induces on
v0 = Gu0 the uniform law on the sphere SN−1 with radius |u0|. It is well known
that this law can be represented as the law of |u0|

|g| g where g is independent of u0 and

follows the standard centered Gaussian law γ⊗N . By the assumed independence
of G and u0, we can describe v0 of (IC2) as |u0|

|g| g, where now u0 independent of
g is also random. Taking

µ̂NT = 1

N

N∑
i=1

δλi ,gi ,Bi[0,T ]
,
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by Theorem 5.4 the GRF κ(u)+I 1
T (·) applies to the λ-quenched (annealed) LDP of

(N−1|u0|2,
∫
cT dµ̂

N
T , µ̂

N
T ) in R+ ×YT . Since N−1|g|2 = ∫

(cT )1,0(0)dµ̂NT > 0,

the transformation S corresponds to replacing gi by vi0 = |u0|
|g| gi and then recomput-

ing (CN, µ̂NT ). By the contraction principle, the LDP then holds with the stated GRF
I 2
T (·) provided S is continuous at every (u, C̃, µ̃) for which κ(u)+ I 1

T (C̃, µ̃) <∞.
By Cramèr’s theorem, N−1|g|2 satisfies the LDP in R+ with the GRF κg(r) =
0.5(r − 1 − log r). Recall that the GRF κ(u)+ I 1

T (C̃, µ̃) is at least κg(0) = +∞
whenever C̃1,0(0) = 0. It is easy to check that S is continuous except at points for
which C̃1,0(0) = 0. � 

5.4. LDP for the free measure starting from the eigenvector with maximum
eigenvalue

In this section, we consider (IC3) where u0 is the eigenvector of J corresponding
to the maximum eigenvalue λ∗N = maxNi=1 λi , set without loss of generality to be
λ1, so that v0 = (

√
N, 0, . . . , 0). For µ̂NT such initial conditions are approximately

equivalent to zero initial conditions, whereas CN of (5.4) is then

CN(u, v,w) =
(
(λ∗N)

kewλ
∗
N ,

1√
βN

B1
u(λ

∗
N)
kewλ

∗
N ,

1

βN

N∑
i=1

BiuB
i
v(λi)

kewλi k = 0, 1, 2
)

Thus, an annealed LDP for (CN, µ̂NT ) requires an LDP for {λ∗N }. For example, such
an LDP with a non-trivial GRF is proved in Section 6.1 for the Wigner semi-circular
law. However, the latter does not satisfy (H1a). It turns out that (H0a), (H1a) and
(H2) imply the LDP for {λ∗N }with the (trivial) GRF κ∗(λ∗) := 0 and κ∗(r) := +∞
for all r �= λ∗, making the following annealed LDP possible,

Theorem 5.8. Assuming (H0)–(H1)(or (H0a)–(H1a)) and (H2), the couple (CN,
µ̂NT ) satisfies a quenched (respectively, annealed) LDP in YT with respect to the
law σN of the modes, under the law induces on (v0,B) by (IC3) and W⊗N . The
GRF of this LDP is given by

I 3
T (C, µ)= inf{I 1

T (C̃, µ)+J(φ)+ κ∗(r) : C = S̄(r, φ, C̃), φ∈H 1
0,T , |r| ≤ λ∗} ,

where I 1
T is the GRF of Theorem 5.4 for ν0 = δ0,

J(φ) := 1

2

∫ T

0
|φ̇(s)|2ds

is a GRF on H 1
0,T := {φ : φ(0) = 0,J(φ) < ∞}, and the continuous mapping

S̄ : R ×H 1
0,T ×XT → XT is such that

S̄(r, φ, C̃) :=
(
rkerw, β−1/2rkerwφ(u), C̃3,k(u, v,w)

+β−1rkerwφ(u)φ(v) k = 0, 1, 2
)
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Remark. Considering the unique minimizer of the GRF I 1
T (·) + J(φ) + κ∗(r)

appearing above, that is (λ∗, 0,
∫
cT dµ

∗
T , µ

∗
T ) for µ∗T = σ ⊗ δ0 ⊗W, it is easy to

check that S̄(λ∗, 0,
∫
cT dµ

∗
T ) is exactly C∗ of (5.5) corresponding to (IC3).

Proof . Observe that CN = S̄(λ∗N, 1√
N
B1
u, C̃

N) for

C̃N := (0, 0,
1

βN

N∑
i=2

BiuB
i
v(λi)

kewλi ) .

Note that the couple
( ∫

cT dµ̃
N
T , µ̃

N
T

)
for

µ̃NT := 1

N − 1

N∑
i=2

δλi ,0,Bi[0,T ]
,

is exponentially equivalent in (YT , d) to (C̃N, µ̂NT ) (c.f. [15, Definition 4.2.10]).
By Schilder’s theorem 1√

N
B1
u , independent of (λ∗N,

∫
cT dµ̃

N
T , µ̃

N
T ), satisfies the

LDP with GRF J(·) inH 1
0,T . Thus, by the contraction principle, it suffices to show

that (λ∗N,
∫
cT dµ̃

N
T , µ̃

N
T ) satisfies the LDP in R×YT with the GRF κ∗(r)+ I 1

T (·)
(c.f. [15, Theorem 4.2.13]).

In the λ-quenched case, assuming (H0)–(H1) and (H2), the latter LDP is a
consequence of Theorem 5.4 since almost surely,λ∗N → λ∗ and µ̃N := (µ̃NT )1 → σ

in P(R). Assuming instead (H0a)–(H1a) and (H2), it follows from (H1a) that
|λ∗N | ≤ λ∗, whereas by (H0a) and (H2), for any δ > 0,

lim sup
N→∞

1

N
log P(λ∗N ≤ λ∗ − δ) = −∞

(for example, see the proof of (6.3)). Consequently, (λ∗N,
∫
cT dµ̃

N
T , µ̃

N
T ) is expo-

nentially equivalent in R×YT to (λ∗,
∫
cT dµ̃

N
T , µ̃

N
T ). Moreover, µ̃N is exponen-

tially equivalent inP(R) to σ̂ N , hence also satisfying (H0a). In particular, Theorem
5.4 applies to (

∫
cT dµ̃

N
T , µ̃

N
T ), yielding the annealed LDP for (λ∗N,

∫
cT dµ̃

N
T , µ̃

N
T )

with the GRF κ∗(r)+ I 1
T (·). � 

5.5. LDP for the free measure with Gibbs initial conditions

In this section, we consider (IC4) where the law of v0 is the diagonalized Gibbs
measure µNλ of (2.1). We then establish the following result

Theorem 5.9. Assuming (H0)–(H1) (or (H0a)–(H1a)) and (H2), the couple (CN,
µ̂NT ) satisfies a quenched (respectively, annealed) LDP in YT with respect to the
law σN of the modes, under the law induces on (v0,B) by (IC4) and W⊗N . The
GRF of this LDP is given by

I 4
T (C, µ) := J (C, µ)− inf

(C̃,µ̃)∈YT
J (C̃, µ̃) ,
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where

J (C, µ) := I (µ|σ ⊗ γ ⊗W)+ Fγ
(
C −

∫
cT dµ

)
+ βf (C1,0(0))

−C1,0(0)/2 + βC1,1(0) ,

in case µ1 = σ and I (µ|σ ⊗ γ ⊗W) <∞ and J (C, µ) := ∞ otherwise. Here

Fγ (x) = sup
α∈Do

〈α, x〉 , x ∈ XT

is a non-negative convex function, where

Do :=
{
α ∈Ma :

∫
e〈α,cT (λ,v0,B·)〉dγ (v0)dW(B·) <∞ ∀|λ| ≤ λ∗

}
,

for the vector space Ma of all R9-weighted finite sums of atomic (dirac) measures
on [0, T ]3 (and cT is given in (5.2)). When f is strictly convex, the unique minimizer
of J (·) in YT is (C∗, µ∗T ) of (5.5).

Proof . Noting that µNλ is a special case of the spherical law (2.14), our starting
point is Corollary 5.5. When applied for ĝ(x) = βf (x) − x/2 and h(x) = βx, it
results with (CN, µ̂NT ) satisfying the stated LDP with the GRF I 4

T (·). The identifi-
cation of the function Fγ (x) is done by examining Step 5 of the proof of Theorem
5.4 and its use of Lemma 6.5.

Turning to find the minimizers of I 4
T (·)when f is strictly convex, recall that the

unique minimizer of the GRF of the LDP for ((CN)1,0(0), (CN)1,1(0), (µ̂N0 )1,2) is
shown in Theorem 2.2 to be (uβ, vβ, π∗). Thus, the minimizers (C∗, µ∗T ) of I 4

T (·)
are the minimizers of J (·) subject to the constraints (C∗)1,0(0) = uβ , (C∗)1,1(0) =
vβ and (µ∗T )1,2 = π∗. Since {(cT )1,k(·), k = 0, 1, 2} is independent of B·, writing
C∗ = ∫

cT dµ
∗
T + x∗, it follows that x∗ minimizes Fγ (x) subject to the constraints

x1,0(0) = uβ −
∫
(cT )1,0(0)dπ∗ and x1,1(0) = vβ −

∫
(cT )1,1(0)dπ∗, whereas µ∗T

minimizes I (µ|σ ⊗ γ ⊗ W) subject to the given marginal (µ)1,2 = π∗. Thus,
necessarily, µ∗T = π∗ ⊗W.

As for the optimization problem in x, recall that in the course of proving The-
orem 2.2 we have also characterized vβ . In particular, this characterization implies
that the constraints on x are such that

x1,1(0) = λ∗x1,0(0) = λ∗cEA (5.20)

for cEA := uβ −
∫
v2dν∗0 (v) ≥ 0. To complete the proof, it suffices to show that

the unique minimizer of Fγ (·) subject to (5.20) is given by

x∗1,k(w) = cEA(λ∗)keλ
∗w , x∗2,k(·) ≡ 0, x∗3,k(·) ≡ 0, k = 0, 1, 2 .

(5.21)

To this end, we first show that for every x ∈ XT ,

Fγ ((x1, x2, x3)) ≥ Fγ ((x1, 0, x3)) ≥ Fγ ((x1, 0, 0)) (5.22)
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with strict inequality whenever x3 �= 0. Indeed, observe that cT = ((cT )1, (cT )2,

(cT )3) equals in σ ⊗ γ ⊗ W-law to ((cT )1,−(cT )2, (cT )3) due to the symme-
try of the law W of B·. Consequently, if α = (α1, α2, α3) ∈ Do, then so does
(α1,−α2, α3). By convexity it then follows that (α1, 0, α3) ∈ Do, resulting with
the left inequality of (5.22). By the conditional independence of (cT )1 and (cT )3
given λ under the σ ⊗ γ ⊗W-law, it follows that (α1, 0, α3) ∈ Do if and only if
(α1, 0, 0) ∈ Do and (0, 0, α3) ∈ Do. Hence,

Fγ ((x1, 0, x3)) = Fγ ((x1, 0, 0))+ Fγ ((0, 0, x3)) ≥ Fγ ((x1, 0, 0))

as we claimed in (5.22), with a strict inequality whenever x3 �= 0 (since Fγ (x) > 0
for all x �= 0).

Suppose next that there is a minimizer (C∗, µ∗T ) of I 4
T (·) such that x∗2,k(u,w) �=

0 for some k ∈ {0, 1, 2}, u ∈ [0, T ] and w ∈ [0, T ]. Let Î 1
T (·) denote the GRF

for the LDP of ((CN)1,0(0), (CN)1,1(0), (CN)2,k(u,w), µ̂NT ) in R3 × QT when
starting with (IC1) initial conditions, with Î 4

T (·) denoting the GRF for the LDP of
the same object under (IC4) initial conditions. Going over Step 5 of the proof of
Theorem 5.4, it is not hard to show that Î 1

T (·) is finite only when µ1 = σ and
I (µ|σ ⊗ ν0 ⊗W) <∞, in which case it is given by

Î 1
T (C, µ) = I (µ|σ ⊗ ν0 ⊗W)+ F̂γ (C −

∫
ĉdµ) ,

where ĉ := ((cT )1,0(0), (cT )1,1(0), (cT )2,k(u,w)) and for any y ∈ R3,

F̂γ (y) = sup{〈α,y〉 :
∫

exp((α1 + λα2)v
2 + α3β

−1/2√uBvλkewλ)dγ (v)dγ (B)
<∞ ∀|λ| ≤ λ∗}

= sup{α1y1+ α2y2+ α3y3 : α1+ λα2+ 0.5α2
3β

−1uλ2ke2wλ < 0.5

∀|λ| ≤ λ∗} . (5.23)

It follows as before that the minimizers of Î 4
T (·) are given by (

∫
ĉdµ∗T + yQ, µ∗T ),

where yQ = (y∗1 , y∗2 , y∗3 ) ∈ R3 for

y∗2 = λ∗y∗1 = λ∗cEA ≥ 0 , (5.24)

and y∗3 is a minimizer of F̂γ (y∗1 , y
∗
2 , y3). It follows immediately from (5.23) that

for any y3 �= 0

F̂γ (y
∗
1 , y

∗
2 , y3) =

y∗1
2
+ sup
α2,α3

inf
|λ|≤λ∗

{α2(λ
∗ − λ)y∗1 + α3y3

−0.5α2
3β

−1uλ2ke2wλy∗1 }
≥ y∗1

2
+ sup

α3

{|α3||y3| − 0.5α2
3β

−1u(λ∗)2ke2wλ∗y∗1 } >
y∗1
2

= F̂γ (y
∗
1 , y

∗
2 , 0) .
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By the contraction principle, necessarily y∗3 = x∗2,k(u,w) �= 0 should also be a

minimizer of F̂γ (y∗1 , y
∗
2 , y3), a contradiction.

Suppose then that there is a minimizer (C∗, µ∗T ) of I 4
T (·) such that x∗1,k(w) �=

y∗3 := cEA(λ
∗)keλ∗w for some k ∈ {0, 1, 2} and w ∈ [0, T ]. Applying the same

strategy for the GRF Ĩ 4
T (·)of the LDP of ((CN)1,0(0),(CN)1,1(0), (CN)1,k(w), µ̂NT )

we have that necessarily x∗1,k(w) is a minimizer of F̃γ (y∗1 , y
∗
2 , y3) for

F̃γ (y1, y2, y3) = sup{α1y1 + α2y2 + α3y3 : α1 + λα2 + α3λ
kewλ < 0.5

∀|λ| ≤ λ∗ } ,
and y∗1 , y∗2 of (5.24). In case of λ∗cEA > 0, taking α2 →∞ yields, for all y3 �= y∗3 ,

F̃γ (y
∗
1 , y

∗
2 , y3) =

y∗1
2
+ sup
α2,α3

inf
|λ|≤λ∗

{α2(λ
∗ − λ)y∗1 + α3(y3 − λkewλy∗1 )}

≥ y∗1
2
+ sup

α3

{α3(y3 − y∗3 )} >
y∗1
2
= F̃γ (y∗1 , y∗2 , y∗3 ) ,

in contradiction with x∗1,k(w) �= y∗3 minimizing F̃γ (y∗1 , y
∗
2 , ·). In case λ∗ = 0, it

follows from Theorem 2.2 that cEA = 0 and then clearly F̃γ (0, 0, ·) has a unique
global minimum at y∗3 = 0. We have thus completed the proof of (5.21) and with
it, that of the theorem. � 

6. LDPs for the GOE and related quantities

6.1. Large deviations of eigenvalues of the GOE

Let us recall that, if Jij is a symmetric matrix of centered Gaussian random variables
such that

E[J 2
ij ] = 1

N
E[J 2

ii] =
2

N
,

then the law σN of the N real valued eigenvalues of J is given by

σN(dλ1, · · · , dλN) = 1

ZN

∏
1≤i<j≤N

|λi − λj | exp

{
−1

4
N

N∑
i=1

λ2
i

}
N∏
i=1

dλi,

where ZN is the normalizing constant. It has been proven in [4] that

Theorem 6.1. The spectral measures σ̂ N = 1
N

∑N
i=1 δλi of the GOE J satisfy the

LDP with speed N2 and with the GRF

I (µ) = 1

4

∫
x2dµ(x)+ 1

2

∫
log |x − y|−1dµ(x)dµ(y)− 3/8 ,

whose unique minimizer is the semicircular probability measure

σ = 1

2π
1I|x|≤2

√
4 − x2dx. (6.1)
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We next state and prove the LDP for the maximum eigenvalue of the GOE J.

Theorem 6.2. The maximal eigenvalues λ∗N = maxNi=1 λi of the GOE J satisfy the
LDP in R with speed N and the GRF

I ∗(x) =
{∫ x

2

√
(z/2)2 − 1dz, x ≥ 2 ,

∞, otherwise .
(6.2)

The next estimate is key to the proof of Theorem 6.2.

Lemma 6.3. For every M large enough and all N ,

σN
(

N
max
i=1

|λi | ≥ M
)
≤ e−NM2/9 .

Proof . Observe that for any |x| ≥ M ≥ 8 and λi ∈ R,

|x − λi |e−λ2
i /4 ≤ (|x| + |λi |)e−λ2

i /4 ≤ 2|x| ≤ ex2/8 .

Therefore, integrating with respect to λ1 yields, for M ≥ 8,

σN(|λ1| ≥ M) ≤ e− 1
8NM

2 ZN−1

ZN

∫
|x|≥M

e−x
2/8dx

×
∫ N∏

i=2

(|x − λi |e−λ2
i /4e−x

2/8)dσN−1(λj , j ≥ 2)

≤ e− 1
8NM

2 ZN−1

ZN

∫
e−x

2/8dx

Further, following Selberg (c.f. [22, Theorem 4.1.1]), the explicit formula for ZN

shows that ZN−1/ZN ≤ eC
′N for some finite C′ and all N (see also proof of [4,

Property 3.1]). Taking C = max(C′,
∫
e−x2/8dx), it follows that for any M ≥ 8

σN(
N

max
i=1

|λi | ≥ M) ≤ NσN(|λ1| ≥ M) ≤ e− 1
8NM

2+2CN ,

and the lemma follows since C <∞ is independent of M . � 

Proof of Theorem 6.2. Obviously, I ∗(x) is a GRF. Moreover, with I ∗(x) continuous
and strictly increasing on [2,∞) it clearly suffices to show that for any x < 2,

lim sup
N→∞

1

N
log σN

(
λ∗N ≤ x) = −∞ (6.3)

whereas for any x > 2

lim
N→∞

1

N
log σN

(
λ∗N ≥ x) = −I ∗(x) . (6.4)

Starting with (6.3), fix x < 2 and f ∈ Cb(R) such that f (y) = 0 for all y ≤ x

whereas
∫
f dσ > 0. Note that {λ∗N ≤ x} ⊆ {∫ f dσ̂N = 0}, so (6.3) follows by
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applying the upper bound of the LDP of Theorem 6.1 for the closed set F = {µ :∫
f dµ = 0}, such that σ /∈ F . Turning to the upper bound in (6.4), fixM ≥ x > 2,

noting that

σN
(
λ∗N ≥ x) = σN( N

max
i=1

|λi | > M)+ σN
(
λ∗N ≥ x, N

max
i=1

|λi | ≤ M
)

(6.5)

By Lemma 6.3, the first term is exponentially negligible for all M large enough.
To deal with the second term, let σN−1

N (λ ∈ ·) = σN−1((1 − N−1)1/2λ ∈ ·),
µ̂N−1 = (N − 1)−1 ∑N

i=2 δλi and

CN := ZN−1

ZN
(1 −N−1)N(N−1)/4.

Further, let B(σ, δ) denote an open ball in P(R) of radius δ > 0 and center σ , with
BM(σ, δ) its intersection with P([−M,M]). Observe that for any z ∈ [−M,M]
and µ ∈ P([−M,M]),

M(z, µ) :=
∫

log |z− y|dµ(y)− 1

4
z2 ≤ log(2M) .

Thus, for the second term in (6.5),

σN
(
λ∗N ≥ x, N

max
i=1

|λi | ≤ M
)

≤ NCN
∫ M

x

dλ1

∫
[−M,M]N−1

e(N−1)M(λ1,µ̂
N−1)dσN−1

N (λj , j ≥ 2)

≤ NCN
(∫ M

x

e
(N−1) supµ∈BM(σ,δ) M(z,µ)dz

+(2M)NσN−1
N (µ̂N−1 /∈ B(σ, δ))

)
(6.6)

For any h of Lipschitz norm at most 1 and N ≥ 2,

|(N − 1)−1
N∑
i=2

(h((1 −N−1)1/2λi)− h(λi))| ≤ 3N−1 N
max
i=2

|λi | .

Thus, by Lemma 6.3, the spectral measures µ̂N−1 under σN−1 are exponentially
equivalent in P(R) to the spectral measures µ̂N−1 under σN−1

N , so Theorem 6.1
applies also for the latter (c.f. [15, Theorem 4.2.13]). In particular, the second term
in (6.6) is exponentially negligible as N → ∞ for any δ > 0 and M < ∞.
Therefore,

lim sup
N→∞

1

N
log σN

(
λ∗N ≥ x, N

max
i=1

|λi | ≤ M
)

≤ lim sup
N→∞

1

N
logCN + lim

δ↓0
sup

z∈[x,M]
µ∈BM(σ,δ)

M(z, µ) (6.7)
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Note thatM(z, µ) = infη>0Mη(z, µ)withMη(z, µ) := ∫
log(|z−y|∨η)dµ(y)−

1
4z

2 continuous on [−M,M] × P([−M,M]). Thus, (z, µ) �→ M(z, µ) is upper
semi-continuous, so

lim
δ↓0

sup
z∈[x,M]
µ∈BM(σ,δ)

M(z, µ) = sup
z∈[x,M]

M(z, σ ) (6.8)

With σ supported on [−2, 2], clearly D(z) := d
dz
M(z, σ ) exists for z ≥ 2. More-

over, D(z) = −
√
(z/2)2 − 1 ≤ 0 as shown for example in [4, Proof of Lemma

2.7]. It is also shown in [4, Lemma 2.7] that M(2, σ ) = −1/2. Hence, for x > 2,

sup
z≥x

M(z, σ ) = M(x, σ ) = −1

2
− I ∗(x) . (6.9)

Again by means of Selberg’s formula, it is not hard to verify thatN−1 logCN → 1/2
(c.f. the proof of [4, Property 3.1]). Combining this with (6.7)–(6.9) completes the
proof of the upper bound for (6.4). To prove the complementary lower bound, fix
y > x > r > 2 and δ > 0, noting that for all N ,

σN
(
λ∗N ≥ x) ≥ σN (

λ1 ∈ [x, y],
N

max
i=2

|λi | ≤ r
)

= CN

∫ y

x

e−λ
2
1/4dλ1

∫
[−r,r]N−1

e(N−1)M(λ1,µ̂
N−1)dσN−1

N (λj , j ≥ 2)

≥ kCN exp

(
(N − 1) inf

z∈[x,y]
µ∈Br(σ,δ)

M(z, µ)

)
σN−1
N

(
µ̂N−1 ∈ Br(σ, δ)

)

with k = k(x, y) > 0. Recall that the LDP with speed N2 and GRF I (·) applies
for the measures µ̂N−1 under σN−1

N . It follows by this LDP’s upper bound that
σN−1
N (µ̂N−1 /∈ B(σ, δ)) → 0, whereas by the symmetry of σN(·) and the upper

bound of (6.4),

σN−1
N

(
µ̂N−1 /∈ P([−r, r])

)
≤ 2σN−1 (λ∗N ≥ r)→ 0

as N →∞. Consequently,

lim inf
N→∞

1

N
log σN

(
λ∗N ≥ x) ≥ 1

2
+ inf

z∈[x,y]
µ∈Br(σ,δ)

M(z, µ)

Observe that (z, µ) �→ M(z, µ) is continuous on [x, y]×P([−r, r]), for y > x >
r > 2. Hence, considering δ ↓ 0 followed by y ↓ x results with the required lower
bound

lim inf
N→∞

1

N
log σN

(
λ∗N ≥ x) ≥ 1

2
+M(x, σ ) . � 
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6.2. Identification of GRF for non-continuous contractions

Let c : ( → X be a continuous function from a Polish space ( to a separable
Banach space (X, ‖ · ‖). Let Ca.b(() denote the class of R-valued, continuous,
bounded above functions on (. Let X∗ denote the topological dual of X and
〈α, x〉 = α(x) the duality map for α ∈ X∗ and x ∈ X. Endow the set of finite
(probability) measures M(() (P((), respectively), with the Cb(()-topology. Let
{LN } be a sequence of P(()-valued random variables, and denote the law of LN

by PN . For every W ∈ C(() such that PN -a.s.
∫
(W ∨ 0)dLN < ∞ and every

r > 0, let

4r(W) = lim sup
N→∞

1

N
log

∫
eN(

∫
WdLN∧r)dPN , (6.10)

with 4̄(W) := supr>04r(W). In particular, 4̄(W) is well defined for all W ∈
Ca.b(() and 4̄(W) = 4∞(W) for any such W .

For c that is bounded with respect to the norm of X, the Bochner integral
∫
cdµ

is well defined on P(() with µ �→ ∫
cdµ : P(() → (X, ‖ · ‖) a continuous

function. Let CN := ∫
cdLN and F(0) = 0, while F(x) = ∞ for x �= 0. If

(CN,LN) satisfies the LDP in X×P(()with a convex GRF I(C, µ), then by the
contraction principle (c.f [15, Theorem 4.2.1]), {LN } satisfies the LDP in P(()
with some convex GRF I0(µ) such that

I(C, µ) =
{
I0(µ)+ F(C − ∫

cdµ) if I0(µ) <∞,
+∞ otherwise.

(6.11)

The main result of this section is the following extension of the identity (6.11),
for an appropriate choice of F , to unbounded continuous functions c such that
4∞(η‖c‖) < ∞ for some η > 0. Note that then E(

∫ ‖c‖dLN) < ∞ and the
Bochner integrals CN = ∫

cdLN are (again) well defined X-valued random
variables.

Proposition 6.4. Suppose 4∞(η||c||) < ∞ for some η > 0, and that (CN,LN)

satisfies the LDP in X × P(() with a convex GRF I(C, µ). Let D := {α ∈ Y :
4̄(〈α, c〉) <∞} for a separating vector space Y ⊆ X∗, and

F(x) := sup
α∈Do

〈α, x〉 , x ∈ X

where Do := {α ∈ Y : ∃p > 1, pα ∈ D}. Suppose also that for any Wn ∈
CD(() := {V + 〈α, c〉 : V ∈ Cb((), α ∈ Do} such that Wn ↓ W∞ ∈ Ca.b(()

lim sup
n→∞

4̄(Wn) ≤ 4̄(W∞). (6.12)

Then, I(C, µ) satisfies the identity (6.11) for I0(·) the GRF for the LDP of {LN }
in P((). In particular, I(C, µ) = 0 iff C = ∫

cdµ and I0(µ) = 0.
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Remarks.

• Clearly, F(0) = 0 and when D = Y then F(x) = ∞ for every x �= 0. This is
indeed the case when c : (→ (X, ‖ · ‖) is bounded, or more generally, when
4̄(η||c||) <∞ for all η <∞.

• By Varadhan’s lemma, the LDP with GRF for (CN,LN) implies the existence
of limits in (6.10) forW = V + 〈α, c〉 and the convexity of (α, V ) �→ 4̄(V +
〈α, c〉). Moreover, then necessarily 4̄(V ) = 4∞(V ) is finite for every V ∈
Cb((), with

I0(µ) = sup
V∈Cb(()

{∫
V dµ− 4̄(V )

}
(6.13)

(see [15, Lemma 4.1.5(a) and Theorem 4.5.10], noting that
∫
V dLN is bounded

in N ).
• It is not clear from (6.11) that I(·) is lower semi-continuous. In fact, (C, µ) �→
F(C−∫

cdµ)might be upper semi-continuous but not lower semi-continuous
(for such an example, see Section 6.3). However, it is well known that

I(C, µ) = sup
α∈Do

sup
V∈Cb(()

{
〈α,C〉 +

∫
V dµ− 4̄(V + 〈α, c〉)

}
. (6.14)

Recall that I(C, µ) is also the convex GRF for the LDP in the vector space
X × M(() endowed with the coarser Y × Cb(()-topology. Thus, to get
(6.14) apply for example [16, Theorem 3.1] in the latter space, noting that
4̄(V + 〈α, c〉) < ∞ iff α ∈ D regardless of the value of V ∈ Cb((). In
the original formula, the supremum over α is achieved on the whole set D.
However, tα ∈ Do for any α ∈ D and t ∈ [0, 1). The convexity of t �→
h(t) := 4̄(tV + 〈tα, c〉) : [0, 1] → R implies that limt↑1 h(t) ≤ h(1).
Hence, suffices to consider α ∈ Do in (6.14). Being a supremum of continuous
functions, I(·) is lower semi-continuous. Comparing with (6.11) this is due to
some cancellation between the I0(·) and F(·) terms.

• Suppose (CN,LN) are exponentially tight in X × P((), and that the limit
in (6.10) exists for r = ∞ and W = V + 〈α, c〉. If in addition h(θ) :=
4∞(

∑d
i=1 θi〈αi, c〉+θi+dVi), is an essentially smooth, lower semicontinuous

function that is finite in some neighborhood of 0, for any αi ∈ X∗,Vi ∈ Cb((),
d ∈ N, then (CN,LN) satisfies the LDP with the convex GRF I(C, µ) of
(6.14), or alternatively, with 4∞(V + 〈α, c〉) replacing there 4̄(V + 〈α, c〉)
(this is a simple adaptation of the proof of [15, Corollary 4.6.14], where the
restriction of the LDP to X×P(() is by [15, Lemma 4.1.5(b)]).

Proof . By the contraction principle I(C, µ) ≥ I0(µ) for any C ∈ X, µ ∈ P(().
Thus, hereafter fix without loss of generality µ ∈ P(() such that I0(µ) <∞. By
(6.13), then,

η

∫
(‖c‖ ∧M)dµ ≤ I0(µ)+ 4̄(η||c||) <∞
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for every M < ∞, so by monotone convergence theorem we see that
∫ ‖c‖dµ <

∞. Therefore, 〈α, c〉 ∈ L1(µ) for any α ∈ X∗,
∫
cdµ is well defined as a Bochner

integral, and we have the Fubini property that∫
〈α, c〉dµ = 〈α,

∫
cdµ〉.

Consequently, (6.14) becomes

I(C, µ) = sup
α∈Do

{
〈α,C −

∫
cdµ〉 + I〈α,c〉(µ)

}
,

where

Ig(µ) := sup
V∈Cb(()

{
∫
(V + g)dµ− 4̄(V + g)} , (6.15)

for g ∈ L1(µ) ∩ CD((). We establish the identity (6.11) as soon as we show that
Ig(µ) = I0(µ) for any such g, that is, when V + g ∈ CD(() for all V ∈ Cb(().
To this end, let

φn,m(x) = x1Ix∈(−m,n) + n1Ix≥n −m1Ix≤−m

for x ∈ R, with φm := φ∞,m. Then, φn,m(g) ∈ Cb(() so for any n,m ∈ N and
V ∈ Cb((),

Ig(µ) ≥
∫
(V + g − φn,m(g))dµ− 4̄(V + g − φn,m(g)).

Since g ∈ L1(µ), by dominated convergence

lim
m→∞ lim

n→∞

∫
(g − φn,m(g))dµ = 0 .

Applying (6.12) toWn := V +g−φn,m(g) ↓ V +g−φm(g) ∈ Ca.b((), it follows
that for every V ∈ Cb((),

lim sup
n→∞

4̄(V + g − φn,m(g)) ≤ 4̄(V + g − φm(g)) ≤ 4̄(V )

(recall that 4̄(W) ≤ 4̄(W ′) whenever W ≤ W ′ ∈ Ca.b(()). Hence, Ig(µ) ≥
I0(µ). Similarly, φn,m(V + g) ∈ Cb((), so for any n,m ∈ N and V ∈ Cb((),

I0(µ) ≥
∫
φn,m(V + g)dµ− 4̄(φn,m(V + g)) .

With
∫
φn,m(V + g)dµ→ ∫

(V + g)dµ by dominated convergence, and applying
(6.12) for Wm = φn,m(V + g) ↓ φn,∞(V + g) ∈ Ca.b((), we get that

lim sup
m→∞

4̄(φn,m(V + g)) ≤ 4̄(φn,∞(V + g)) ≤ 4̄(V + g) ,

and deduce that I0(µ) ≥ Ig(µ). This completes the proof of the identity (6.11).
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Since 4∞(η||c||) < ∞, the convex set D contains the intersection of Y with
an open ball centered at the origin. If x �= 0, then 〈α, x〉 > 0 for some α ∈ Y.
Taking ε > 0 small enough such that εα ∈ Do thus results with F(x) > 0. Since
F(0) = 0, by (6.11) we see that I(C, µ) = 0 iff C = ∫

cdµ and I0(µ) = 0. � 

The following lemma describes the typical application of Proposition 6.4 in this
paper.

Lemma 6.5. Suppose that ( = R × (′ and LN = N−1 ∑N
i=1 δλi ,xi for xi i.i.d.

(′-valued which are independent of {λi} and σ̂ N := N−1 ∑N
i=1 δλi satisfies the

LDP inP(K) for someK compact, with a GRF that is zero at σ and+∞ otherwise.
Let ψW(λ) := log E[eW(λ,·)] for W ∈ C(().
(a). If ψpW(·) is bounded above on K for some p > 1, then

4∞(W) = 4̄(W) = 4̃(W) :=
∫
ψW(λ)dσ(λ) (6.16)

(b). Ifψ〈α,c〉(·) is bounded above onK whenever 4̃(p〈α, c〉) <∞ for some p > 1,
then Do = {α ∈ Y : infp>1 4̃(p〈α, c〉) < ∞}, the identity (6.16) applies to any
W ∈ CD(() ∪ Ca.b(() and condition (6.12) holds.

Remarks.
(a) Lemma 6.5 applies also for non-random λ if σ̂ N → σ for some σ ∈ P(K), for
all δ > 0 eventually {λi} ⊂ Kδ (the closed δ-blowup of K), and the boundedness
above of ψ〈α,c〉(·) is established over Kδ for some δ = δ(α, p) > 0. Indeed,
carrying the whole proof in Kδ , the only modification needed is in (6.18) where
now 4∞(W) = lim supN→∞

∫
ψWdσ̂

N = 4̃(W).
(b) In the context of Proposition 6.4, part (b) of Lemma 6.5 results with 4̃(·)
replacing 4̄(·) in (6.14) and with the convex GRF for the LDP of CN being

I(C) = sup
α∈Do

{〈α,C〉 − 4̃(〈α, c〉)} . (6.17)

(c) If Lemma 6.5 applies for Y = X∗, then the convex set Do contains a centered
open ball for the operator norm on X∗. Consequently Do is in this case the interior
of {α ∈ X∗ : 4̃(〈α, c〉) <∞} for the latter topology.

Proof . (a) Let p > 1 and C < ∞ be such that supθ∈K ψpW(θ) ≤ C. Then, for
any θn → λ ∈ K , by Hölder’s inequality,

E[eW(θn,·)1IW(θn,·)≥W(λ,·)+1] ≤ eC/pP(W(θn, ·) ≥ W(λ, ·)+ 1)1/q

By continuity ofW , we thus see that E[eW(θn,·)1IW(θn,·)≥W(λ,·)+1] → 0 as n→∞.
Our assumption also implies that ψW(·) ≤ ψpW(·)/p is finite throughoutK , so by
continuity of W and dominated convergence,

E[eW(θn,·)1IW(θn,·)≤W(λ,·)+1] →n→∞ E[eW(λ,·)] .

With θn → λ ∈ K an arbitrary sequence, by continuity of y �→ log y on R+ we see
that ψW ∈ C(K). Hence, ψW ∈ Cb(K) by compactness of K . As ψp(W∧r)(θ) ≤
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pr < ∞, the preceding argument applies to W ∧ r . Thus, ψW∧r ∈ Cb(K) for
any r <∞. By monotone convergence, ψW∧r ↑ ψW for every λ ∈ K . Moreover,
ψW∧r ∈ Cb(K) are uniformly bounded below on the compactK , hence 4̃(W∧r) ↑
4̃(W). By definition

4∞(W) = lim sup
N→∞

1

N
log E

[
eN

∫
K ψW (λ)dσ̂

N (λ)
] ≥ 4̄(W) ≥ lim

r→∞ 4̄(W ∧ r)
= lim
r→∞4∞(W ∧ r) . (6.18)

Applying Varadhan’s lemma for the continuous, bounded mapping µ �→ ∫
ψWdµ

on P(K) it follows by the trivial LDP for σ̂ N that 4∞(W) = 4̃(W). Likewise,
ψW∧r ∈ Cb(K) results with 4∞(W ∧ r) = 4̃(W ∧ r) for all r < ∞ and (6.16)
follows out of (6.18).
(b) The proof of part (a) shows that 4̄(W) ≥ 4̃(W) for any W ∈ C((), with
equality for W ∈ Ca.b(() and by our assumption also for W = V + 〈α, c〉 with
α such that 4̃(p2〈α, c〉) < ∞ for some p > 1. If α ∈ Do then p2α ∈ D for
some p > 1, so we see that 4̄(W) = 4̃(W) for all W ∈ CD(() ∪ Ca.b((). Fix
Wn ∈ CD(() such that Wn ↓ W∞ ∈ Ca.b((). Then, 4̃(W1) <∞, implying that
E(eW1(λ,·)) <∞ for σ -a.e. λ. This immediately gives ψWn ↓ ψW∞ by dominated
convergence. As

∫
(ψW1∨0)dσ <∞, by dominated convergence

∫
(ψWn∨0)dσ ↓∫

(ψW∞∨0)dσ . Since
∫
(ψWn∧0)dσ ↓ ∫

(ψW∞∧0)dσ by monotone convergence,
we now deduce that (6.12) holds for any such Wn ↓ W∞. We have already seen
that infp>1 4̃(p〈α, c〉) < ∞ whenever α ∈ Do. Moreover, if 4̃(p3〈α, c〉) < ∞
for some p > 1 then by our assumption and (6.16) it follows that pα ∈ D, that is
α ∈ Do. � 

6.3. LDP for the uniform law on the sphere

We wish to stress a simple corollary of our work, namely, the LDP for the empirical

measure under the uniform law s
√
N

N on the sphere SN−1 of radius
√
N . This is a

direct consequence of the strategy of Sections 5.3 and 6.2.

Theorem 6.6. The law of the empirical measure under s
√
N

N satisfies a LDP of
speed N and the GRF H1(·), where

Hu(µ) =
{
I (µ|γ )+ 1

2 (1 −
∫
x2dµ(x)+ log u) if

∫
x2dµ(x) ≤ u

+∞ otherwise.
(6.19)

Proof . Fix u > 0 and let g be of law γ⊗N . By Cramèr’s theorem, (u−1N−1|g|2,
N−1 ∑N

i=1 δgi ) satisfies the LDP in R × P(R) with some convex GRF. In this
setting Lemma 6.5 trivially applies, and it is easy to check that the formula (6.11)
for this GRF is then

Iu(r, µ) =
{
I (µ|γ )+ 1

2 (ru−
∫
x2dµ) if

∫
x2dµ ≤ ru,

+∞ otherwise.

In Section 5.3 we provided a representation of the empirical measure under

s
√
N

N as the contraction S : R+ × P(R) → P(R) of (N−1|g|2, N−1 ∑N
i=1 δgi )
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for S(r, µ(·)) = µ(
√
r ·). It is not hard to check that Hu(µ) = inf(r,µ̃)∈S−1(µ)

Iu(r, µ̃). � 

Remark. This proof shows also that the LDP for the empirical measure of v0 = Gu0
of (IC2) has the GRF

H(µ) =
{
κ(0) if µ = δ0
inf
u>0

{κ(u)+Hu(µ)} otherwise.

6.4. Strong solutions of the SDS (1.1)

The next lemma provides the existence and uniqueness of strong solutions of the
SDS (1.1), hence also of the diagonalized SDS (2.2).

Lemma 6.7. If f ′ is globally Lipschitz and bounded from below, then for any
integer N , β ∈ (0,∞], T < ∞, any symmetric N × N matrix J, and any given
initial condition (ui0)1≤i≤N ∈ RN , which is independent of {Bit }, the SDS (1.1)
admits a unique strong solution on C([0, T ],RN).

Proof . Since f ′ is globally Lipschitz, for any M < ∞ it is easy to check that
bi(u) = (Ju)i −f ′(N−1|u|2 ∧M)ui results with a globally Lipschitz drift b(u) =
(b1(u), . . . , bN(u)). The existence and uniqueness of a square-integrable strong
solution u(M) for the SDS

duit =
N∑
j=1

Jiju
j
t dt − f ′

(
N−1|ut |2 ∧M

)
uitdt + β−1/2dBit (6.20)

is thus standard (for example, see [19, Theorems 5.2.5, 5.2.9]). With u(M) defined
on the same probability space and filtration, consider the stopping times τM =
inf{t : |u(M)t | ≥ √

NM}. Note that u(M) is the unique strong solution of (1.1) for
t ∈ [0, τM ], with τM a non-decreasing sequence. By the Borel-Cantelli lemma, it
suffices for the existence of a unique strong solution u = limM→∞ u(M) of the
SDS (1.1) in [0, T ], to show that

∞∑
M=1

P (τM ≤ T ) <∞. (6.21)

To this end, fix M and let xt = u(M)t∧τM with Zs = 2β−1/2
∫ s∧τM

0

∑N
i=1 x

i
t dB

i
t .

Applying Ito’s formula for gt = |xt |2 insures that

gs ≤ g0 + 2
∫ s∧τM

0
〈Jxt , xt 〉dt − 2

∫ s∧τM

0
f ′(N−1gt )gtdt + Zs + β−1Ns

≤ g0 + β−1Ns + 2(λ∗N + c)
∫ s

0
gtdt + Zs (6.22)
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where we have used the lower bound f ′ ≥ −c for some c ∈ R and denoted by
λ∗N ≥ 0 the spectral radius of J. As the quadratic variation of the martingale Zs is
(4/β)

∫ s∧τM
0 gtdt ≤ 4β−1s

√
NM , applying Doob’s inequality for the martingale

Ls = exp(Zs − (2/β)
∫ s∧τM

0 gtdt), yields for any A > 0,

P

(
sup
s≤T

{
Zs − (2/β)

∫ s

0
gtdt

}
≥ A

)
≤ P

(
sup
s≤T

Ls ≥ eA
)
≤ e−A

Therefore, (6.22) shows that with probability greater than 1− e−A, for any t ≤ T ,

gt ≤ g0 + β−1NT + A+ 2(β−1 + λ∗N + c)
∫ t

0
gsds ,

and by Gronwall’s lemma then also

sup
t≤T

|u(M)t∧τM |2 ≤ (|u0|2 + β−1NT + A)e2(β−1+λ∗N+c)T . (6.23)

For large enoughM one may set A = A(M) > 0 such that the right-side of (6.23)
is NM/2, resulting with

P(τM ≤ T ) ≤ e−A(M).
Since A(M) ≥ ηM for some η > 0 and all large M , this is enough to give
(6.21). � 

7. Proofs of Theorems 3.1, 3.4 and Lemma 3.3

Proof of Theorem 3.1. By (2.5)–(2.8) we have that for any β ∈ (0,∞),

Fβ = sup
u,v

inf
ρ,α
{(β − α)v + (1

2
− ρ)u− cβ

2
u2 + L(ρ, α)} + 1

2
log(2π). (7.1)

The value of Fβ is the one obtained by exchanging the supremum and the in-
fimum in the above formula. Even though the Min-Max theorem does not apply
directly, one may prove its conclusion by cutting wisely the sets over which the
extrema are taken. We provide here a different argument, which though less trans-
parent, is much shorter and more elegant. This argument is based on the formula
(4.9) that represents the free energy Fβ in terms of an extremum involving the extra
parameter µ ∈ P(R).

Setting α = β and ρ = 1
2 − βs for fixed s ≥ λ∗ leads to

Fβ ≤ sup
u
(sβu− cβ

2
u2)− 1

2

∫
log(s − λ)dσ(λ)+ 1

2
log(πβ−1).

Hence, with optimal u = s/c we see that Fβ ≤ Gβ where

Gβ := 1

2
inf
s≥λ∗

{βs
2

c
−
∫

log(s − λ)dσ(λ)} + 1

2
log(πβ−1). (7.2)
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Since p(s, β) is strictly increasing in s ≥ λ∗ and in β ≥ 0 with p(s, 0) < 0 for
all s ∈ [λ∗,∞), we find the following two cases depending upon the existence of
a (unique) s = sβ > λ∗ so that

2β

c
s = L(s) . (7.3)

• For β ∈ (0, βc) there exists sβ > λ∗ satisfying (7.3). Such sβ is unique by strict
monotonicity of s �→ p(s, β). Note that the infimum in (7.2) is attained where the
infimum of

∫ s
λ∗ p(t, β)dt is attained, that is at s = sβ .

• For β ≥ βc there is no solution s > λ∗ of (7.3). Then,
∫ s
λ∗ p(t, β)dt > 0 for all

s > λ∗ and the infimum in (7.2) is attained at sβ := λ∗.
In view of the above, it suffices to show that Fβ ≥ Gβ in order to establish

(3.4). To this end, set u = sβ/c, v = usβ − 1/(2β) and µ = µρ,α of (4.11) for
α = β and ρ = 1

2 −βsβ . Obviously, (sβ−λ∗)L(sβ) ≤ 1, and with σ(·) symmetric,
it follows that

2βs2
β

c
≥ sβL(sβ) ≥ 1 , (7.4)

implying that λ∗u ≥ v ≥ 0. Moreover, (7.4) and the choice of sβ result with

u = sβ

c
≥ 1

2β
L(sβ)+ sβ

λ∗
|u− 1

2β
L(sβ)| .

The latter inequality amounts to the condition that µ ∈ A(u, v) of (2.12). Conse-
quently, by (4.9), (2.11), (4.12), (2.5) and (2.7) we see that

Fβ ≥ h(u, v)−K(u, v, µ) = h(u, v)+ 1

2
(1 − u)+ L(ρ, α)

= βv + 1

2
− βcu2

2
+ 1

2
log(2π)− 1

2

∫
log(1 − 2(αλ+ ρ))dσ(λ)

=
βs2
β

2c
− 1

2

∫
log(sβ − λ)dσ(λ)+ 1

2
log(πβ−1),

as needed to complete the proof of (3.4).
Recall that by Theorem 2.1,

ν∗0 =
∫
γ1−2(αβλ+ρβ)dσ (λ) =

∫
γ2β(sβ−λ)dσ (λ).

Thus, for eachβ ∈ (0, βc), ν∗0 is a mixture of Gaussian laws with uniformly bounded
variances, so ν∗0 itself has a sub-Gaussian tail. For any β ≥ βc, the 2k-th moment
of ν∗0 is ck,β

∫
(λ∗−λ)−kdσ (λ), for some finite, positive constant ck,β . To conclude

the proof, observe that
∫
(λ∗ − λ)−(k+1)dσ (λ) = ∞ whenever |L(k)(s)| → ∞ for

s ↓ λ∗ (see (3.1)). � 



Aging of spherical spin glasses 59

The proof of Lemma 3.3 is reminiscent of the approach of Wong and Wong [30,
31]. Since σ(·) is supported on the compact set [−λ∗, λ∗], the Stieljes transform
L(·) of (3.1) has an analytic continuation

L(z) :=
∫

1

z− λdσ(λ) (7.5)

to z ∈ C \ [−λ∗, λ∗], which for .{z} > λ∗ may also be expressed as

L(z) =
∫ ∞

0
e−zθL(θ)dθ . (7.6)

The first step in our analysis is to study the asymptotics of L(λ∗ + z) in the sectors

Sθ :=
{
z �= 0 : |arg(z)| < π

2
+ θ

}
, (7.7)

of C, for |z| ↓ 0, as summarized in the next lemma.

Lemma 7.1. Fixing θ ∈ (0, π2 ), for all k < q − 1,

lim sup
z∈Sθ ,|z|↓0

|L(k)(λ∗ + z)− L(k)(λ∗)| = 0, (7.8)

where

(−1)kL(k)(λ∗) =
∫ ∞

0
e−λ

∗θ θkL(θ)dθ <∞ (7.9)

while for k = n = [q] and b2 = (−1)nb1C(n+ 1 − q) �= 0,

lim sup
z∈Sθ ,|z|↓0

|zn+1−qL(n)(λ∗ + z)− b2| = 0 , (7.10)

and in case q = n is integer also,

lim sup
z∈Sθ ,|z|↓0

|zL(n−1)(λ∗ + z)| = 0 . (7.11)

Proof of Lemma 7.1. From (7.5) it follows that for all z ∈ C \ [−λ∗, λ∗], k =
1, . . . , n = [q],

L(k)(z) = (−1)kk!
∫
(z− λ)−(k+1)dσ (λ) . (7.12)

When .{z} > λ∗, it follows from (7.6) that

L(k)(z) = (−1)k
∫ ∞

0
e−zθ θkL(θ)dθ

which by monotone convergence (for z = s ∈ R such that s ↓ λ∗), and (3.8) yields
(7.9). In case q = n is an integer, (3.8) similarly implies that

lim
s↓0

|sL(n−1)(λ∗ + s)| = 0 . (7.13)
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Fixing hereafter θ ∈ (0, π2 ), let κ = √
(1 − sin θ)/2 > 0. Note that for all z ∈ Sθ

and λ ∈ [−λ∗, λ∗],

|z+ λ∗ − λ| ≥ κ(|z| + λ∗ − λ) . (7.14)

Combining (7.12) (for k = n − 1) and (7.14) it follows that |L(n−1)(λ∗ + z)| ≤
κ−n|L(n−1)(λ∗ + |z|)| for all z ∈ Sθ . Hence, (7.13) implies (7.11) in case q is an
integer.

Fixing next k < q − 1, let

hz(λ) := |(z+ λ∗ − λ)−(k+1) − (λ∗ − λ)−(k+1)| ,

and note that by (7.14), hz(λ) ≤ C0(λ
∗ − λ)−(k+1) for some C0 = C0(k, κ) <∞,

all z ∈ Sθ and all λ ∈ [−λ∗, λ∗]. Moreover, it is easy to check that hz(λ) ≤
δ(λ∗−λ)−(k+1) whenever λ∗−λ ≥ M|z|, for all δ > 0 and someM = M(δ) <∞
independent of λ and z. Hence, by (7.12), for all z ∈ Sθ and δ > 0,

|L(k)(λ∗ + z)− L(k)(λ∗)| ≤ k!
∫
hz(λ)dσ(λ)

≤ δ|L(k)(λ∗)| + C0k!
∫
(λ∗−λ)≤M|z|

(λ∗ − λ)−(k+1)dσ (λ) .

By (7.9) and (7.12) we know that
∫
(λ∗ − λ)−(k+1)dσ (λ) <∞, whereas σ([λ∗ −

M|z|, λ∗])→ 0 as |z| → 0 (by (3.9)). It thus follows that

lim sup
z∈Sθ ,|z|↓0

|L(k)(λ∗ + z)− L(k)(λ∗)| ≤ δ|L(k)(λ∗)| ,

leading to (7.8) when taking δ ↓ 0.
Turning to prove (7.10), integration by parts results for z ∈ C \ R− with∫ λ∗

−λ∗
(z+ λ∗ − λ)−(n+1)dσ (λ)

= (z+ 2λ∗)−(n+1) + (n+ 1)
∫ 2λ∗

0
(z+ x)−(n+2)σ ([λ∗ − x, λ∗])dx , (7.15)

and by a change of variable, for all δ > 0, then

zn+1−q
∫ δ

0
(z+ x)−(n+2)xqdx =

∫
C0,w

(1 + ξ)−(n+2)ξqdξ := −Aw,0 ,

where w := δz−1 and Cv,w := {(1 − x)v + xw : x ∈ [0, 1]} is the line segment
connecting v ∈ C to w ∈ C. Take r = |w| ∈ R+, r ′ ∈ (0, r) and w′ = (r ′/r)w.
Noting that h(ξ) := (1+ ξ)−(n+2)ξq is analytic inside the trapezoid connecting r ′,
r , w and w′, Cauchy’s formula yields

Ar ′,r + Ar,w + Aw,w′ + Aw′,r ′ = 0 ,
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where Av,w := ∫
Cv,w

h(ξ)dξ . Since n+ 1 > q, it follows by Euler’s integral of the
first kind, that

lim
r↑∞,r ′↓0

Ar ′,r = C(q + 1)C(n+ 1 − q)
C(n+ 2)

∈ (0,∞) .

With η = arg(w) it is easy to check that

|Ar,w| ≤ 2r1+q(r cos(η/2)− 1)−(n+2) →r→∞ 0 ,

uniformly in |η| < π/2 + θ . Similarly, |Aw′,r ′ | ≤ 2(r ′)1+q(1 − r ′)−(n+2) → 0 as
r ′ → 0. It thus follows that for any fixed δ > 0,

lim sup
|z|→0,z∈Sθ

|zn+1−q
∫ δ

0
(z+ x)−(n+2)xqdx − C(q + 1)C(n+ 1 − q)

C(n+ 2)
| = 0 .

(7.16)

By (3.9), for any δ′ > 0 there exists δ > 0 small enough such that

|
∫ δ

0
(z+ x)−(n+2){σ([λ∗ − x, λ∗])− b1x

q

C(q + 1)
}dx| ≤ δ′

∫ δ

0
|z+ x|−(n+2)xqdx ,

(7.17)

where for all z ∈ Sθ , by (7.14),

|z|n+1−q
∫ δ

0
|z+ x|−(n+2)xqdx ≤ κ−(n+2)

∫ ∞

0
(1 + s)−(n+2)sqds <∞ .

(7.18)

Since for any fixed δ > 0,

lim sup
|z|→0

|z|n+1−q
∫ 2λ∗

δ

|z+ x|−(n+2)dx = 0 (7.19)

it thus follows from (7.16)–(7.19) that

lim sup
|z|→0,z∈Sθ

|zn+1−q
∫ 2λ∗

0
(z+ x)−(n+2)σ ([λ∗ − x, λ∗])dx − b1C(n+ 1 − q)

C(n+ 2)
| = 0 .

By (7.12) and (7.15) we then easily establish (7.10). � 

We state and prove next a direct inversion lemma for Laplace transforms.

Lemma 7.2. Suppose that the (one-sided) Laplace transform

f(z) :=
∫ ∞

0
e−zxf (x)dx
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of an absolutely integrable, continuous function f (x), defined for.{z} > 0, has an
analytic continuation in Sθ of (7.7) for some θ ∈ (0, π2 ) and is such that |f(z)| → 0
when |z| → ∞ for z ∈ Sθ . If for some ξ ∈ C and r ∈ (0,∞),

lim sup
z∈Sθ ,|z|↓0

|zr f(z)− ξ | = 0 , (7.20)

then,

lim sup
x↑∞

|x1−rf (x)− ξ

C(r)
| = 0. (7.21)

Proof of Lemma 7.2. This proof is an adaptation of [30, proof of Theorem 1]. With
f (x) continuous and absolutely integrable, we have from the Laplace inversion
formula that for all x ≥ 0,

f (x) = 1

2πi

∫
C

ezxf(z)dz , (7.22)

where C = {z : .{z} = s0 > 0}. Since f(z) is in fact analytic in Sθ and |f(z)| → 0
when |z| → ∞, Cauchy’s theorem implies that we can replace C by the contour

Cρ,η = Dρ,η ∪ Cρ,η (7.23)

for any (ρ, η) ∈ (0,∞)× (0, θ), where

Dρ,η =
{

arg(z) = π

2
+ η, |z| ≥ ρ

}
∪
{

arg(z) = −π
2
− η, |z| ≥ ρ

}
Cρ,η =

{
|z| = ρ, arg(z) ∈

(
−π

2
− η, π

2
+ η

)}
.

It follows by Hankel’s integral representation of the gamma function and a change
of variable, that for any loop C around the negative axis, and any r > 0, x > 0,

1

2πi

∫
C

z−rezxdz = xr−1

C(r)
.

Let ζ(z) := f(z)− ξz−r for ξ ∈ C and r ∈ (0,∞) of (7.20). Then, by (7.22),

x1−rf (x)− ξ

C(r)
= x1−r

2πi

∫
Cρ,η

ζ(z)ezxdz , (7.24)

where Cρ,η is any of the contours of (7.23). Note that ζ(z) is also analytic on Sθ
with |ζ(z)| → 0 as |z| → ∞, z ∈ Sθ . Fixing η ∈ (0, θ) it thus follows that
supz∈Dρ,η |ζ(z)| is finite for any ρ > 0. Moreover, by (7.20), supz∈Dρ,η |ζ(z)| ≤
δρ−r for all δ > 0 and ρ ≤ ρ1(δ). Consequently, for all ρ ≤ ρ1∣∣ ∫

Dρ,η

ζ(z)ezxdz
∣∣ ≤ ∫

Dρ,η

|ζ(z)|ex.{z}d|z|

≤ 2δρ−r
∫ ∞

ρ

e−xy sin ηdy ≤ 2δρ−r (x sin η)−1 , (7.25)
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and likewise, ∣∣ ∫
Cρ,η

ζ(z)ezxdz
∣∣ ≤ 2πδρ1−reρx . (7.26)

Choosing ρ = x−1 it follows from (7.24), (7.25) and (7.26) that

|x1−rf (x)− ξ

C(r)
| ≤ δC

for some C = C(η) <∞, all δ > 0 and any x ≥ x0(δ). Taking δ ↓ 0 we establish
(7.21). � 

Proof of Lemma 3.3. For all τ ≥ 0 let

g(τ) = e−2sβτR(τ) .

With f ′(x) = cx it follows from (3.5) and (3.6) thatR(t) satisfies the linear Volterra
integrodifferential equation,

R′(t) = 2cKd(t)R(t) = 2cL(2t)+ 2cβ−1
∫ t

0
R(τ)L(2(t − τ))dτ . (7.27)

By Fubini’s theorem and integration by parts, it follows that for all s ≥ 0,

2(sβ + s)
∫ T

0
e−2sτ g(τ )dτ − 1 ≤ cL(sβ + s)(1 + β−1

∫ T

0
e−2sτ g(τ )dτ) .

(7.28)

Recall that L(sβ + s) < ∞ and p(sβ + s, β) of (3.3) is strictly positive for all
s > 0. Therefore, by (7.28), the (one-sided) Laplace transform

g(z) :=
∫ ∞

0
e−2zτ g(τ )dτ (7.29)

of g(τ) ≥ 0 converges absolutely whenever s = .{z} > 0. Hence, considering
the (one-sided) Laplace transform of (7.27) for .{z} > 0, leads by (7.6), Fubini’s
theorem and integration by parts to

2(sβ + z)g(z)− 1 = cL(sβ + z)(1 + β−1g(z)) . (7.30)

Note that for all s ≥ λ∗ and w �= 0,

.{L(s + iw)} =
∫ λ∗

−λ∗
s − λ

(s − λ)2 + w2
dσ(λ) < L(s) .

Hence, .{p(sβ + z, β)} > 0 whenever .{z} > 0, in which case by (7.30),

g(z) = β(cL(sβ + z)+ 1)

cp(sβ + z, β) . (7.31)
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Note that |L(z)| → 0 as |z| → ∞, so that p(sβ + z, β) = 2β
c
(sβ + z)−L(sβ + z)

does not vanish for large values of |z|. Furthermore, p(sβ + z, β) is analytic in
C \R− and has no zeros in the right half plane .{z} ≥ 0 except possibly in z = 0.
Since an analytic function can have only a finite number of zeros in any compact
subset of the complex plane, there must exist a θ ∈ (0, π/2) so that p(sβ + z, β)
does not vanish in the domain Sθ of (7.7). Fixing hereafter this value of θ , we have
that g(z) of (7.31) is well defined for any z ∈ Sθ where it is an analytic function,
such that |g(z)| → 0 as |z| → ∞, z ∈ Sθ . With L(k)(sβ+z), k = 1, 2, . . . , n = [q]
also analytic on C \ R− and |L(k)(z)| → 0 as |z| → ∞, it follows by the same
argument that

g(n)(z) =
∫ ∞

0
e−2zτ (−2τ)ng(τ )dτ (7.32)

converges absolutely whenever s = .{z} > 0 and has an analytic continuation to
Sθ , given by

g(n)(z) = β

c

dn

dzn

{
cL(sβ + z)+ 1

p(sβ + z, β)
}
,

such that |g(n)(z)| → 0 as |z| → ∞, z ∈ Sθ .
We shall next verify that g(z) satisfies (7.20) for some ξq,β �= 0 and rq,β ∈

(0,∞) when β ∈ (0, βc]. Lemma 7.2 then applies to f = g, resulting by (7.29)
with

x1−rq,β g(x) ∼x↑∞ Cq,β := 2rq,β ξq,β
C(rq,β)

(7.33)

We shall also verify that g(n)(z) satisfies (7.20) for some ξq,β �= 0 and rq,β ∈ (0,∞)
when β > βc. Lemma 7.2 then applies to f = g(n), resulting by (7.32) with

x1−rq,β (−2x)ng(x) ∼x↑∞ Cq,β . (7.34)

The statement of Lemma 3.3 is exactly (7.33)–(7.34) with rq,β = 1 when β < βc
or β = βc, q > 2; rq,β = q − 1 when β = βc, q ∈ (1, 2); and rq,β = n + 1 − q
when β > βc.

Turning to verify (7.20) for g, g(n), ξ �= 0 and stated values of r , we have the
following cases.
• If β ∈ (0, βc) then sβ > λ∗ is such that p(sβ, β) = 0, whereas L(sβ + z) is
analytic in a neighborhood of z = 0. Thus, g(z) of (7.31) has a simple pole at
z = 0, and (7.20) holds for r = 1 and ξ = β(cL(sβ)+ 1)/(c ∂p

∂s
(sβ, β)). It is easy

to check that ∂p
∂s
(sβ, β) = 2β/c − L′(sβ) > 0, hence ξ �= 0.

• If β = βc, then sβ = λ∗ with L(λ∗ + z) analytic only for z ∈ Sθ and not in a
whole neighborhood of z = 0. With q > 1 it suffices by (7.9) and (7.8) (for k = 0),
to consider the scaled limit of p(λ∗ + z, βc) for z ∈ Sθ . To this end observe that

p(λ∗ + z, βc) = 2βc
c
z+ (L(λ∗)− L(λ∗ + z)) = 2βc

c
z−

∫
C0,z

L′(λ∗ + ξ)dξ ,
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where the line segment C0,z connecting 0 and z ∈ Sθ is inside Sθ . If q > 2, then
(7.8) applies for k = 1, thus implying that

lim sup
|z|↓0,z∈Sθ

|z−1p(λ∗ + z, βc)− b3| = 0 (7.35)

for b3 := 2βc/c − L′(λ∗) ∈ (0,∞) (recall by (7.9) that L′(λ∗) < 0 is finite). So
in this case |zg(z)− ξ | → 0 as |z| → 0, uniformly in Sθ , where ξ = β(cL(λ∗)+
1)/(cb3) > 0. If q ∈ (1, 2), then applying (7.10) for L′(λ∗ + ξ), it follows that for
some δ(|z|) ↓ 0 as |z| ↓ 0,∣∣∣ ∫

C0,z

L′(λ∗ + ξ)dξ − b2z
q−1

q − 1

∣∣∣ ≤ |z|q−1δ(|z|)

for all z ∈ Sθ . Hence, in this case, for b3 = −b2/(q − 1) > 0,

lim sup
|z|↓0,z∈Sθ

|z1−qp(λ∗ + z, βc)− b3| = 0 , (7.36)

and now |zq−1g(z)− ξ | → 0 as |z| → 0, uniformly in Sθ .
• If β > βc then again sβ = λ∗. Thanks to (7.9), (7.8) (and (7.11) in case q is an
integer), it follows from (7.30) that

lim sup
|z|↓0,z∈Sθ

|z|n+1−q
∣∣∣g(n)(z)− β + g(z)

p(λ∗ + z, β)L
(n)(z)

∣∣∣ = 0 .

Recall that p(λ∗, β) > 0 and g(0) is finite in this case. Applying (7.8) (for k = 0)
and (7.10) we thus have that

lim sup
|z|↓0,z∈Sθ

|zn+1−qg(n)(z)− ξ | = 0 ,

where ξ = b2(β + g(0))/(p(λ∗, β)) �= 0. � 

Proof of Theorem 3.4. In analogy with (7.27), here we have that

R′(t) = 2ce2tλ∗ + 2cβ−1
∫ t

0
R(τ)L(2(t − τ))dτ .

Proceeding as in Section 3.2.3 it suffices to establish that

R(x) ∼x↑∞ Cq,βx
ρe2sβx , (7.37)

where ρ = min(q − 1, 1) for β = βc, q �= 2 and ρ = 0 otherwise. To this end,
note that similarly to the derivation of (7.31), here

g(z) =
cβ

sβ+z−λ∗ + β
cp(sβ + z, β) ,

whenever .{z} > 0. The function g(z) then admits the same singularities as the
one of (7.31), except for an additional simple pole at z = λ∗ − sβ . We thus observe
the following three regimes.
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• For β ∈ (0, βc), the simple pole at λ∗ − sβ < 0 affects neither the asymptotics
of g(z) near z = 0, nor that of g(x) as x →∞.
• For β = βc we have sβ = λ∗. Using (7.35) when q > 2 and (7.36) for q ∈ (1, 2),
now the additional pole at z = 0 results with

lim sup
|z|↓0,z∈Sθ

|z(1+ρ)g(z)− ξ | = 0 , (7.38)

for ξ = β/b3 > 0, leading to the estimates (7.37) on the asymptotics of g(x) as
x →∞.
• For β > βc the simple pole at z = 0 results with (7.38) holding for ρ = 0 and
ξ = β/p(λ∗, β) > 0. Consequently, applying Lemma 7.2 for f = g leads here to
R(x) ∼ c−1

EAe
2λ∗x as x → ∞. It is not hard to check that then K(t, s) of (3.14)

converges to cEA ∈ (0,∞) whenever t − s →∞ and s →∞. � 
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