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Diffusion processes on graphs: stochastic
differential equations, large deviation principle
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Abstract. Ito’s rule is established for the diffusion processes on the graphs. We also consider
a family of diffusions processes with small noise on a graph. Large deviation principle is
proved for these diffusion processes and their local times at the vertices.

1. Introduction

Let0 be a connected graph consisting of verticesO1, . . . , OM and edgesI1, . . . , IN
connecting the vertices. WriteIi ∼ Ok if Ok is one of the end points ofIi . Some of
the edges may just have only one end point. We assume that the graph is imbedded
in an Euclidian space so that any two edges can only have intersection at a vertex.
A coordinateyi is chosen inIi . In terms of this coordinate, we assume that a second
order elliptic operatorLi is defined onIi ,

Li = σ 2
i (yi)

2

d2

dy2
i

+ bi(yi)
d

dyi
.

It is well known, under some general conditions,Li defines uniquely (distribution-
wise) a diffusion processX(i)(t) in Ii up to the first time it reaches the end points
of Ii (see [24] ). To define the process on0, which coincides withX(i)(t) in Ii , one
should prescribe the behavior of the process after it reaches the vertices. In [18, 19],
all possible continuous Markov processes on0 with Feller property governed byLi
insideIi were described. It is shown that there exists a one to one correspondence
between such processes and the sets of nonnegative constantsαk, αki, for eachOk
andIi ∼ Ok, such that ∑

Ii∼Ok
αki + αk > 0 .

Namely, given a set of such constants, an operatorA can be defined on a subset of
continuous functionsF on0 satisfying
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αkAF(Ok) =
∑
Ii∼Ok

αkiDiF (Ok), k = 1, . . . ,M ,

such thatAF is continuous on0 and equal toLiFi insideIi . HereFi is the restriction
of F on Ii and

DiF(Ok) ≡ lim
X∈I0

i :X→Ok

F (X)− F(Ok)

|yi(X)− yi(Ok)| .

Then the corresponding process is the Markov process generated byA.
Skew Brownian motion ([25]) and Walsh’s Process ([38]) are interesting exam-

ples for the processes introduced above. See also [3] and an extensive references
there. Diffusion processes on graphs arise naturally in models of physical processes
such as electrical network, nerve impulse propagation, etc. ([15, 20, 21, 30, 32]).
Such processes also appear in a number of limiting theorems for classical processes
([7, 16, 18, 19]). Many related interesting mathematical problems has been studied
in the literature ([4, 5, 22, 28, 30, 33]).

In this paper, we consider the particular case thatαk = 0 andαki > 0 if
Ii ∼ Ok. We shall develop stochastic analysis for such processes. We also give
a useful description for them. Of course, inside eachIi , the process is governed
by a classical stochastic differential equation, but at the vertices we face some
new effects. We derive Ito’s differential rule for the processes. These are given
in Sections 2 and 3. In Section 4, we consider a family of diffusion processes on
graph with small noise and study the large deviation properties of these processes
and their local times at the vertices. Some applications are given in Section 5 which
in particular implies some of the results obtained in [8, 26]. Finally, we remark that
the analysis presented in this paper allows us to consider, for example, the Dirichlet
problem for second order elliptic operators on graphs with a small second order
coefficients, as well as wave front propagation for reaction-diffusion on graphs.
The last problem will be studied in detail elsewhere.

2. Stochastic calculus, stochastic equation for the process

In this section, we shall introduce notations, terminology which will be used for
what follows.

Let 0 be a connected graph, as described in Section 1, consisting of vertices,
O1, . . . , OM , and edges,I1, . . . , IN . A coordinateyi is chosen onIi such thatIi
is homeomorphic to an interval of real line using this coordinate;I0

i is the interior
of Ii . We sayIi ∼ Ok if Ii hasOk as one of its boundary (end points);Ii has only
one end if and only ifIi is homeomorphic to [0,∞).

Let Cb(0) be the space of bounded continuous functions on0. We say that a
continuous functionF defined on0 is in C∞

b (0) if it is bounded and continuous
on I0

i together with all its derivatives, which have natural extension to the ends of
Ii if Ii is homeomorphic to a bounded interval.
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LetLi be an operator given by

Lif (X) = 1

2
σ 2
i (yi)

d2f

dy2
i

(yi)+ bi(yi)
df

dyi
(yi), X ∈ Ii, yi(X) = yi . (2.1)

We assume thatσi andbi , i = 1, . . . , N , are functions inC∞
b (I

0
i ). We also assume

thatσi, i = 1, . . . , N , are uniformly strictly positive.
Let Ii ∼ Ok. For a functionF defined on a neighborhood ofOk, we denote

DiF(Ok) = lim
X∈I0

i ,X→Ok

F (X)− F(Ok)

|yi(X)− yi(Ok)|

if the limit exists.
Let αki > 0 be given forIi ∼ Ok. We define a linear operatorA onCb(0) by

AF(X) = LiFi(X), X ∈ Ii , (2.2)

for F in the domainD(A) which consists of functionsF in C∞
b (0) satisfying

ρ(F )(Ok) ≡ 1∑
i:Ii∼Ok αki

∑
i:Ii∼Ok

αkiDiF (Ok) = 0 (2.3)

for eachOk andAF ∈ Cb(0). HereFi is the restriction ofF on Ii . We shall call
(2.3) the gluing condition in the sequel. The following result taken from [18] gives
the existence and uniqueness of a Markov process on0 with the generatorA . We
mention that the distribution for Walsh’s process is given in [3].

Theorem 2.1. The operatorA generates a Feller Markov process on0 with con-
tinuous sample paths. The operatorLi and the gluing condition at the vertices
define such a process in a unique way(in the sense of distribution).

We know that this Markov process insideIi is the diffusion process generated
byLi . In the following, we shall try to describe the behavior of this process in the
neighborhood ofOk. This is a local property. Therefore, in the rest of this section,
we shall assume that0 has only one vertexO and is given by

0 = {(x, i); x ≥ 0, i = 1, . . . , N} . (2.4)

Here we identify(0, i), i = 1, . . . , N , and call itO. We shall useF to denote a
function on0 and define

Fi(x) = F(x, i), x ≥ 0 .

We sayF ∈ C∞
b (0) if Fi ∈ C∞

b ((0,∞)) for eachi andFi(0), i = 1, . . . , N , have
the same value.

The operatorLi can be considered for functions on [0,∞) and is given by

Lif (x) = 1

2
σ 2
i (x)

d2f

dx2
(x)+ bi(x)

df

dx
(x), x > 0 (2.5)
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for f defined on [0,∞). Hereσi, bi are inC∞
b ((0,∞)) for eachi. We assume that

there is ac0 > 0 such that

σi(x) > c0 for all i andx ≥ 0 .

Let the constantsαi, i = 1, . . . , N , be positive. We may assume that

N∑
i=1

αi = 1 .

ForF ∈ C∞
b (0), define

ρ(F ) =
∑

αi
dFi

dx
(0) . (2.6)

The operatorA, defined according to (2.2) (2.3), generates a Markov process and
is denoted byX(t) = (x(t), i(t)), t ≥ 0. Note that ifx(t) = 0, i(t) can be chosen
in a nonunique way. Let, for the definition, puti(t) = 1 in this case. Since all(0, i)
are identified, the choice ofi(t) is not essential whenx(t) = 0.

Lemma 2.2. There is a1-dim Wiener processW(t) and a continuous increasing
process̀ (t), which are measurable with respect toFt , theσ -field generated by
X(s), s ≤ t , such that

dx(t) = σi(t)(x(t))dW(t)+ bi(t)(x(t))dt + d`(t) . (2.7)

Here`(·) increases only whenx(t) = 0.

Proof. For eachδ > 0, let us define the stopping timesτ δn , θ
δ
n , n = 0,1,2, . . . , as

follows.

θδ0 = 0

τ δ0 = inf {t > 0; x(t) = 0}

θδ1 = inf {t > τδ0; x(t) = δ}
...

τ δn = inf {t > θδn; x(t) = 0}

θδn+1 = inf {t > τδn ; x(t) = δ} .
We define a functionH on0 by

H(x, i) = Hi(x) =
∫ x

0

1

σi(u)
du, x > 0 . (2.8)

We consider the following decomposition,

H(X(t)) = H(X(0))+
∑(

H
(
X
(
τ δn ∧ t))−H

(
X
(
θδn ∧ t)))

+
∑(

H
(
X
(
θδn+1 ∧ t))−H

(
X
(
τ δn ∧ t))) . (2.9)
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Denote

Wδ(t) =
∑

ξδn(t)

with

ξδn(t) = H
(
X
(
τ δn ∧ t))−H

(
X
(
θδn ∧ t))

−
∫ τ δn∧t

θδn∧t

(
1
2σ

2
i(s)(x(s))

d2Hi(s)

d2x
(x(s))+ bi(s)(x(s))

dHi(s)

dx
(x(s))

)
ds .

It is easy to see from the Ito’s formula thatWδ(t) is a martingale with the quadratic
variation ∑(

τ δn ∧ t − θδn ∧ t)
which converges tot asδ tends to 0. Here we use the property

lim
δ→0

E

{∫ t

0
χ{x(s)≤δ}ds

}
= 0 (2.10)

and the relation

∑
θδn≤t

(
θδn − τ δn−1

) ≤
∫ t

0
χ{x(s)≤δ}ds .

We remark that (2.10) can be proved using the relation

E

{∫ t

0
χ{x(s)≤δ}ds

}
≤ E

{
Fδ(X(t))− Fδ(X(0))

}
,

whereFδ ∈ C∞
b (0) satisfies

LiF
δ
i (x) = α(x),

F δi (0) = dF δi

dx
(0) = 0

with α(x) a function such that 0≤ α(x) ≤ 1, α(x) = 1 on [0, δ] and 0 ifx ≥ 2δ.
Indeed, solving the equation we get

Fδi (x) =
∫ x

0
exp

(
−
∫ z

0

2bi(u)

σ 2
i (u)

du

)∫ z

0

2α(y)

σ 2
i (y)

exp

(∫ y

0

2bi(v)

σ 2
i (v)

dv

)
dy dz .

By the assumption onα(·), we can show∣∣Fδi (x)∣∣ ≤ cδx

for somec > 0. The assertion follows from this.
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Therefore,Wδ converges to a Wiener processW(t) asδ tends to 0. By using
(2.10), we can also prove

∑∫ τ δn∧t

θδn∧t

(
1

2
σ 2
i(s)(x(s))

d2Hi(s)

d2x
(x(s))+ bi(s)(x(s))

dHi(s)

dx
(x(s))

)
ds

→
∫ t

0

(
1

2
σ 2
i(s)(x(s))

d2Hi(s)

d2x
(x(s))+ bi(s)(x(s))

dHi(s)

dx
(x(s))

)
ds, as δ → 0 .

From these results,∑
(H(X(θδn+1 ∧ t))−H(X(τδn ∧ t)))

also converges to a process˜̀(t) asδ tends to 0. But since∑
n

(H(X(θδn+1 ∧ t))−H(X(τδn ∧ t)))−
∑
n,i

H(δ, i)χ{
θδn+1≤t,i(θδn+1)=i

}

and ∑
n,i

H(δ, i)χ{θδn+1≤t,i(θδn+1)=i} −
∑
n,i

1

σi(0)
δχ{

θδn+1≤t,i(θδn+1)=i
}

both tend to 0 in mean asδ → 0, ˜̀(t) should be an increasing process and it
increases only whenx(t) = 0.

Now, consider

x(t) = x(0)+
∑

(x(τ δn ∧ t)− x(θδn ∧ t))+
∑

(x(θδn+1 ∧ t)− x(τ δn ∧ t)) .
We observe that

∑
(x(τ δn ∧ t)− x(θδn ∧ t)) =

∫ t

0
σi(s)(x(s))dW

δ(s)+
∑∫ τ δn∧t

θδn∧t
bi(s)(x(s))ds

which converges to∫ t

0
σi(s)(x(s))dW(s)+

∫ t

0
bi(s)(x(s))ds

asδ → 0 by using (2.10). On the other hand,∑
(x(θδn+1 ∧ t)− x(τ δn ∧ t))−

∑
δχ{θδn+1≤t}

tends to 0 in mean asδ → 0 and
∑
δχ{θδn+1≤t} is an increasing process. Therefore,

∑
(x(θδn+1 ∧ t)− x(τ δn ∧ t))

also converges to an increasing process`(t) satisfying the desired property. This
completes the proof.
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Lemma 2.3. (Ito’s formula) Let W(t), `(t) be as in Lemma2.2. AssumeF ∈
C∞
b (0). Then

F(X(t)) = F(X(0))+
∫ t

0
σi(s)(x(s))

dFi(s)

dx
(x(s))dWs

+
∫ t

0
AF(X(s))ds + ρ(F )`(t) .

Proof. For eachδ > 0, let the stopping timesτ δn , θ
δ
n be defined as in the proof of

Lemma 2.2. We use a decomposition forF(X(t)) similar to (2.9) and a similar
arguments. To show the result we only need to show that

∑
n,i

dFi

dx
(0)δχ{θδn+1≤t,i(θδn+1)=i} (2.11)

converges toρ(F )`(t) asδ → 0, by noting that

∑
n

(F (X(θδn+1 ∧ t))− F(X(τ δn ∧ t)))−
∑
n,i

dFi

dx
(0)δχ{θδn+1≤t,i(θδn+1)=i} → 0

asδ → 0.
By the strong Markovian property of the process we see thati(θδn), n = 0,1, . . .,

arei.i.d. with distribution

P {i(θδn) = k} = βδk .

Letβk be a limit ofβδk , k = 1, . . . , N, for a subsequence ofδ that tends to 0. Then,
by the independence ofi(θδn), n = 0,1, . . . , we can show that (2.11) converges to
ρ̃(F )`(t), where

ρ̃(F ) =
∑

βi
dFi

dx
(0) .

Therefore,

F(X(t)) = F(X(0))+
∫ t

0
σi(s)(x(s))

dFi(s)

dx
(x(s))dWs

+
∫ t

0
AF(X(s))ds + ρ̃(F )`(t) . (2.12)

By the Markovian property of the processX(t), it is known that

F(X(t))−
∫ t

0
AF(X(s))ds

is a martingale ifF ∈ D(A). See [14]. This together with (2.12) imply thatρ̃(F ) =
0 if ρ(F ) = 0. Then we can deduce thatβk = αk, k = 1, . . . , N . Therefore,βδk
converges toαk, k = 1, . . . , N , asδ tends to 0. Also, the equation
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F(X(t)) = F(X(0))+
∫ t

0
σi(s)(x(s))

dFi(s)

dx
(x(s))dWs

+
∫ t

0
AF(X(s))ds + ρ(F )`(t) .

holds as claimed.
The above argument also proves the following result.

Corollary 2.4. Let θδ, δ > 0, be the stopping time defined by

θδ = inf {t > 0; x(t) = δ} .
Then

lim
δ→0

PO{i(θδ) = i} = αi for all i .

Remark 2.5. Let δ > 0. Define

Fi(x) =



∫ x

0 exp

(∫ δ

z

2bi(u)

σ 2
i (u)

du

)∫ δ

z

2

σ 2
i (y)

exp

(
−
∫ δ

y

2bi(u)

σ 2
i (u)

du

)
dy dz if x≤δ

0 otherwise

Applying Lemma 2.3 to this function and lettingδ → 0 we can prove that

∑
αi

2

σ 2
i (0)

`(t) = lim
δ→0

1

δ

∫ t

0
χ{x(s)≤δ}ds

holds in mean. That is,̀(·) is the occupation density ofx(·) (X(·) ) at 0 (O) up to
a constant factor.

3. Some basic transformations

In this section, we assume that our graph0 has one vertex and is given by (2.4). Let
X(t) = (x(t), i(t)) be the process on0 generated by the operator (2.5) with gluing
conditionρ(F ) = 0. Hereρ(F ) is defined by (2.6). By Lemma 2.2,X(t) satisfies
the equation (2.7). However, simple example, such as the case withσi(·) = 1, and
bi(·) = 0 for all i, shows that (2.7) alone is not enough to determineX(·). It is
interesting to see if a complete set of equations exists, including (2.7), which can
be used to describe the process. Basically, what we need is a random selection of
i(t) on each excursion from O. In the casen = 2, [23] provides another equation
to describe the process. It is not known if this idea can be generalized ton > 2.
However, it is shown in [35] that for Walsh’s process, the filtration generated by the
process is not the same as the filtration generated by the Brownian motion in Lemma
2.2. In the following we shall introduce some basic transformations, including
space transformations and the transformations by the change of probability measure
resembling the Girsanov transformation. We think that these are useful for studying
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the problems related to the process. In Section 4, we shall apply these to the study
of large deviations of small perturbed diffusions on graphs.

For the space transformation, letc1(x), . . . , cN(x) be bounded, strictly positive,
smooth functions on(0,∞) with bounded derivatives. Define

Gi(x) =
∫ x

0
ci(u)du ,

and

y(t) = G(X(t)) = Gi(t)(x(t)) .

We denote byY (t) the process(y(t), i(t)) which is a continuous process on0.

Lemma 3.1. The processY (t) defined above is the diffusion generated byÂ with
the gluing conditionρ̂(F ) = 0. Here

ÂF (y, i) = 1

2
σ̂ 2
i (y)

d2Fi

dy2
(y)+ b̂i (y)

dFi

dy
(y), y > 0 ,

σ̂i(y) = σi(G
−1
i (y)) · ci(G−1

i (y)) ,

b̂i(y) = AG(G−1
i (y), i)

= 1

2
σ 2
i (G

−1
i (y))

dci

dx
(G−1

i (y))+ bi(G
−1
i (y))ci(G

−1
i (y)) ,

ρ̂(F ) = 1∑
αici(0)

∑
αici(0)

dFi

dy
(0) ,

whereG−1
i is the inverse ofGi . Let `, ˆ̀ be the local time ofX(t), Y (t) at 0. Then

ˆ̀(t) =
∑

αici(0)`(t) = ρ(G)`(t).

Proof. Let F be a function inC∞
b (0). We may apply Lemma 2.3 toF(G(X(t)))

to get

F(Y (t)) = F(Y (0))+
∫ t

0
σ̂i(t)(y(t))

dFi(t)

dy
(y(t))dW(t)

+
∫ t

0
ÂF (Y (t))dt + ρ̂(F ) ˆ̀(t) .

This implies that

F(Y (t))−
∫ t

0
ÂF (Y (t))dt
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is a martingale ifρ̂(F ) = 0. That is, the distribution generated byY (·) is a solu-
tion of martingale problem. Then by applying Theorem 2.1 toÂF, ρ̂(F ) together
with the result in [14] (Chapter 4, Theorem 4.1), we know that the solution of the
martingale problem is unique. Therefore,Y (·) is the process generated byÂ with
gluing conditionρ̂(F ) = 0. The rest is easy and the detail is omitted.

Now we consider the Girsanov type transformation. Letei(x), i = 1, . . . , N ,
defined on(0,∞), be bounded smooth functions with bounded derivatives.

Lemma 3.2. Assume that the processX(t) is defined on a probability space(�,F,
P ), Ft is theσ -field generated byX(s), s ≤ t , andW(t), given in Lemma2.2.,
is a Wiener process adapted toFt . We define a probability measureQ on (�,F)
such that on(�,FT ) we have

dQ

dP
= exp

(∫ T

0
ei(t)(x(t))dW(t)− 1

2

∫ T

0
|ei(t)(x(t))|2dt

)
.

Then underQ,X(t) is the diffusion process generated by the operator

ÂF (x, i) = AF(x, i)+ σi(x)ei(x)
dFi

dx
(x)

with the gluing conditionρ(F ) = 0.

Proof. We know that underQ,

Ŵ (t) = W(t)−
∫ t

0
ei(s)(x(s))ds

is a Wiener process. Therefore underQ,

F(X(t))−
∫ t

0
ÂF (X(s))ds

is a martingale ifρ(F ) = 0. The rest follows by using the same argument as in the
proof of Lemma 3.1.

Remark 3.3. By Lemma 3.1, it is not difficult to see that¯̀(t), ρ̄(F ) defined as

¯̀(t) =
∑

αi
1

σi(0)
`(t), ρ̄(F ) = 1∑

αi
1

σi(0)

ρ(F )

are independent of the local coordinate{yi} chosen on0. It seems nature to replace
`(t) by ¯̀(·). Then the Ito’s formula in Lemma 2.3 still holds if we replace`(t) and
ρ(F ) by ¯̀(t) andρ̄(F ).
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4. Small perturbed diffusion processes onΓ and their large deviations

In this section, we shall consider a family of diffusion processesXε(·) on the graph
satisfying stochastic differential equations with small noise depending onε. We will
study their large deviation properties. The large deviation properties for a family
of stochastic processes or probability distributions has been well studied. We shall
briefly review the definition in the following. We refer to [17, 37] for more details
and some basic properties.

Let X be a metric space with metricρ andZh denote anX-valued random
variable for eachh > 0. Letλ(h) be a positive real-valued function and tends to∞
ash tends to 0. And letS(x) be a function onX assuming values in [0,∞]. The
sequenceZh ash → 0 is said to satisfy the large deviation principle with action
functionalλ(h)S(x) if the following assertions hold:

(i) the set8(s) = {x ∈ X; S(x) ≤ s} is compact for everys ≥ 0;
(ii) for any δ > 0, γ > 0 andx ∈ X there ish0 > 0 such that

P {ρ(Zh, x) < δ} ≥ exp(−λ(h)(S(x)+ γ ))

for all h ≤ h0;
(iii) for any δ > 0, γ > 0 ands > 0 there is anh0 > 0 such that

P {ρ(Zh,8(s)) ≥ δ} ≤ exp(−λ(h)(s − γ ))

for h ≤ h0.

The functionsS(x) andλ(h) are called the normalized action functional and nor-
malizing coefficient.

The following is an equivalent definition which is frequently used:

(i) the set8(s) = {x ∈ X; S(x) ≤ s} is compact for everys ≥ 0;
(ii) lim inf h→0 λ(h)

−1 logP {Zh ∈ A} ≥ − inf x∈A0 S(x);
(iii) lim suph→0 λ(h)

−1 logP {Zh ∈ A} ≤ − inf x∈Ā S(x);
HereA is any Borel subset ofX, Ā andA0 are the closure and interior ofA.

The following is another equivalent definition which we shall adopt in this
paper.

(i) the set8(s) = {x ∈ X; S(x) ≤ s} is compact for everys ≥ 0;
(ii) for any r > 0 there is a compact setK of X such that for anyδ > 0 there is

anh0 > 0 such that

P {ρ(Zh,K) ≥ δ} ≤ exp(−λ(h)r)
for h ≤ h0;

(iii) for any x ∈ X,

−S(x) = lim
δ→0

lim inf
h→0

λ(h)−1 logP {ρ(Zh, x) < δ}

= lim
δ→0

lim sup
h→0

λ(h)−1 logP {ρ(Zh, x) < δ} .



192 M. Freidlin, S.-J. Sheu

We remark that (i) and (ii) are easier to verify. The main effort is to prove (iii)
In the rest, we shall adopt the notations in Section 2. Let0 be a connected

graph with set of vertices,O1, . . . , OM , and edges,I1, . . . IN . On eachIi , a proper
coordinateyi is chosen. The processXε(·) has generatorAε which is given by (2.2)
and (2.3) withLi replaced byLεi ,

Lεi f (X) = ε

2
σ 2
i (yi)

d2f

dy2
i

(yi)+ bi(yi)
df

dyi
(yi), X ∈ Ii, yi(X) = yi . (4.1)

for eachIi . Hereσi andbi satisfy the conditions in Section 2. We note that it is also
interesting to consider the case whereαki depends onε for all i andk, Ii ∼ Ok.
However, here we assumeαki to be independent ofε. Denotè ε

k(·) the local time
of Xε(·) atOk defined in Lemma 2.2.

For any two pointsX1, X2 in 0, the distance|X1 −X2| is defined as|yi(X1)−
yi(X2)| if X1, X2 are inIi . Otherewise, it is defined as the minimum of

∑K
i=1 |Yi+1−

Yi | over all thoseYi satisfying thatY1 = X1, YK+1 = X2 andYi, Yi+1 for eachi are
in the sameIj for somej . For any two continuous functions81,82 : [0, T ] → 0,
we define

‖81 −82‖T = sup
0≤t≤T

{|81(t)−82(t)|} . (4.2)

The limiting behavior ofXε(t) as ε → 0 in general is not obvious. However,
in this section we are able to establish the large deviation properties for these
processes. This in turn can be used to obtain the limiting behavior of these processes.
Indeed, because of some applications such as the one which will be mentioned in
Section 5, we shall study the large deviation properties for the coupled processes
(Xε(t), `εk(t), k = 1, . . . ,M), considered as a family of continuous processes on
[0, T ] for a fixedT > 0 with sample paths inC. Here

C = {(8, η1, . . . , ηM);8 : [0, T ] → 0, ηk : [0, T ] → R are continuous

such thatηk(0) = 0 andηk(·) is nondecreasing fork = 1, . . . ,M.} (4.3)

We equipC with uniform topology as described above.
It will become clear later (see the calculation in the proof of Theorem 4.5.)

that the normalized action functional for the couple(Xε(·), `εk(·), k = 1, . . . ,M)
can be calculated involving the large time behavior of some diffusion described by
(2.4), (2.5) and (2.6), maybe with differentσi, bi andαi . For this reason, we shall
first present some results concerning the large time asymptotics for such processes.

Let 0 be given by (2.4) andαi > 0, ci > 0, i = 1, . . . , N, be fixed constants.
We also assume

N∑
i=1

αi = 1 .
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We consider the diffusion processX(t) = (x(t), i(t)) on0 with generator

AF(x, i) = 1

2

d2Fi

dx2
(x)− ci

dFi

dx
(x), x > 0, i = 1, · · · , N , (4.4)

satisfying the gluing conditionρ(F ) = 0 with ρ(F ) given by (2.6).

Lemma 4.1. Let the processX(t) be defined as above. ThenX(t) has the invariant
density

pi(x) = ai exp(−2cix), x > 0, i = 1, . . . , N ,

with

ai = 2
1∑ αi
ci

αi .

Moreover,
1

T

∫ T

0
χ{i(t)=i}dt → ai

2ci

in probability asT → ∞ for all i.
In particular, whenci = 1 for all i, define

τ = inf {t > 0; x(t) = 0} .
Then,

Px{τ > t} ≤ cxex
1

t
3
2

e−
1
2 t (4.5)

for some constantc. The processx(t) is also a one dimensional diffusion process.
Letpt (x, y) be the transition density of the processx(t). We have,

pt (x, y) = e−2y(
2

πt
)

1
2
e−

1
2t (x+y−t)2 + e−2y(

2

πt
)

1
2

∫ ∞

x

e−
1
2t (b+y−t)2db

+( 1

2πt
)

1
2 e−

1
2 t ex−y [e−

1
2t (x−y)2 − e−

1
2t (x+y)2] .

(4.6)

LetX = (x, i), Y = (y, j). Then,Pt(X, Y ), the transition density of the process
X(t), is given by

Pt(X, Y ) = αjpt (x, y)− αj

(
1

2πt

) 1
2

e−
1
2 t ex−y

[
e−

(x−y)2
2t − e−

(x+y)2
2t

]

if i 6= j and

Pt(X, Y ) = αjpt (x, y)+ (1 − αj )

(
1

2πt

) 1
2

e−
1
2 t ex−y

[
e−

(x−y)2
2t − e−

(x+y)2
2t

]

if i = j .

We postpone the proof of these results to Appendix 2.
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Lemma 4.2. LetX(t) = (x(t), i(t)) be the process in Lemma 4.1. withci = 1 for
all i. Then, for eachV = (v1, · · · , vN), we have

lim
δ→0

lim sup
T→∞

1

T
logEO

{
exp

(
−
∫ T

0
vi(t)dt

)
; |W(T )| ≤ δT , x(T ) ≤ δT

}

= lim
δ→0

lim inf
T→∞

1

T
logEO

{
exp

(
−
∫ T

0
vi(t)dt

)
; |W(T )| ≤ δT , x(T ) ≤ δT

}

This limit depends onV and is denoted by−3̂(V ). We have the following expression
for 3̂(V ),

3̂(V ) = inf
{∑

viβi + J (β)
}
, (4.7)

J (β) = 1

2

(∑ α2
i

βi
− 1

)
= 1

2

∑
βi(
αi

βi
− 1)2 ,

where theinf is taken over allβ = (β1, . . . , βN) satisfying

βi > 0, i = 1, . . . , N;
∑

βi = 1 . (4.8)

Proof. Denote

µi(T ) = 1

T

∫ T

0
χ{i(t)=i}dt, i = 1, . . . , N, µ(T ) = (µ1(T ), . . . , µN(T )) .

It is enough to prove the following result,

lim
δ→0

lim sup
T→∞

1
T

logEO{|µ(T )− β| ≤ δ, |W(T )| ≤ δT , x(T ) ≤ δT }

= lim
δ→0

lim inf
T→∞

1
T

logEO{|µ(T )− β| ≤ δ, |W(T )| ≤ δT , x(T ) ≤ δT }

= −J (β)

(4.9)

for eachβ = (β1, . . . , βN) satisfying (4.8), since
∫ T

0 vi(t)dt = T
∑
viµi(T ).

To prove this, we use the idea of changing the probability measure. We consider
a new Markov procesŝX(t) = (x̂(t), î(t)) with generator (4.4) and satisfying the
gluing conditionρ(F ) = 0. Hereci, i = 1, . . . , N , are positive and shall be
determined later. By Lemma 2.2, there is a one dimensional Wiener processŴ (t)

such that

dx̂(t) = −c
î(t)
dt + dŴ(t)+ d ˆ̀(t) , (4.10)

ˆ̀(t) is the local time ofX̂(t) at O.
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Denote,

µ̂i(T ) = 1

T

∫ T

0
χ{î(t)=i}dt, µ̂(T ) = (µ̂1(T ), . . . , µ̂N (T )) ,

and

ξ(t) =
∫ t

0
(c
î(s)

− 1)ds .

Then, by using Lemma 3.2, we have

EO{|µ(T )− β| ≤ δ, |W(T )| ≤ δT , x(T ) ≤ δT }

= EO

{
exp

(∫ T

0
(c
î(t)

− 1)dŴ (t)− 1

2

∫ T

0
(c
î(t)

− 1)2dt

)
; (4.11)

|µ̂(T )− β| ≤ δ, |Ŵ (T )− ξ(T )| ≤ δT , x̂(T ) ≤ δT
}
.

We claim that (4.11) has the following as an upper and lower bound respectively,

exp(±cδ)exp

(
−T

(
1

2

∑
(ci − 1)2βi −

∑
ci(ci − 1)βi

))

EO{exp(F (X̂(T ))− ρ(F ) ˆ̀(T )); |µ̂(T )− β| ≤ δ, (4.12)

|Ŵ (T )+ ξ(T )| ≤ δT , x̂(T ) ≤ δT } ,
c is a constant andF is given by

F(x, i) = (ci − 1)x, x > 0, i = 1, . . . , N .

To prove (4.12), by Lemma 2.3,

F(X̂(T )) =
∫ T

0
(c
î(t)

− 1)dŴ (t)−
∫ T

0
c
î(t)
(c
î(t)

− 1)dt + ρ(F ) ˆ̀(T ) ,

whereρ(F ) = ∑
αi(ci − 1). Now assume|µ̂(T ) − β| ≤ δ andδ is small. Then

using ∫ T

0
(c
î(t)

− 1)2dt = T
∑

(ci − 1)2µ̂i(T )

we have ∣∣∣∑(ci − 1)2µ̂i(T )−
∑

(ci − 1)2βi
∣∣∣ ≤ cδ ,

Similarly, under the same condition, we have∣∣∣∣
∫ T

0
c
î(t)
(c
î(t)

− 1)dt − T
∑

ci(ci − 1)βi

∣∣∣∣ ≤ cδT
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and

|ξ(T )− T (
∑

(ci − 1)βi)| ≤ cδT .

These imply (4.12). Next we show how to chooseci, i = 1, . . . , N .
The choice ofci is to ensure that the following properties hold,

(1)
∑
(ci − 1)βi = 0,

(2) µ̂(T ) → β, in probability asT → ∞ .
(4.13)

To see this, we assume (4.13), then

|µ̂(T )− β| ≤ δ, |Ŵ (T )+ ξ(T )| ≤ δT , x̂(T ) ≤ δT

imply

|µ̂(T )− β| ≤ δ, |Ŵ (T )| ≤ cδT , x̂(T ) ≤ δT

Here, and also in the following, we usec to denote a positive constant which maybe
different from place to place. Then together with (4.10), we have∣∣∣ ˆ̀(T )− T

∑
ciβi

∣∣∣ ≤ cδT .

This implies that the following are upper and lower bounds for (4.11),

exp(±cδT )exp

(
−T

(
1

2

∑
(ci − 1)2βi −

∑
ci(ci − 1)βi

+
∑

(ci − 1)αi ·
∑

ciβi

))
. (4.14)

Here we use the fact that

PO{|µ̂(T )− β| ≤ δ, |Ŵ (T )| ≤ δT , x̂(T ) ≤ δT } → 1

which can be proved by using (4.13) and Lemma 4.1. In the following we shall
show that the only{ci}Ni=1 satisfying (4.13) is given by

ci = αi

βi
, i = 1, . . . , N . (4.15)

Then with this particular choice, (4.14) is easily shown to be equal to exp(−T J (β)±
cδT ), with J (β) given by (4.7). This completes the proof of (4.9). It remains to
prove that (4.15) implies (4.13).

By Lemma 4.1, the invariant density for the processX̂(t) is given by

pi(x) = ai exp(−2cix) ,

ai = 2
1∑ αi
ci

αi (4.16)
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for x > 0, i = 1, . . . , N . We also have,

µ̂i(T ) → ai

2ci
, i = 1, . . . , N ,

in probability asT → 0. Therefore, (4.13)(2) impliesβi = ai
2ci
. Together with

(4.16), we have

ci = c
αi

βi
, i = 1, . . . , N ,

for somec > 0. Furthermore, using the relation (4.13)(1) we can easily deduce that
c = 1. This gives precisely (4.15).

Corollary 4.3. LetX(t) = (x(t), i(t)) be the process in Lemma4.1.with ci = 1
for all i. We define the function̂3(V ) for V = (v1, . . . , vN) as in Lemma4.2.Then
we have,

lim
δ→0

lim sup
T→∞

1

T
log sup

|X|≤δT
EX

{
exp

(
−
∫ T

0
vi(t)dt

)
; |W(T )| ≤ δT ,

x(T ) ≤ δT

}
= −3̂(V ) .

Proof. We use exactly the same argument as in the proof of Lemma 4.2. The detail
is omitted.

The following result, although will not be used in the rest, is of independent
interest. It can be proved mimicing the above argument. We shall omit the detail.

Lemma 4.4. LetX(t) = (x(t), i(t)) be the process as defined in Lemma4.2.Then

lim
T→∞

1

T
logEO

{
exp

(
−
∫ T

0
vi(t)dt

)}

exists forV = (v1, . . . , vN). Let denote−3̃(V ) for the limit. Then

3̃(V ) = inf
{∑

viβi + J̃ (β)
}
,

J̃ (β) = 1

2


1 − 1∑ α2

i

βi




where theinf is taken over allβ = (β1, . . . , βN) satisfying

βi > 0, i = 1, . . . , N,
∑

βi = 1 .
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We begin our discussion on the large deviation properties for the processes
determined by (4.1) withε > 0. We shall first consider the special case that0 is
given by (2.4). The operatorAε is defined by (2.2) and (2.3) withLi being replaced
byLεi ,

Lεi f (x) = ε

2

d2

dx2
f (x)+ bi(x)

d

dx
f (x), x > 0 . (4.1)′

We again assume ∑
αi = 1 . (4.17)

Let Xε(t) = (xε(t), iε(t)) be the diffusion on0 generated byAε and`ε(t) be
the local time of this process atO ≡ (0, i). The coupled process(Xε(t), `ε(t))
restricted to [0, T ] has the sample paths in the following space,

C = {(8, η);8 : [0, T ] → 0, η : [0, T ] → R are continuous

such thatη(0) = 0 andη(·) is nondecreasing} . (4.3)′

We shall first describe the action functional for the large deviation properties of
the coupled processes(Xε(·), `ε(·)).

GivenX0 = (x0, i0) ∈ 0. Let8(t) = (φ(t), j (t)),0 ≤ t ≤ T , be a continuous
function with value on0 such that8(0) = X0. Letη(t),0 ≤ t ≤ T , be continuous
and nondecreasing,η(0) = 0,η(·) be constant on intervals whereφ(·) is away from
0. We also assume thatφ(·), η(·) are absolutely continuous such that

∫ T

0

∣∣∣∣ ddt φ(t)
∣∣∣∣
2

dt < ∞,

∫ T

0

∣∣∣∣ ddt η(t)
∣∣∣∣
2

dt < ∞ . (4.18)

The functionalIT (8, η) is defined by

IT (8, η) = 1

2

∫ T

0

∣∣∣∣dφdt (t)− bj (t)(φ(t))

∣∣∣∣
2

χ{8(t)6=O}dt

+
∫ T

0
3

(
dη

dt
(t)

)
χ{8(t)=O}dt , (4.19)

where

3(θ) = 1

2
inf

{∑
βi

(
θ
αi

βi
+ bi(0)

)2

; 0< βi < 1,
∑

βi = 1

}
. (4.20)

For other(8, η), we defineIT (8, η) = ∞.
Now we can state our main result.

Theorem 4.5. LetXε(·), `ε(·) be the processes defined as above. For eachT > 0,
the family of continuous processes(

Xε(t), `ε(t)
)
, 0 ≤ t ≤ T , ε > 0 ,

satisfies the large deviation principle in the uniform topology with action functional
ε−1IT (·.·).
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Remark 4.6. Let define

L(i)(x, p) = 1

2
|p − bi(x)|2 , x ≥ 0, i = 1, . . . , N .

It is well known that

ε−1 ·
∫ T

0
L(i)

(
φ(t),

dφ

dt
(t)

)
dt

is the large deviation action functional for the processesXε(·) on [0, T ] before exit
from {(x, i); x > 0}. Then3(θ) can be expressed in terms ofL(i)(x, p) as follows.

3(θ) = inf

{∑
βiL

(i)(0, pi); 0< βi < 1,

∑
βi = 1, pi = −θ αi

βi
, i = 1, . . . , N

}
.

Moreover, by the contraction principle (see [17, 37]), the processesXε(t), t ∈
[0, T ], ε > 0, satisfy large deviation properties with the action functionalε−1I0

T (8),

I0
T (8) =

∫ T

0
L

(
8(t),

d

dt
φ(t)

)
dt ,

where8(t) = (φ(t), j (t)),

L((x, i), p) = L(i)(x, p), if x 6= 0 ,

and

L(O,0) = inf

{∑
βiL

(i)(0, pi); θ ≥ 0, 0< βi < 1,

∑
βi = 1, pi = −θ αi

βi
, i = 1, . . . , N

}
.

We remark that the expression of this normalized action functional is closely related
to the one given in [11] for a family of stochastic processes with a feature similar
to ours. See also [9, 13].

The following gives the basic properties ofIT (·, ·) as a normalized large devi-
ation action functional. Its proof will be postponed to Appendix 1.

Lemma 4.7.

(i) IT (·, ·) is lower semicontinuous in the uniform topology.
(ii) For anyr > 0,{(8, η) ∈ C; IT (8, η) ≤ r,8(0) belongs to a compact set} is

compact.

Proof of Theorem 4.5.We mention first the main steps of the proof.

We shall prove the following “local” large deviation properties, (4.21) and
(4.22). Here(8(·), η(·)) is given and satisfies the condition (4.18). For anyδ > 0,

lim inf
ε→0

ε logPX0

{‖Xε −8‖T ≤ δ, ‖`ε − η‖T ≤ δ
} ≥ −IT (8, η) . (4.21)
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And for anyρ > 0, there isδ > 0 such that

lim sup
ε→0

ε logPX0

{‖Xε −8‖T ≤ δ, ‖`ε − η‖T ≤ δ
} ≤ −IT (8, η)+ ρ (4.22)

We shall prove that for anyr > 0 there is a compact setK of C,

lim sup
ε→0

ε logPX0

{
(Xε(·), `ε(·)) /∈ K} ≤ −r . (4.23)

By the results in [17, Chapter 3] or [37], we know that (4.21), (4.22) and (4.23)
imply the large deviation properties for(Xε(·), `ε(·)).

To prove (4.23), we take

K = ∞∩
n=1

{
(8, η) ∈ C; |8(t)−8(s)| ≤ δn, |η(t)− η(s)| ≤ δn,

for |t − s| ≤ 1

n
, 0 ≤ s, t ≤ T

}

for someδn → 0 asn → ∞. For example, it is sufficient to takeδn = Rn−1/3

with R large enough. To see this, we first consider the special case that

bi(x) = 0, i = 1, . . . , N, x > 0 . (4.24)

We denoteX̄ε(t) and ¯̀ε(t) the corresponding process and its local time. Then

PX0

{
(X̄ε(·), ¯̀ε(·)) /∈ K}

≤
∑

PX0

{
sup

{
|x̄ε(t)− x̄ε(s)|; |t − s| ≤ 1

n
,0 ≤ s, t ≤ T

}
>

1

2
δn

}

+
∑

PX0

{
sup

{
| ¯̀ε(t)− ¯̀ε(s)|; |t − s| ≤ 1

n
,0 ≤ s, t ≤ T

}
>

1

2
δn

}

We know thatx̄ε(t) = |x0 + √
εw(t)| for a 1-dim Wiener processw(t). Then

PX0

{
sup

{∣∣x̄ε(t)− x̄ε(s)
∣∣ ; |t − s| ≤ 1

n
,0 ≤ s, t ≤ T

}
>

1

2
δn

}

≤ PX0

{√
ε sup

{∣∣∣∣w(t)− w

(
k

n

)∣∣∣∣ ; kn ≤ t ≤ k + 1

n
, k = 1, . . . , K

}
>

1

8
δn

}

≤
∑K

k=1
PX0

{√
ε sup

{∣∣∣∣w(t)− w

(
k

n

)∣∣∣∣ ; kn ≤ t ≤ k + 1

n

}
>

1

8
δn

}
,

whereK is equal to the largest integer smaller thannT . We need the following
estimate,

PX0

{√
ε sup

{∣∣∣∣w(t)− w

(
k

n

)∣∣∣∣; kn ≤ t ≤ k + 1

n

}
>

1

8
δn

}
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≤ 2 exp

(
− 1

21
n

δ2
n

64ε

)
(4.25)

≤ 2 exp

(
−cR2n1/3 1

ε

)

for somec > 0. See [34, Theorem 4.2.1] for a proof. Then we can deduce

PX0


 sup

|t−s|≤ 1
n
,0≤s,t≤T

∣∣x̄ε(t)− x̄ε(s)
∣∣ > 1

2
δn


 ≤ 4nT exp

(
−cR2n1/3 1

ε

)
.

(4.26)

On the other hand, by Lemma 2.2, there is a 1-dim Wiener processW(t) such
that

x̄ε(t) = x0 + √
εW(t)+ ¯̀ε(t) .

Then we use (4.25) and (4.26) to deduce

PX0


 sup

|t−s|≤ 1
n
,0≤s,t≤T

∣∣ ¯̀ε(t)− ¯̀ε(s)∣∣ > 1

2
δn


 ≤ 8nT exp

(
−cR2n1/3 1

ε

)
.

It is easy to see that (4.23) follows from this and (4.26) if we chooseR to be large
enough.

We now prove (4.23) for the general cases. We remark that by Lemma 3.2,

PX0

{(
Xε(·), `ε(·)) /∈ K} = EX0

{
exp

(
1√
ε

∫ T

0
bīε(t)

(
x̄ε(t)

)
dW(t)

− 1

2ε

∫ T

0

∣∣∣bīε(t) (x̄ε(t))∣∣∣2 dt
)

; (X̄ε(·), ¯̀ε(·)) /∈ K}

≤
(
EX0

{
exp

(
2

1√
ε

∫ T

0
bīε(t)

(
x̄ε(t)

)
dW(t)

−2
1

2ε

∫ T

0

∣∣∣bīε(t) (x̄ε(t))∣∣∣2 dt
)}) 1

2

× (
PX0

{(
X̄ε(·), ¯̀ε(·)) /∈ K}) 1

2

by applying Schwarz inequality in the last step. But

EX0

{
exp

(
2

1√
ε

∫ T

0
, bīε(t)

(
x̄ε(t)

)
dW(t)− 2

1

2ε

∫ T

0

∣∣∣bīε(t) (x̄ε(t))∣∣∣2 dt
)}

≤ exp

(‖b‖
ε
T

)
,
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since

EX0

{
exp

(
2

1√
ε

∫ T

0
bīε(t)

(
x̄ε(t)

)
dW(t)− 4

1

2ε

∫ T

0
|bīε(t)

(
x̄ε(t)

) |2dt)} = 1

Here‖b‖ = sup{|bi(x)|; i = 1, . . . , N, x > 0}. Combining this with the result just
proved for the cases satisfying (4.24), (4.23) follows.

We now consider (4.21).

We remark that for anyδ there are8̂(·) =
(
φ̂(·), ĵ (·)

)
andη̂(·) such that the

following properties hold:̂φ(·), η̂(·) are piecewise linear;

∥∥∥8− 8̂

∥∥∥
T

≤ δ

2
,
∥∥η − η̂

∥∥
T

≤ δ

2
(4.27)

IT

(
8̂, η̂

)
≤ IT (8, η)+ δ .

We shall give a sketch for how to choose8̂(·) andη̂(·).
We first choose a setU ∈ [0, T ] which is a disjoint union of finitely many

closed intervals,

U = ∪N0
i=1[ai, bi ] ,

such that

U ⊇ {t ∈ [0, T ];8(t) = O}
and

0 ≤ φ(t) ≤ δ

2
for t ∈ U,

3(0)|U \ {t ∈ [0, T ];8(t) = O} | ≤ δ

4
.

Here| · | is the Lebesgue measure of a set. We may chooseai, bi in such a way that
8(ai) = 8(bi) = O. Otherewise, we can replaceai, bi by

ãi = inf {t ≥ ai;8(t) = O} , b̃i = sup{t ≤ bi;8(t) = O} .

Denote

[0, T ] \ U = ∪N1
i=1 (ci, di) ,

a decomposition by disjoint open intervals. We chooseφ̂, a piecewise linear function
on each(ci, di), such thatφ̂ (ci) = φ̂ (di) = 0,∥∥∥φ − φ̂

∥∥∥
(ci ,di )

≤ δ

2
,
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1

2

∫ di

ci

∣∣∣∣bj (t) (φ̂(t))− d

dt
φ̂(t)

∣∣∣∣
2

dt ≤ 1

2

∫ di

ci

∣∣∣∣bj (t) (φ(t))− d

dt
φ(t)

∣∣∣∣
2

dt + δ

4N1
.

We defineĵ (t) = j (t) on (ci, di) andφ̂(t) = 0 onU .
To defineη̂, let d

dt
η̂ = 0 on [0, T ] \ U . On [ai, bi ], we choosêη such that

η̂ (ai) = η (ai) , η̂ (bi) = η (bi) ,
∥∥η̂ − η

∥∥
[ai ,bi ]

≤ δ

2
,

∫ bi

ai

3

(
dη̂

dt
(t)

)
dt ≤

∫ bi

ai

3

(
dη

dt
(t)

)
dt + δ

4N0
.

Then
(
8̂, η̂

)
so defined satisfies the required properties.

This argument can also be applied to construct
(
8(n)(·), η(n)(·)) , n = 1,2,3, . . .

satisfying the following properties.

(i) For eachn, there are 0= t
(n)
0 < t

(n)
1 < · · · < t

(n)
Kn+1 = T such that

8(n)
(
t
(n)
i

)
= 8

(
t
(n)
i

)
, η(n)

(
t
(n)
i

)
= η

(
t
(n)
i

)
,

andφ(n)(·), η(n)(·) are linear on [t (n)i , t
(n)
i+1] for eachi. Here

8(n)(t) =
(
φ(n)(t), j (n)(t)

)
.

Moreover,

{t ∈ [0, T ];8(t) = 0} ⊆ ∪
{[
t
(n)
i , t

(n)
i+1

]
;8

(
t
(n)
i

)
= 8

(
t
(n)
i+1

)
= 0

}
; (4.28)

(ii) As n tends to infinity,
(
8(n), η(n)

)
converges to(8, η) uniformly on [0, T ] and

lim
n→∞ IT

(
8(n), η(n)

)
= IT (8, η)

holds.

This result will be used in the proof of (4.22).
In the following, we fix a smallρ ≥ 0. Let choosê8, η̂ satisfying (4.27). Since

PX0

{∥∥Xε−8∥∥
T

≤ δ,
∥∥`ε−η∥∥

T
≤ δ

} ≥ PX0

{∥∥∥Xε−8̂∥∥∥
T

≤ δ

2
,
∥∥`ε−η̂∥∥

T
≤ δ

2

}
,

we may assume thatφ(·), η(·) are piecewise linear. By the Girsanov theorem,

PX0

{∥∥Xε −8
∥∥
T

≤ δ,
∥∥`ε − η

∥∥
T

≤ δ
}

is equal to

EX0

{
exp

(
1√
ε

∫ T

0
biε0(t)

(
xε0(t)

)
dW(t)− 1

2ε

∫ T

0

∣∣∣biε0(t) (xε0(t))
∣∣∣2 dt) ;
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∥∥Xε0 −8
∥∥
T

≤ δ,
∥∥`ε0 − η

∥∥
T

≤ δ

}
.

HereXε0(t) = (
xε0(t), i

ε
0(t)

)
and`ε0(t) satisfy

xε0(t) = x0 + √
εW(t)+ `ε0(t) , (4.29)

andXε0(t) is the process generated byAε0 with the gluing conditionρ (F ) = 0,
where

Aε0F (x, i) = ε

2

d2Fi

dx2
(x) .

We defineF(·) on0 by

F (x, i) =
∫ x

0
bi (u) du . (4.30)

By Ito’s rule in Lemma 2.3,

F
(
Xε0(t)

) = F (X0)+ √
ε

∫ T

0
biε0(t)

(
xε0(t)

)
dW(t)+ ε

2

∫ T

0

d

dy
biε0(t)

(
xε0(t)

)
dt

+
∑

bi(0)αi`
ε
0(T ) .

The above expectation is bounded below by

EX0

{
exp

(
− 1

2ε

∫ T

0

∣∣∣biε0(t) (xε0(t))
∣∣∣2 dt) ; ∥∥Xε0 −8

∥∥
T

≤ δ,
∥∥`ε0 − η

∥∥
T

≤ δ

}

× exp

(
1

ε

(
F (8(t))− F (8(0))−

∑
bi(0)αiη(T )

)
− cδ

ε

)

for somec > 0. This in turn has the lower bound

EX0

{
exp

(
− 1

2ε

∫ T

0

∣∣∣biε0(t) (φ(t))
∣∣∣2 dt) ; ∥∥x0 + √

εW − (φ − η)
∥∥
T

≤ δ

2
,

∥∥Xε0 −8
∥∥
T

≤ δ

2

}
exp

(
1

ε

(
F (8(T ))− F (8(0))

−
∑

bi(0)αiη(T )
)

− cδ

ε

)
(4.31)

by (4.29).
Sinceφ, η are piecewise linear, there are 0= t0 < t1 < · · · < tK+1 = T

such thatφ(·), η(·) are linear on [ti , ti+1] for eachi. Denote1i = ti+1 − ti . The
expectation in (4.31) can be bounded from below by

K∏
i=1

inf
Y=(y,j):|Y−8(ti )|≤δ′

EY

{
exp

(
− 1

2ε

∫ 1i

0

∣∣∣biε0(t) (φi(t))
∣∣∣2 dt);

∥∥Xε0 −8i
∥∥
1i

≤ δ′,
∥∥y + √

εW − (φi − ηi)
∥∥
1i

≤ δ′
}

(4.32)
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for δ′ < δ
2 small enough. Here

8i(t) = 8(ti + t) , φi(t) = φ (ti + t) , ηi(t) = η (ti + t)− η (ti) .

To estimate

EY

{
exp

(
− 1

2ε

∫ 1i

0

∣∣∣biε0(t) (φi(t))
∣∣∣2 dt) ; ∥∥Xε0 −8i

∥∥
1i

≤ δ′,
∥∥y + √

εW − (φi − ηi)
∥∥
1i

≤ δ′
}

(4.33)

for |Y −8(ti) | ≤ δ′, we consider different cases separately.
Assume that(ti , ti+1) is in {0 ≤ t ≤ T ;8(t) 6= O}, thenηi = 0 on [0,1i ].

Using the large deviation properties for small perturbed diffusion processes, see
[17, Chapter 3], it is easy to see that (4.33) has a lower bound

exp

(
− 1

2ε

(∫ ti+1

ti

(∣∣∣∣ ddt φ(t)
∣∣∣∣
2

+ ∣∣bj (t) (φ(t))∣∣2
)
dt + ρ

))
(4.34)

for ε small. Hereρ > 0 is given.
Now assume that(ti , ti+1) is included in{0 ≤ t ≤ T ;8(t) = O}. Eitherη is

constant or has constant positive derivative in this interval. We may assumeY = O

for both cases. Ifη is constant, i.e.,ηi = 0, then we can take a functionψ on [0,1i ]
such thatψ(0) = 0 and

0< ψ(t) <
δ′

2
, t ∈ [0,1i ] .

Then for small enoughδ′′ < δ′, ‖√εW − ψ‖1i < δ′′ implies‖xε0‖1i < δ′ and
‖√εW‖ < δ′. Here we use the fact that

`ε0(t) = − inf
{
x0 + √

εW (s) ; 0 ≤ s ≤ t
} ∧ 0 .

See [24, Theorem 4.2,Chapter 3]. Therefore,xε0(·), `ε0(·) can be considered as con-
tinuous functionals ofW(·).

Using this, (4.33) has a lower bound

EO

{
exp

(
− 1

2ε

∫ 1i

0

∣∣∣biε0(t)(0)
∣∣∣2 dt; ∥∥√εW − ψ

∥∥
1i

≤ δ′′
)}

which in turn has a lower bound

exp

(
− 1

2ε
min
j

∣∣bj (0)∣∣21i − 1

2ε

∫ 1i

0

∣∣∣∣ ddt ψ(t)
∣∣∣∣
2

dt − ρ

2ε

)

≥ exp

(
−1

ε
3(0)1i − ρ

ε

)
(4.35)

if we chooseδ′ small enough such that12ε
∫ 1i

0

∣∣ d
dt
ψ(t)

∣∣2 dt < ρ
2 .



206 M. Freidlin, S.-J. Sheu

We now assume thatηi(t) = αt for someα > 0 on (ti , ti+1) . Note that here
φi(t) = 0 on (ti , ti+1). By the change of probability measure using the Girsanov
theorem, (4.33) becomes

EO

{
exp

(
− 1

2ε

∫ 1i

0

∣∣biεα(t)(0)∣∣2 dt
)

exp

(
− α√

ε
W (1i)− 1

2ε
‖α‖21i

)
;

∥∥xεα∥∥1i ≤ δ′,
∥∥√εW∥∥

1i
≤ δ′

}

which in turn is bounded from below by

EO

{
exp

(
− 1

2ε

∫ 1i

0

∣∣biεα(t)(0)∣∣2 dt
)

; ∥∥xεα∥∥1i ≤ δ′,
∥∥√εW∥∥

1i
≤ δ′

}

× exp

(
− 1

2ε
|α|21i − ρ

ε

)
(4.36)

if δ′ is small enough. HereXεα(t) = (
xεα(t), i

ε
α(t)

)
and`εα(t) satisfy

xεα(t) = √
εW(t)− αt + `εα(t) , (4.37)

Xεα is the process generated byAεα with gluing conditionρ (F ) = 0, where

AεαF (x, i) = ε

2

d2Fi

dx2
(x)− α

dFi

dx
(x) .

It remains to get a lower bound for the expectation in (4.36). The following
argument ensures that it is enough to study the following expectation:

EO

{
exp

(
− 1

2ε

∫ 1i

0

∣∣∣biε0(t)(0)
∣∣∣2 dt) ; ∣∣√εW (1i)

∣∣ ≤ δ′′, xε (1i) ≤ δ′′
}

(4.38)

for δ′′ small enough. For a fixed positive integer n, we takesk = k
n
1i, k = 1, . . . , n.

By a routine argument using the estimate in [34, Theorem 4.2.1], we can show
that, for anyR > 0, we can choosen large enough,

PO
{‖xε0‖1 ≤ δ′, ‖√εW‖1i ≤ δ′

}

≥ PO

{
|xε0 (sk) | ≤ δ′

2
, |√εW (sk) | ≤ δ′

2
, k = 1, . . . , n

}
− exp

(
−R
ε

)

Our assertation follows from this and an argument involving conditioning.
To estimate (4.38), we change the scales,t → εt, x → x

ε
, which gives the

processesXα(t) = (xα(t), iα(t)) and`α(t) satisfying

xα(t) = W(t)− αt + `α(t) ,
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andXα(t) is the process generated byAα with gluing conditionρ(F ) = 0, where

AαF (x, i) = 1

2

d2Fi

dx2
(x)− α

dFi

dx
(x) .

Then (4.38) becomes

EO

{
exp

(
−1

2

∫ 1i
ε

0
|biα(t)(0)|2dt

)
;
∣∣∣∣W

(
1i

ε

)∣∣∣∣ ≤ δ′′

ε
, x0

(
1i

ε

)
≤ δ′′

ε

}
.

By Lemma 4.2 applying to the processx(t) = αxα

(
t

α2

)
, the limit

lim
δ′′→0

lim
ε→0

ε logEO

{
exp

(
−1

2

∫ 1i
ε

0

∣∣bi0(t)(0)∣∣2 dt
)

;

∣∣∣∣W
(
1i

ε

)∣∣∣∣ ≤ δ′′

ε
, x0

(
1i

ε

)
≤ δ′′

ε

}
(4.39)

exists and is equal to−α21i3̂ (V ). HereV = 1
2α2

(|b1(0)|2, . . . , |bn(0)|2
)
. Note

that

α23̂ (V ) = inf

{
1

2

∑
βi

∣∣∣∣bi(0)+ α
αi

βi

∣∣∣∣
2

− α
∑

αibi(0)− 1

2
α2

}
,

where theinf is taken over all{βi} satisfying (4.8). Then (4.21) follows from (4.31)
∼ (4.39).

We now prove (4.22). Let8(n), η(n),0 = t
(n)
0 < t

(n)
1 < · · · < tKn+1 = T be

chosen as in (4.28). We fixn and a smallρ ≥ 0. We denote

K = Kn, ti = t
(n)
i , i = 1, . . . , K + 1 .

Then as (4.32),

PX0

{‖Xε −8‖T ≤ δ, ‖`ε − η‖T ≤ δ
}

has an upper bound

K∏
i=1

sup
Y=(y,j):|Y−8(ti )|≤δ

EY

{
exp

(
− 1

2ε

∫ 1i

0
|biε0(t)

(
φ
(n)
i (t)

)
|2dt

))
;

‖Xε0 −8
(n)
i ‖1i ≤ 2δ, ‖y + √

εW −
(
φ
(n)
i − η

(n)
i

)
‖1i ≤ 2δ

}

exp

(
1

ε

(
F
(
8(n)(T )

)
− F

(
8(n)(0)

)
−
∑

bi(0)αiη
(n)(T )

))
exp

(ρ
ε

)
(4.40)



208 M. Freidlin, S.-J. Sheu

for smallρ if δ is small andn is large enough. Here

8
(n)
i (t)=8(n) (ti+t) , φ(n)i (t)=φ(n) (ti + t) , η

(n)
i (t)=η(n) (ti + t)− η(n) (ti) .

The processesXε0(t) = (
xε0(t), i

ε
0(t)

)
and`ε0(t) satisfy (4.29).

To evaluate

EY

{
exp

(
− 1

2ε

∫ 1i

0
|biε0(t)

(
φ
(n)
i (t)

)
|2dt

)
; ‖Xε0 −8

(n)
i ‖1i ≤ 2δ,

‖y + √
εW −

(
φ
(n)
i − η

(n)
i

)
‖1i ≤ 2δ

}
, (4.41)

we consider the following cases separately:

(i) (ti , ti+1) is contained in
{
t;8(n)(t) 6= 0

}
;

(ii) 8(n) (ti) = 8(n) (ti+1) = 0, η (ti) = η (ti+1);
(iii) 8(n) (ti) = 8(n) (ti+1) = 0, η (ti) 6= η (ti+1);

For the cases (i)(ii), we get an upper bound similar to (4.34)(4.35). For the case (iii),
assumingd

dt
η(t) = α on (ti , ti+1), similar to (4.36), (4.41) has an upper bound

EY

{
exp

(
− 1

2ε

∫ 1i

0
|biεα(t)

(
φ
(n)
i (t)

)
|2dt

)
; |Xεα (1i) | ≤ 2δ,

|√εW (1i) | ≤ 3δ

}
exp

(
−1

2
α21i + ρ

ε

)
,

sinceY = (y, j) satisfyingy ≤ δ. Using the previous argument for relating (4.36)
and (4.38), then applying Corollary 4.3., lettingδ small enough, (4.41) has an upper
bound

exp

(
−1i
ε

(
3(α)− α

∑
αibi(0)

)
+ 1

Kε
ρ

)
.

From these and collecting the terms, we can show that the left hand side of (4.22)
is bounded from above byIT

(
8(n), η(n)

)+ ρ for largen. Then we get the relation
(4.22) by lettingn → ∞. This completes the proof of the theorem.

Corollary 4.8. LetXε(t), `ε(t) be the same processes as in Theorem4.5.but with
Lεi given by(4.1). Then, for fixedT > 0, the family of continuous processes,(

Xε(t), `ε(t)
)
0≤t≤T , ε > 0 ,

satisfies the large deviation principle in the uniform topology with action functional
ε−1IT (·). Here, for (8, η) ∈ C,8(t) = (φ(t), j (t)), such thatφ(·), η(·) are
absolutely continuous and satisfy(4.18),

IT (8, η) = 1

2

∫ T

0
σ−2
j (t) (φ(t)) |

dφ

dt
(t)− bj (t) (φ(t)) |2χ{φ(t)6=0}dt

+
∫ T

0
3

(
dη

dt
(t)

)
χ{φ(t)=0}dt.

(4.42)
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Here

3(θ) = inf

{
1

2

∑
βi

1

σ 2
i (0)

|bi(0)+ θ
αi

βi
|2; 0< βi < 1,

∑
βi = 1

}
,

For other(8, η) , IT (8, η) = ∞.

Proof. We apply Lemma 3.1 withci(x) = σi(x)
−1. DenoteY ε(t) = G(Xε(t)).

Here

G(x, i) = Gi(x) =
∫ x

0
ci (u) du .

ThenY ε(t) is the diffusion process generated byÂε as in Theorem 4.5. withLεi
replaced by

L̂εi f (y) = 1

2
ε
d2f

dy2 (y)+ b̂εi (y)
df

dy
(y) ,

andαi replaced bŷαi = (∑
αjσj (0)−1

)−1
αiσi(0)−1. Here,

b̂εi (y) = bi

(
G−1
i (y)

) 1

σi

(
G−1
i (y)

) − 1

2
ε
dσi

dx

(
G−1
i (y)

)
.

The local time ofY ε(·) at O is given by

ˆ̀ε(t) =
∑

αi
1

σi(0)
`ε(t) .

Now consider another diffusion processȲ ε generated bȳAε as in Theorem 4.5
with Lεi replaced by

L̄εi f (y) = 1

2
ε
d2f

dy2 (y)+ b̂i (y)
df

dy
(y) ,

andαi replaced bŷαi defined above. Herêbi (y) = bi

(
G−1
i (y)

)
σi

(
G−1
i (y)

)−1
.

Then by Lemma 3.2.,

E
[(
Y ε, ˆ̀ε

)
∈ B

]
= E

[
exp

(∫ T

0
eīε(t)

(
ȳε(t)

)
dW(t)− 1

2

∫ T

0
|eīε(t)

(
ȳε(t)

) |2dt) ;

(
Ȳ ε, ˆ̀ε

)
∈ B

]
for anyB, a Borel set inC. Hereei(y) = −1

2
dσi
dx
(G−1

i (y)). Using this, we can show

that (Y ε, ˆ̀ε) satisfies the large deviation principle if and only if(Ȳ ε, ˆ̀ε) satisfies
the large deviation principle, with the same action functional. By Theorem 4.5,
(Ȳ ε, ˆ̀ε) satisfies the large deviation principle. Therefore,(Y ε, ˆ̀ε), and(Xε, `ε)
too, also satisfies the large deviation principle. A simple calculation also shows
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that (4.42) gives the normalized action functional for(Xε, `ε). This completes the
proof.

In the rest we consider general0 and state the large deviation properties for
the diffusion processes described by the operators in (4.1). The results can be
proved using Corollary 4.8., an argument involving conditioning after suitably
dividing the time interval. We shall skip the details of the proof. To describe the
action functional, let(8, η1, η2, . . . , ηM) ∈ C,8(t) = (φ(t), j (t)), satisfying the
following properties:ηk(t), yj (t)(8(t)) are absolutely continuous on{t;8(t) 6=
Ok, k = 1, . . . ,M}; ηk is constant on the intervals where8(t) 6= Ok; the following
integrals are finite:

∫ T

0

∣∣∣∣dyj (t) (8(t))dt

∣∣∣∣
2

χ{8(t)6=Ok,k=1,...M}dt,
∫ T

0

∣∣∣∣dηkdt (t)
∣∣∣∣
2

dt, k = 1, . . . ,M .

Then we define

IT (8, η1, . . . , ηM)

= 1

2

∫ T

0
σ−2
j (t)

(
yj (t) (8(t))

) ∣∣∣∣dyj (t) (8(t))dt
− bj (t)

(
yj (t) (8(t))

)∣∣∣∣
2

×χ{8(t)6=Ok,k=1,...,M}dt +
∑
k

∫ T

0
3(k)

(
dηk(t)

dt

)
χ{8(t)=Ok}dt .

Here

3(k) (θ) = inf


1

2

∑
Ii∼Ok

βi
1

σ 2
i (yi (Ok))

∣∣∣∣∣bi (yi (Ok))+ θ
αik∑

Ii∼Ok αik
1

βi

∣∣∣∣∣
2

 ,

where theinf is taken over all{βi} satisfying 0< βi < 1,
∑
Ii∼Ok βi = 1.

We defineIT (8, η1, . . . , ηM) to be infinite if (8, η1, . . . , ηM) fails to satisfy
the above conditions.

Theorem 4.9. For eachT > 0, the family of coupled processes

(
Xε(t), `εk(t), k = 1, . . . ,M

)
, 0 ≤ t ≤ T , ε > 0 ,

satisfy the large deviation properties in the uniform topology with action functional
ε−1IT (·).

5. Some applications

In this section, we present two examples to show the application of our results
obtained in Section 4. The first example is concerning the diffusion processes with
discontinuous drift and their large deviation properties. Such processes have been
studied before in different context.See [1, 2, 6, 8–13]. The second example is
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concerning the small diffusion asymptotics for Dirichlet problem in a domain on
a graph. Such problem is of interest when study the diffusion processes in narrow
channels. See [16].

For the first example, letb(·) be a function defined onR. We assume that the
restriction ofb(·) on(0,∞) and(−∞,0), denoted byb+(·) andb−(·) respectively,
are smooth with bounded derivatives of any order. We allowb(·) to be discontinuous
at 0. It has right and left limits at 0 which are denoted asb+(0) andb−(0). Letzε(t)
be the diffusion solving the following equation,

dzε(t) = b
(
zε(t)

)
dt + √

εdW(t) . (5.1)

HereW(t) is a one dimensional Wiener process. We note by [31] that (5.1) has
a unique solution. The large deviation properties of this process are studied in [8,
13, 26, 27] with different conditions onb(·). Here we shall derive these results by
using Theorem 4.5.

By the following consideration,zε(t) can be viewed as a particular example
studied in Section 4. LetXε(t) = (xε(t), iε(t)) be defined by ,

xε(t) = |zε(t)|,

iε(t) =
{

1, if zε(t) > 0
2, otherwise

This gives a representation of the processzε(t). The new process is a Markov
process on0,

0 = {(x, i) , x ≥ 0, i = 1,2} ,

and is generated by

AεF (x, i) = ε

2

d2Fi

dx2
(x)+ bi(x)

dFi

dx
(x) ,

with gluing conditionρ (F ) = 0, where

ρ (F ) = 1

2

(
dF1

dx
(0+)+ dF2

dx
(0+)

)
,

and

b1(x) = b+(x), b2(x) = −b− (−x) , x > 0 .

We note thatαi = 1
2 by using our terminology. In the following, we denote

φ̇(t) = d

dt
φ(t)

for a functionφ : [0, T ] → R. Then we have the following result.
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Theorem 5.1. Let z ∈ R andφ : [0, T ] → R a smooth function withφ(0) = z.
Then

lim
δ→0

lim inf
ε→0

ε logPz
{‖zε − φ‖T < δ

}
= lim
δ→0

lim sup
ε→0

ε logPz
{‖zε − φ‖T < δ

}
. (5.2)

and is equal to

−1

2

(∫ T

0
|φ̇(t)− b (φ(t)) |2χ{φ(t)6=0}dt

+
∫ T

0
min

0≤β≤1

{|βb+(0)+ (1 − β) b−(0)|2
}
χ{φ(t)=0}dt

)

if b+(0) < b−(0) and is equal to

−1

2

(∫ T

0
|φ̇(t)− b (φ(t)) |2χ{φ(t)6=0}dt

+
∫ T

0
min

{
|b+(0)|2, |b−(0)|2

}
χ{φ(t)=0}dt

)

if b+(0) ≥ b−(0).

Proof. By Theorem 4.5. and the contraction principle ([17, Theorem 3.1., Chapter
3] or [37]) applying to the mapping

(
Xε(·), `ε(·)) → Xε(·) ,

(5.2) is equal to

−1

2

∫ T

0
|φ̇(t)− b (φ(t)) |2χ{φ(t)6=0}dt − inf

{∫ T

0
3(η̇) χ{φ(t)=0}dt

}

whereinf is taken over all absolutely continuousη such thaṫη(·) ≥ 0 andη̇(·) = 0
whereφ(t) 6= 0. The above is equal to

−1

2

∫ T

0
|φ̇(t)− b (φ(t)) |2χ{φ(t)6=0}dt − inf

θ≥0
{3(θ)}

∫ T

0
χ{φ(t)=0}dt . (5.3)

It remains to calculate

inf
θ≥0

{3(θ)} . (5.4)
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We note that

3(θ) = inf
0<β<1

{
1

2
βb+(0)2 + 1

2
(1 − β) b−(0)2 + 1

2
(b+(0)

−b−(0)) θ + 1

8
θ2
(

1

β
+ 1

1 − β

)}
.

Therefore, (5.4) is equal to

inf
β

{
1

2
b+(0)2β + 1

2
b−(0)2 (1 − β)+ inf

θ

{
1

2
(b+(0)− b−(0)) θ

+1

8
θ2
(

1

β
+ 1

1 − β

)}}
.

If b+(0) − b−(0) > 0, theinf overθ attains whenθ = 0. The above is equal to
1
2min

{
b+(0)2, b−(0)2

}
. On the other hand , ifb+(0)− b−(0) < 0, then it is equal

to

inf β

{
1

2

(
b+(0)2β + b−(0)2 (1 − β)

)− 1

2
β (1 − β) (b+(0)− b−(0))2

}

= inf β

{
1

2
|βb+(0)+ (1 − β) b−(0)|2

}

which gives the value of (5.4) in this case. This completes the proof.
We note that the coefficient in

∫ T
0 χ{φ(t)=0}dt is also consistent with the one

using a formula suggested by the work of [11] which can be written as:

inf {βL+ (θ+)+ (1 − β)L− (θ−) ;βθ+ + (1 − β) θ− = 0,0< β < 1, θ+ < 0}

where
L+ (θ) = 1

2
|θ − b+(0)|2

L− (θ) = 1

2
|θ − b−(0)|2 .

It is also interesting to study the large deviation properties for the process
(zε(t), ηε(t)), where

ηε(t) =
∫ t

0
χ{zε(s)>0}ds .

This is important when we study the large deviational properties for two dimensional
(or high dimensional) diffusion processes with discontinuous statistics. See [9–13,
26, 27].

Now we give another application. Let0 be the graph described in Section 1
consisting of verticesO1, . . . , OM and edgesI1, . . . , IN . The operatorAε and the
functionρ (F ) (Ok) , k = 1, . . . ,M , are the same as in Section 4. They are given
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by (2.2) (2.3) withLi replaced byLεi in (4.1). Here we shall consider a function
Fεt (x), t ≥ 0, X ∈ 0 satisfying the following equation,

d

dt
F εt = AεF εt + V

ε
F εt , t > 0

Fε0 (X) = exp

(
−U(X)

ε

)
, X ∈ 0,

ρ
(
Fεt
)
(Ok) = ck

ε
F εt (Ok) , k = 1, . . . ,M, t > 0 .

(5.5)

HereU(·), V (·) are bounded continuous on0. The solvability of the equation (5.5)
is not obvious and shall be discussed eleswhere. Here we assume that suchFεt
exists inC∞

b (0). We wish to study the asymptotic behavior of these functions. The
following is our main result. We recall thatC is defined in (4.3).

Theorem 5.2. Let Fεt be in C∞
b (0) and satisfy the equation (5.5). Then the

following holds:

lim
ε→0

ε logFεT (X) = sup

{
−U (8(T ))+

∫ T

0
V (8(t)) dt

−
M∑
k=1

ckηk(t)− IT (8, η1, . . . , ηM)

}
(5.6)

for anyX ∈ 0, where theinf is taken over all(8, η1, . . . , ηM) ∈ Cwith8(0) = X.

Proof. Let Xε(t) be the process generated byAε. We denote bỳ ε1, . . . , `
ε
M the

local times of the process atO1, . . . , OM . By Ito’s formula applying toFεT−t , we
have

dF εT−t
(
Xεt
) = −V (X

ε(t))

ε
F εT−t

(
Xεt
)
dt +

M∑
k=1

ck

ε
F εT−t (Ok) d`

ε
k(t)+ dMε(t) ,

whereMε(t) is a martingale. From this, we see that

FεT−t
(
Xεt
)

exp

(
1

ε

∫ t

0
V
(
Xε (s)

)
ds − 1

ε

M∑
k=1

ck`
ε
k(t)

)

is a martingale. Therefore,

FεT (X) = EX

{
Fε0
(
XεT
)

exp

(
1

ε

∫ T

0
V
(
Xε (s)

)
ds − 1

ε

M∑
k=1

ck`
ε
k(T )

)}
.

The result (5.6) follows from this by applying the large deviation principle in
Theorem 4.9. and the Lapace method. See [37, Theorem 2.2.].
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Appendix 1

In this appendix, we shall prove Lemma 4.7. First, we note that Lemma 4.7. (ii) is
easy since there arec1, c2 > 0 such that

∫ T

0
3

(
dη

dt
(t)

)
χ{8(t)=O}dt ≥ c1

∫ T

0

∣∣∣∣dηdt (t)
∣∣∣∣
2

dt − c2T .

Therefore, for anyr > 0, the set

{(8, η) ∈ C; IT (8, η) ≤ r,8(0) belongs to a compact set} ,

is contained in{
(8, η) ∈ C;

∫ T

0

∣∣∣∣ ddt yj (t) (8(t))
∣∣∣∣
2

dt

+
∫ T

0

∣∣∣∣dηdt (t)
∣∣∣∣
2

dt ≤ r ′,8(0) is in a compact set

}

for somer ′ > 0 , and is precompact. It remains to prove thatIT (·) is lower semi-
continuous in the uniform topology.

Let (8(n), ηn) ∈ C converges to(8, η) ∈ C uniformly on [0, T ] asn → ∞.
We assume thatIT (8(n), ηn), IT (8, η) are finite. Denote

8(n)(t) =
(
φ(n)(t), j (n)(t)

)
, 8(t) = (φ(t), j (t)) .

Let fix a δ > 0. We chooseU ⊂ [0, T ] which is a union of finitely many open
intervals such that

U = ∪Ki=1 (ai, bi) , {t;8(t) = 0} ⊂ U, |U \ {t;8(t) = 0} | < δ

and ∫
U\{t;8(t)=0}

1

2

∣∣∣∣dφdt (t)− bj (t) (φ(t))

∣∣∣∣
2

dt < δ ,

By a modification of the argument in the proof of [17, Chapter 3, Lemma 2.1],
we can show

lim inf
n→∞

∫
Uc

1

2

∣∣∣∣∣dφ
(n)

dt
(t)− bj(n)(t)

(
φ(n)(t)

)∣∣∣∣∣
2

dt

≥
∫
Uc

1

2

∣∣∣∣dφdt (t)− bj (t) (φ(t))

∣∣∣∣
2

dt . (A1.1)
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On the other hand,

∫
U\{t;8(n)(t)=0}

1

2
|dφ

(n)

dt
(t)− bj(n)(t)

(
φ(n)(t)

)
|2dt

=
∫
U\{t;8(n)(t)=0}

1

2

(
|dφ

(n)

dt
(t)|2 + |bj(n)(t)

(
φ(n)(t)

)
|2
)
dt

+
K∑
i=1

[
Bj(n)(bi )

(
φ(n) (bi)

)
− Bj(n)(ai )

(
φ(n) (ai)

)]
.

Here
Bj (x) = −

∫ x

0
bj (u) du .

By the definition of3(·), it is easy to see

∫
U\{t;8(n)(t)=0}

1

2

∣∣∣bj(n)(t) (φ(n)(t))∣∣∣2 dt ≥
∫
U\{t;8(n)(t)=0}

3

(
dη(n)

dt
(t)

)
dt .

(A1.2)
Therefore,∫
U\{t;8(n)(t)=0}

1

2

∣∣∣∣∣dφ
(n)

dt
(t)−bj(n)(t)

(
φ(n)(t)

)∣∣∣∣∣
2

dt+
∫
{t;8(n)(t)=0}

3

(
dη(n)

dt
(t)

)
dt

≥
∫
U

3

(
dη(n)

dt
(t)

)
dt +

K∑
i=1

[
Bj(n)(bi )

(
φ(n) (bi)

)
− Bj(n)(ai )

(
φ(n) (ai)

)]
.

We can mimic the proof of [17, Chapter 3, Lemma 2.1] to obtain

lim inf
n→∞

∫
U

3

(
dη(n)

dt
(t)

)
dt ≥

∫
U

3

(
dη

dt
(t)

)
dt . (A1.3)

Moreover,
K∑
i=1

[
Bj(n)(bi )

(
φ(n) (bi)

)
− Bj(n)(ai )

(
φ(n) (ai)

)]

converges to
K∑
i=1

[Bj(bi ) (φ (bi))− Bj(ai ) (φ (ai))] .

The last quantity is smaller thanc|U \ {t;8(t) = O} | for some constantc. This
combining with (A1.1)∼ (A1.3) and by lettingδ → 0 give the desired result that

lim inf
n→∞ I

(
8(n), η(n)

)
≥ I (8, η) .

The proof of Lemma 4.7. is complete.
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Appendix 2

In this appendix we prove Lemma 4.1.
First, we know that the invariant density,Pi(x), satisfies the relation

∑
i

∫ ∞

0

(
1

2

d2

dx2
Fi(x)− ci

d

dx
Fi(x)

)
Pi(x)dx = 0

if Fi defined on(0,∞) is smooth with bounded derivatives and satisfies∑
βi
dFi

dx
(0+) = 0 .

By using suitable test functions,Fi(x), it is easy to prove that

Pi(x) = ai exp(−2cix)

with

ai = 2
1∑ αi
ci

αi .

The result

lim
T→∞

1

T

∫ T

0
χ{i(t)=i}dt = ai

2ci
, i = 1, . . . , N

in probability can be proved using the argument in [36, Sections 31,32].
To prove (4.5), we first note

P {τ0 ≥ t} =
(

2

π

) 1
2
∫ x√

t

0
e−

1
2y

2
dy ,

whereτ0 = inf {t ≥ 0; x +W(t) = 0} if x ≥ 0. This can be proved by using the
observation that the desired quantity satisfies the equation

d

dt
f (t, x) = 1

2

d2

dx2
f (t, x) ,

f (0, t) = 0, t > 0,

f (x,0) = 1, x > 0 ,

andf (t, x) = f (1, x√
t
) holds by the scaling property of the Brownian motion.

After this, (4.5) follows by the change of measures using Girsanov theorem:

Px {τ ≥ t} = E
{
e−W(t)−

1
2 t ; τ0 ≥ t

}

= E
{
e−W(τ0)−

1
2τ0; τ0 ≥ t

}

=
(

2

π

) 1
2

ex
∫ ∞

t

e−
1
2 s

x

2s
3
2

e−
x2
2s ds .

(A2.1)
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Now we prove (4.6). Let

x0(t) = x +W(t)− min
0≤s≤t

(x +W (s)) ∧ 0 .

By [25, p.27], the joint distribution ofW(t), max0≤s≤t W(s) is given by

P

{
W(t) ∈ da, max

0≤s≤t
W (s) ∈ db

}

=
(

2

πt3

) 1
2

(2b − a)exp

(
− (2b − a)2

2t

)
, b ≥ 0, b ≥ a .

By changing the probability measure using Girsanov theorem, we have

Ex {f (x(t))} exp

(
1

2
t

)

= E {f (x0(t))exp(−W(t))}

= E

{
f

(
W(t)− min

0≤s≤t
W (s)

)
exp(−W(t)) , x + min

0≤s≤t
W (s) ≤ 0

}

+ E

{
f (x +W(t))exp(−W(t)) , x + min

0≤s≤t
W (s) ≥ 0

}

= E

{
f

(
−W(t)+ max

0≤s≤t
W (s)

)
exp(W(t)) , max

0≤s≤t
W (s) ≥ x

}

+ E
{
f (x −W(t))exp(W(t)) ,max0≤s≤t W (s) ≤ x

}
.

In the last step we use the property thatW(·) and−W(·) have the same distribution.
Then (4.6) follows from this by an easy calculation.
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