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Semi-classical Estimates on the Scattering Determinant

Vesselin Petkov and Maciej Zworski

Abstract. We present a unifying framework for the study of Breit-Wigner formulze,
trace formulae for resonances and asymptotics for resonances of bottles. Our ap-
proach is based on semi-classical estimates on the scattering determinant and on
some complex function theory.

1 Introduction

The purpose of this paper is to present a semi-classical estimate on the scattering
determinant and its applications. We work in the technically simplest setting of
compactly supported perturbations of —h?A on R™, and concentrate on presenting
a complex analytic framework for a general study of Breit-Wigner formulz, trace
formulee for resonances, and asymptotics for resonances of bottles. This allows us
to make the paper essentially self-contained.

The scattering matrix constitutes a mathematical model for the data obtained
in a scattering experiment or a chemical reaction. Resonances model states which
live for certain times but eventually decay — the real part of a resonance gives the
rest energy of the state and its imaginary part the rate of its decay. A basic intuition
connects resonances and scattering matrices via the time delay operator or the
Breit-Wigner approximation: the long living states should contribute peaks in the
derivatives of expressions obtained from the scattering matrix (i.e. expressions
which at least in principle are obtained from scattering data). Mathematically
this connection is expressed most simply through the fact that the resonances are
the poles of the meromorphic continuation of the resolvent. We refer to [37] for a
basic introduction to the theory of resonances and for references.

The scattering determinant, that is the determinant of the scattering matrix,
is a natural mathematical object to study. It is closely related to the scattering
phase which replaces the counting function of eigenvalues for problems on non-
compact domains — see [16] for an introduction and references. The connection
between the asymptotics of the scattering phase and resonances was first explored
by Melrose [15] who proved the Weyl law for the scattering phase using bounds
on the resonances. The further connections between resonances and the scattering
phase were then investigated by Guillopé and the authors [11],[18],[35], and the
present paper is a semi-classical continuation of these works. We are however
using, rather than proving, asymptotics of the scattering phase, as established in
the generality we consider by Christiansen [6] and Bruneau and the first author
[4], who followed, among other things, the ideas of Robert [20].



676 V. Petkov, M. Zworski Ann. Henri Poincaré

Related problems have been recently studied by Bony [2] and Bony-Sjéstrand
[3] without a direct appeal to scattering theory, but following Sjostrand’s work on
local trace formulee [22],[23]. That approach allows obtaining some of the appli-
cations directly and in greater generality. For instance, it is shown in [2] that
for a large class of perturbations, if A > 0 is a non-critical energy level, and
Ch < 6 < 1/C, then we have

#{z : z€Res (P(h)), |z—A <86} =0(6)h™",

where Res (P(h)) denotes the set of resonances. This provides a fine upper bound
on resonances in small sets, generalizing [18, Proposition 2] and Lemma 6.1 below.

The basic estimate on the scattering determinant which follows directly from
adapting the proofs in the classical case [18],[34] is:

|det S(z,h)] < e ", Tmz>0, z€Qe&{Rez>0}, (1.1)

where S(z, h) is the scattering matrix and where Im z > 0 is the “physical half
plane” (that is the half plane where S(z, h) is holomorphic). It is interesting and
useful that the constant in (1.1) depends only on the size of the support of the
perturbation not on its properties.

The difficulty in using (1.1) lies in the need for a lower bound

n

VO0<h<hg3z=2z2(h) €, Imzy>6, |detS(z0,h)]>e " ", (1.2

Here zy clearly can depend on A but 6 > 0 is fixed.
When we can find zp’s such that (1.2) holds with Q = (a,b) +i(—c,c), 0<
a <b, ¢> 0 we can factorize det S(z, h):

Pz h) -
_ poem P& < CO(N n Q
det S(z,h) =€ Peh) lg(z,h)| < C(N(h)+h™™)+C, z€Q,
P(z,h) = (z—w), Qc=92+D(0,¢), (1.3)
weERes (P(h))NQe

N(h) = # (Res (P(h)) N Q) 7

where we denoted the set of resonances of P(h) by Res P(h).

In particular, this shows that we have an improved estimates | det S(z, h)| <
Cexp(CImzh™™), Imz > 0. The factorization is essentially equivalent, via the
Birman-Krein formula, to the local trace formula of Sjéstrand [22],[23], just as the
earlier global formulze of Bardos-Guillot-Ralston, Melrose and Sjostrand-Zworski,
were equivalent to global factorization of the scattering determinant [11],[35] — see
Sect.5.

Finer analysis under stronger spectral assumptions leads to factorization in
sets of size h and that gives for 0 < é < h/C the semi-classical Breit-Wigner
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formula:
oA+ 8h) —oc(A=6h) = > we (z,[A=8A+8])+ OB,
z Ellz{e_sA(‘; (hh) )

1
o(Ah) = 57 logdet S(A\,h), o(0,h) =0,

1 Im 2
WC_(Z,E);/EWdt, ECRZ@C,,

which generalizes the classical formula from [18] where references on earlier rig-
orous work on the Breit-Wigner approximation can also be found. As in [18], the
Breit-Wigner formula can be used to relate the distribution of resonances close to
the real axis to the properties of the scattering phase, and the applications given
in [18, Sect.6] can be adapted to the semi-classical setting.

When we exploit the fact that the constant in (1.1) does not depend on the
perturbation (only on the radius of its support) we obtain uniform bounds on the
number of resonances away from the real axis, and asymptotics of resonances for
bottles, improving, in our setting, results of Sjostrand [23] and including earlier
results of Vodev [33] — see Sect.7.

We now discuss the condition (1.2). In the generality we work in, that is
without considering special nature of the perturbation, we can only obtain (1.2)
when n > 5. In that case it follows from a strange observation on a resonances free
region close to 0 (Proposition 2.3).

For all n we can obtain a weaker estimate (Lemma 4.5), in which the constants
depend on the perturbation — that estimate is sufficient for all applications except
for the study of fully semi-classical bottles (Theorem 4).

When the dependence on h is homogeneous, P(h) = k2P (that is, we work
in the high energy régime), (1.2) always holds but hg there depends on the pertur-
bation (while it does not when n > 5). It is an interesting problem if (1.2) holds
in lower dimensions.

Finally, we should stress that the assumption on the support of the perturba-
tion was used only in the proof of the estimate (1.1) (see Lemma 4.3), and in the
proof of the strong version of (1.2) for dimensions greater than 4 (see Lemma 4.6).
The remaining arguments are either purely complex-analytic or depend on asymp-
totics of the scattering phase known in great generality. We expect that using the
results of Gérard-Martinez [8] on the meromorphic continuation of the scattering
matrix, (1.1) can be proved for short range perturbations dilation analytic near
infinity, and for relative scattering matrices for long range perturbations.

Except for the definition of the scattering matrix, the Birman-Krein formula
and the asymptotics of the scattering phase, which are all quoted from other works,
the paper is essentially self-contained. We denote by C' a large constant the value
of which may change from line to line.

ACKNOWLEDGMENTS. We would like to thank M. Christ, W.K. Hayman and J.
Sjostrand for helpful conversations, and the France Berkeley Fund for providing
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2 Review of scattering theory

We start by recalling the framework of “black box” scattering from [24], adapted
now to the semi-classical setting. This framework allows a general treatment of
resonance and scattering phenomena without going into the particular nature of
the perturbation in a compact set.
Thus we consider a complex Hilbert space H with an orthogonal decomposi-
tion
H =Hg, ® L*(R"\ B(0, Ry)),

where Ry > 0 is fixed and B(z,R) = {y € R" : |z — y| < R}. We assume that
P(h), 0 < h < 1, is a family of self-adjoint operators, P(h) : H — H, with
domain D C 'H, satisfying the following conditions:

T\ 5(0,r)D = H*(R™ \ B(0, Ry)),

e\ B(0,Re) P () = —h2*A

R™\B(0,Ro)>
(P(h) + i)~ is compact,
P(h) > -C, C>0.

1

For convenience' we will also add the reality condition:

Pu = Pa,

which is satisfied in interesting situations.

Under the above conditions, it is known that the resolvent R(z,h) = (P(h)—
2)~1 : ' H — D continues meromorphically from {z : Im 2z > 0}, through (0, o),
to the double cover of C when n is odd, and to the logarithmic plane A, when n
is even (see the proof of Proposition 4.1 for a direct argument). The first sheet,
where R(z,h) is meromorphic on H (with poles corresponding to eigenvalues) is
called the physical plane. This continuation is as an operator from Heomp t0 Dioc,
and the poles are of finite rank.

The poles are called resonances of P(h). We will denote the set of reso-
nances by Res (P(h)), and will always include them according to their multiplicity,
mp(z,h), which for z # 0 is defined as

mp(z, h) = rank / R(w,h)dw, 7.(z)={z+e" :0<t<2r}, 0<e<1,
Ve (2)

1in Proposition 2.2 only, where it also could be avoided
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see [24] and [35] for a discussion of this. We remark that we include the point
spectrum of P(h), denoted by o(P(h)), in the set Res (P(h)). Strictly speaking,
resonances have non-zero imaginary parts and a distinction could be made.

In order to guarantee a polynomial bound on the counting function of res-
onances, we need a spectral condition on P(h). It is formulated in terms of a
reference operator constructed from P(h): let

H* = Hp, ® L*(T%, \ B(0,Ry)), Tk, =R"/(RiZ"), Ri > Ro,

and define P*(h) by replacing —h2Ag» by —hQATrIzh in the definition of P(h) (see
[24] and [22]). The assumptions on P(h) imply that P#(h) has discrete spectrum

and we assume that if N(P*%(h), \) is the number of eigenvalues of P#(h) in [-\, )]
then

N(P*(h),\) =0 ((%)n /2> , for A>1 (2.1)

for some number nf > n. As was observed in [24], this assumption does not depend
on Ry, only on P(h).

The scattering matrix for a “black box” perturbation is defined just as in the
usual obstacle or potential scattering (see [16], [6] and references given there). We
recall the stationary definition here: for any A > 0 and a function f € C*°(S"~1),
there exists u € Dioc, such that for |z| > Ry
(P=Nu=0, ulz)=|o|~F" (=3 f(a/la]) + 3 g(a/le) + O(1/la])) ,

(2.2)
where g € C*(S"~!). By Rellich’s Uniqueness Theorem (see for instance [38,
Sect.3]), w is unique up to a compactly supported eigenfunction % € Deomp, (P —
A = 0. From the black box assumptions we know that the set of such X’s is
discrete, and the compact support of the eigenfunctions @, makes them irrelevant
in our study of scattering.

The function f can be considered as the incoming data, and g as the outgoing
data. This is consistent with our notion of the outgoing resolvent, R(z, h), which
is bounded on ‘H for Im 2z > 0: the outgoing term exp(iy/z|z|/h) is bounded in L?
for Im z > 0.

The absolute scattering matrix relates the two data:

S\ R) : fr—qg,

and we denote by 50()\, h) the free scattering matrix corresponding to P = —h?A.
It is essentially given by the antipodal map:

So(\ ) f(w) =i"""f(—w), A>0

(see the proof of Proposition 2.1 below). We then define the standard (relative)
scattering matrix as

S(A h) = So(A,h) LS\, h).
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It has the form (see (2.5) below):
S\ h) =T+ A\h), A\h)€C®(S" 1 x8S" 1),

Under our assumptions, it continues meromorphically in A to the double cover of
C (Riemann surface for 2 = w?) for n odd and to the logarithmic plane, A when
n is even. It is holomorphic in Im z > 0, Re z > 0 and the poles of its continuation
correspond to resonances of P(h) (see Proposition 2.2 below). We recall also the
crucial unitarity

S(z,h)~! = S(z,h)*. (2.3)

It follows from the pairing formula recalled in the proof of Proposition 2.1.

We now present one of many possible representations of A(z,h) in terms of
the resolvent (see [17, Sect.2] and [36, Sect.3]) and its proof contains the proof of
the general statements about S(z, h) made above.

Proposition 2.1 For ¢ € C°(R™) let us denote by
ES (z,h) : L*(R™) — L2(S" 1) (2.4)

the operator with the kernel ¢(x) exp(Liv/z(z,w)/h), with \/z positive on the real
azis. Let us choose x; € C(R™), i = 1,2,3, such that x; = 1 near B(0, Ry), and
Xi+1 =1 on suppy;, ¢ =1, 2.

Then for Imz > 0, Rez > 0 we have

Az, h) = cnh_”zanEf‘ (z,h)[R2A, x1]R(z, h)[h2 A, x2]'EX* (2, h), ¢, = im(2m) ™",
(2.5)
where 'E denotes the transpose of E.

We remark that the transpose is defined using the Schwartz kernel: 'E(x,w) =
E(w, x).

Proof. We give a direct proof in the spirit of [30] and use the pairing formula: if
A >0 and

(P—=MNu; = fi€H, filre\B(0,Ry) €S,
_n—-1 _ iz ivA|z|
ui(z) = [z|” 2 (6 moag (xf|x]) + e af (x/]x]) Jr(9(1/|93|)) y |z — oo,

then
<u17 f2>7-¢ — <f17’u,2>7-{ = 2’Lh\/X (<af,a5>Lz(Sn_1) — (af, a;r>L2(Sn—1)) .

Let us introduce the operators E4 (), h) with Schwartz kernels exp(ziv/A(x, w) /h)
and assume that A > 0 is not an eigenvalue of P. For g, gs € C®(S""1) let us put
up = (1= x1)"E- (A, h)gr,
Uz = ((1 - X2)tJE* ()‘a h‘) - R()‘7 h)[h2A> X2]tE*()‘7 h)) g2
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so that (P — A)uz = 0 and
(P — Nuy = [R2A, x1]"E_(\, h)g1 .
A stationary phase argument now gives

al_ = Qang1,
+ 1—n
ai =ani "gi(—e),

= )\—i(n—l)h%(n—l)eiw(n—l)(Qﬂ)%(n—l).

For us we note that since R()\, k) is the outgoing resolvent, the only incoming
contribution comes from the free term (1 — x1)"E_(\, h)g2 (that R(A, h) has not
incoming term is seen, for instance, from the properties of the free resolvent and
(4.2) below). Hence

ay = nga2,
a3 = a,it""Sgy(—e).
Using the fact that (1 — x2)[R?A, x1] = 0, and the pairing formula above we see
that
(g1, By (A R)[RPA, xa]R(A, B[P A, X2]"E_ (A, h))g2) r2(5n-1)
= —([P2A, x1)"E- (A, h)g1, (1 = x2)'B— (A, h)ga — R(X, h)[A*A, x2] B (A, h)ga)
= (u1, (P — Nua)r — (P — Nu, ug)n
= 2N~ TR (20)" gy, (T — S(A h))ga) L2(sn-1) -
The general result follows from analytic continuation — in fact, we proved here

that the scattering matrix has an analytic continuation, once that of R(z,h) is
established. a

Remark. It is interesting to note that the representation (2.5) does not depend
on the cut-off functions, and that we can reverse the condition x2 = 1 on the
support of x1 to x1 = 1 on the support of xs. Both facts follow directly from the
properties of the scattering matrix but here we propose a direct argument based
on the standard properties of “quantum flux”. Suppose that ys is equal to one on
the supports of functions xi, X1, which are equal to 1 near B(0, Ry). We claim
that
EX* (2, h)[R*A, x2)R(z, h)[R*A, x1 — X1]'EX*(2,h) = 0.

This will follow from showing that
(_h2A - Z)vj = Oa ,7 = 17 2 = <R(Z7 h)[h2A7 X1 — )21]7)1, [h‘QAa XQ]U2>H = Oa

which is clear as the left hand side is equal to
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(R(z,h)(—P(x1 — x1) — (x1 — X1)P*A)vy, [R2A, x2]va)n
= —{((x1 — X1)v1, [R*A, x2]v2) 3 = 0,

since (x1 — X1)[R%A, x2] = 0. Similarly, if x; = 1 on the support of Y1, and ¥; = 1
near B(0, Ry), then

Eia (Zv h)[h2Aa X2 — Xl]R(zv h) [h2Aa Xl]tIE:)£3 (Za h) =0 )

which shows that we can switch the conditions on x; and x2. Yet another argument
of the same type shows that

Ez? (Za h)[h’QA;XQ]RO(Z: h)[h2A7X1]t]E>£3 (Zv h) = Oa RO(Zv h) = (7h2A - Z)il .

In the next proposition we list two well known facts:

Proposition 2.2 If we define the multiplicity of a pole or a zero of det S(z,h) as
ms (2, h) = ———tr / S(w, B~ -LS(w, h)duw (2.6)
7(2) dw

Ye(z) ={z+eet : 0<t<2m}, 0<e< 1, then
e det S(w, h) = (w— 2)""sEMg_(w), for w near z, with g.(z) # 0,

e mg(z,h) = mp(z,h) — mg(z,h), Rez > 0, where one of z, z, is in the
physical, and one in the non-physical half-plane.

In particular, the non-negative eigenvalues of P(h) do not contribute to the poles
of the scattering matrix. We outline the proof for the reader’s convenience:
Proof. The first part is a direct application of a classical result of Gohberg and Sigal
[10]. To see the second part we will use the continuity properties of the multiplic-
ities and the generic simplicity of resonances (see [13]): this makes the argument
considerably simpler. By continuity property we mean the fact that for any wy and
€ >0, le_wo‘«m.(w, h) is constant for sufficiently small perturbations, which
follows from the definition of multiplicities using integrals.

Consequently we can assume that mpg(w, h) < 1 as the general statement fol-
lows from a deformation to the generic case. Suppose then that —7/2 < argwy < 0,
that is, that wq is in the first sheet of the non-physical plane, and that mg(wg, h) =
1. The proof of the meromorphic continuation (see the derivation of (4.2) below)
shows that in this case

A

w — Wo

R(w,h) =

+ B(w),

where B(w) is holomorphic in w near wy. The reality of P implies that R(w,h) is
symmetric (with respect to the indefinite form (e, 8)4,) and consequently A = ¢®¢,
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Au = (¢, u)p¢p. Another look at the structure of the resolvent (see (4.2), and for
a more detailed discussion [38, Lemma 1]) shows that ¢ = Rg(wo, h)g, where
g € C(R™) and Ry(z, h) is the free resolvent. Proposition 2.1 shows that

A n—2
S(w,h) = p» 71w0 + Bi(w), A =cpz 2 h"Eq(wo,h)g @ E_(wg,h)g. (2.7)

In fact, all that needs to be checked is that
IE:F(Z7 h)g = E:F(Zv h)[h2A7 X]RO(zv h)ga g e CSO(RH) ) (1 - X)g = 07
and that follows from integration by parts: for z € (0,00) and x € C*(R"),
<<[h2Aa X]RO(Z7 h’)g7 tEi(Z? h)f>H

= —((=h*A = 2)xRo(2,h)g, "B (2, h) f )3 + (9, "B (2, h) f) 1
= (9,"Ex(z,h) ).
The essentially standard Rellich’s Uniqueness Theorem type argument (see [38,

Sect.3]) shows that for argz # 27k, k = 0,1, E4(wo, h)g # 0. We can then find
invertible operators, Fy(w), k = 1,2, holomorphic near wy, such that

Py
w — Wy

() = Faw) (52 + Folw)) Fafw)., P2 =P,

with Py(w), holomorphic near wy. As shown in [10], the operators Fj(w) make no

contribution to the integral in (2.6), and consequently we can assume that S(w, h)
is given by the expression in the middle. The representation (2.7) shows that

dg—1 (wo) % dim{y € LAS"Y) : S7 (2, h)v = O(|z — wo|F)} < 1,

and that the only power k which can occur is & = 1. In fact using the projection
Py, we can construct an element of the kernel and hence dg-1(wg) = mg(wo, h).
On the other hand, for £ > 1 we have

ds(wo) & dim{y € L2(S™1) : S(z, h)y = O]z — wo|F)} =0,

since the equality (2.3) implies that S~1(z, k) is continuous at wg.
If we apply [10, Theorem 2.1] in this situation, we obtain that

1 d
mp(wo, h) = dg—1(wp) — ds(wy) = — Q—M,tr / ( )S(w, h)*l%S(w,h)dw
YelWo

and that proves the second part of the proposition for Im z < 0, as then mg(z, h) =
0. For Imz > 0, we use (2.3), which shows than that mg(z,h) = —mg(z,h) =
—mpg(Z,h). As now mpg(z, h) =0, we obtain our formula. ad
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Remark. We could avoid the results of [13] which strictly speaking do not apply to
the whole logarithmic plane when the dimension is even (but apply in the region
considered here), and used instead the direct argument of [11, Sect.2] which is
based on [10].

Proposition 2.1 has the following strange consequence which perhaps has
been observed before:

Proposition 2.3 Suppose that n > 5. Then S(z,h) is holomorphic in Oy (h, Ry) =
h2Ry 2Oy, ‘
O, = {rew; Tt < a,sin?f, 0<r < 1}

where o, is a constant depending on the dimension. Moreover,

< ‘detS(z, h)‘ <2, 2€0,(h Ry).

N | =

We recall that it is well known that if n > 5 and 0 is a pole of the resolvent,
than it is an eigenvalue. The proposition shows that this phenomenon of absence
of resonances propagates to a set near zero.

Proof. We can take Ry = 1 as the general result follows from scaling. To show
that S(z,h) is holomorphic in O, (h,1) N {Imz < 0}, we will show that S(z,h)
is invertible in O, (h,1) N {Im z > 0}. That is done by showing that ||A(z,h)|| is
small there. In fact, for y € C*(R"™), x = 1 near B(0, 1),

1
| [h2A7 X]tEi(z, h)HLQ(an)HLz(Rn) < Cx(h2 + |Z|)eCX\Z\ 2/h ,
1
||Ei<2’, h)[h/2A7XHlLZ(Rn)_,Lﬁ(Snfl) < CX(hQ + ‘z|>ecx|z|2/h’

C
||(1 - X)R(ZJI)(l - X)||L2(Rn)_,L2(]Rn) < m , Imz > 0.

Hence

i n— n
1AGz, Bl < c%eclzwh (210" + (21D ) Tz >0,

where the constants depend on the cut-off functions used and the dimension. By
choosing «;, in the definition of O,, small enough we can make ||A(z, h)|| small in
On(h,1).

To estimate the determinant we observe that

e~ 1T+ A HIAG R e < | det S(z,h)| < elA=Mlle - Tm 2 > 0.

n+1

Since [|A(z,h)||tr < C||(I — Agn-1) 2 A(z,h)||, the determinant estimate follows
from the previous argument by observing that

nt1
||(I—Asn—1> 2 Ei(z7h)[h2A7X]||L2(Rn)_)L2(Sn—1)
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< C(L+ (h~22))"F)(|2] + h?), |2] < h2.

O

The standard object of study in scattering theory is the scattering phase
which is defined as

1
o(Ah) = 5 log s(\, h), (2.8)

with some choice of the logarithm, for instance, o(0,h) = 0. It is related to the
spectral shift function which is defined using normalized traces of functions of P(h).
To present this relation we introduce a normalized trace: for g € S(R) we let

trg(P(h)) =try (9(P(h)) = (1 = x)g(=h*A)(1 — x))

(2.9)
= trpan (9(—h*A) — (1= x)g(=h*A)(1 - x)) ,
where x € C°(R™), x =1 on B(0,Ry +a), a > 0.
The Birman-Krein formula then takes the following well known form
~ d
fg(P(h) = - [ FNomdr+ S g, geS(@.x).  (210)

A€o (P(h))

and for the adaptation of the standard proof to the black box case we refer to [6].
By using the assumption (2.1) and the representation of the scattering phase (see
[4, Theorem 3]) we have, for every J @ RT,

lo(AR)| < C(NR™, XeJ, 0<h<ho(J). (2.11)
If we define
NE(A B) = # o(PH(R) N (0,A] = # a(=h*Ary )0 (0, )],

then, as shown recently by Bruneau and the first author [4, Theorem 3], for E > 0
and g > 0 we have

o(E+pu,h)—o(E,h)+ Z S\((E, E + pl)
A€o (P(h))

= NY(E + p,h) — N¥(E,h) + O(h~""+1). (2.12)

In particular, in the interesting situation when n = n¥,
N¥E + p,h) — NY(E,h)) = W(E, p)h™" + O(h~"*1), (2.13)
and o(P(h)) N (0,00) = 0, we have
o(E+ p,h) —o(E,h) = W(E,n)h™"™ + O(h~" 1), (2.14)

where the Weyl term W (E, u1) is assumed to be smooth in y as is the case for spec-
tral asymptotics near non-degenerate energy levels (see for instance [7, Sect.11]).
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3 Some complex analysis

In the aspects of scattering theory studied here we apply the following principle

of complex analysis: if a holomorphic function is not identically zero then, at most

points, it is bounded from below by a constant times the reciprocal of its upper

bound provided we have control on the lower bound of the function at one point.
This follows from a precise statement for the disc:

Lemma 3.1 Suppose f(z) is holomorphic in the disc |z| < r and that f(0) # 0.
Suppose that the number of zeros of f(z) in |z| < r is equal to N. Then for any
6 € (0,1) we have

1 2
min log [f(2)] > — (’"” maxlog|f(2)| + N log ) + T 1og|f(0)],  (3.1)
|2|=p r—=plzl=r 0 rT—p

forp e (O,T)\U?zl(pk — Ok, Pk +5k), 0<é < vaf:l O < 60r.

The proof follows from the classical lemma of Cartan (see for instance [12, Lemma
6.17]) and the Poisson-Jensen formula (see [12, Lemma 6.18]). We recall that N
can be estimated using Jensen’s formula by

(tog(1-+9)) ™ ( umx_10817(2)| =l £ ) € > 0.

For future use we will recall here Cartan’s beautiful estimate:

Given arbitrary numbers z,, € C, m = 1,..., M, for any n > 0 there exists a set,
Ulel D(ay, ), formed by the union of L < M discs, D(a;, ), centered at some

points a; € C, such that Zlel r; < 2en and

M L
II 1z = zml > 0™, zeC\|JD(a,m). (3.2)

m=1 =1

Lemma 3.1 is then a consequence of this, and of the Carathéodory or Harnack
inequalities (see the proof of Proposition 4.2 for a direct application of a similar
argument).

We will also need a result in the case of a cone for which we quote [5, Theorem
56):

Lemma 3.2 Suppose that f is holomorphic in {z : 0 < argz < w/k + €}, e >0
and that log|f(2)| < Bi|z|*, log|f(20)| > —Ba with 0 < argzq < 7/k. Then for
any 6 > 0,

log\f(rew)| >—Csrf, r>rg, ¢ (0,00) \ (), |2(r)| <6,

(3.3)
05205(63207BI;BQ)a T0:T0(€7ZO,B1,BQ)~
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We remark that this estimate also follows from the estimates obtained more
directly by Sjéstrand [23, Sect.7].

We recall also the standard Carleman inequality which in a similar context
was already used in [18] (see for instance [29, 3.7]):

Lemma 3.3 Let f(z) be holomorphic in |z — A < R, Imz > 0, with A € R. Let z;
denote the zeros of f(z) and let 0 < p < r < R be such that no zeros of f(z) lie on
|z = Al = p and |z — X| = r, and on the real axis. Then for 0 <6 < 1— 2 we have

Im z; 171 (™ N1
E — < | — 1 A ¢ 0do
lz; — A2 — 6 <7rr/0 og|f(A+reT)[sin

p<|zj—=AI<(1=6)r J

1 [ ,
- —/ log | f(A 4 pe')| sin 6dO
™ Jo

1 [M/71 1
— — - =1 A A—y)|dy | .
o | (= ) ostrO - i)
(3.4)
For future reference we recall the following lemma already used in [19]2.

Lemma 3.4 Suppose that u is harmonic in D(0,1), and that
K

[Tm 2|’

Ju(2)] < u(z) = —u(z), =€ D(0,1).

Then, for every 0 < e < 1, there exists C = C(e) such that
lu(z)] < CK|Imz|, z¢€ D(0,1—¢).

Proof. We use the Poisson formula and the symmetry (and we can assume that
the hypotheses hold in a slightly bigger disc):

iq_i/” (1= r)u(e)
21 Jo 1 —2rcos( — ) +r2 v

1 /7T 8(1 — r?)r sin @ sin pu(e'?)
)y (1—2rcos(f — @) +12)(1 — 2rcos(d + @) + 12)

u(re

dy.
Since we know that 4
lu(e”)| < K/sinp, 0<p<m,
we conclude that for r < 1 — ¢,
lu(z)/Imz| < 81K .

O

Finally, we present a version of a semi-classical maximum principle related
to [27, Lemma 2].

2This lemma was pointed out to us by W.K. Hayman.
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Lemma 3.5 Suppose that F(z,h) is holomorphic in z € Qqo(h), continuous in
Qo(h), Qc(h) = (a+e,b—¢€)+i(0,hM), € >0, and that log|F(z,h)| < Ch=¥ for
z € Qo(h). If 2M > K then

log|F(z,h)| < Mo(h) + Mi(h) + O(1), z€Q(h), 0<h<h(e, €>0,

Moh) = max  log" [F(B), Mi(h)=_  max  log® [F(zh).
Qo (h)N{Im z=0} Qo (h)N{Im z=hM}

where logt z = max(0, log ).

Proof. For € > 0 let us introduce,

h—L/2 b—e/2 . )
fe(z,h) = / exp(—h~"(z — 2)%)dx, L <2M,
\/E a+e/2

so that |fe(z,h)] < e on Qo(h), |fe(z,h)] > 1/2 on Qc(h), if h < h(e), and
|fe(z,h)| < Cexp(=Cch™F), on Qo(h) \ Qe/a(h). We then apply the maximum
principle to the subharmonic function

log |G(z, h)| = log |F (2, h)| +log|fe(z, h)| — Mo(h) — My(h) — 1.

If we choose L > K then, on 0Qy(h) we have log |G(z,h)| < 0 and on Q.(h) we
get log | f. (2, )| = O(1). 0

4 Estimates on the scattering determinant

We will give a self-contained discussion of the estimates for the number of reso-
nances, the cut-off resolvent and the scattering determinant in the setting of semi-
classical compactly supported black box perturbations. Our presentation comes
largely from [28, Sect.4] and it is based on the works of Melrose [14], Sjéstrand
[22],[24], Vodev [31], and the second author [34],[36]. We also adapt the meth-
ods of [18] to the semi-classical setting to obtain the estimate on the scattering
determinant (Lemma 4.3), and its factorization (Proposition 4.4).
We start with a polynomial bound on the number or resonances:

Proposition 4.1 If n is as in (2.1) and Q € {z : Rez > 0} is a pre-compact
neighborhood of E € Ry, then

#{z: z€Res (P(W)NQ=0OM™), QeC. (4.1)

Remark. This proposition can be improved by replacing R by a more precise
bound on the number of eigenvalues of the reference operator, ®(h=2) — see [22].
For a large class of majorants ®, the proof given here can be improved following
[31]. Consequently we can replace p—n* by ®(Ch~2) in all subsequent estimates,
which we avoid for the sake of clarity. The most interesting case is of course nf = n
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and a nice case where ®(t) = t"m/z7 n¥ > n is given by finite volume hyperbolic
quotients [24].

Proof. Let Ro(z, h) be the meromorphic continuation of the free resolvent (—h?A —
2)~! from Imz > 0 to €, @ € Q € C. Let us also consider the following cut-off
functions y; € C°(R™), i = 0,1,2, xo = 1 near B(0, Ry), x; = 1 near supp xi_1
and x = 1 near supp(x2). We then define

Qo = QO(Z7 h) = (1 - XO)RO('th)(l - Xl) )
Q1 = Q1(20,h) = x2R(20,h)x1, Imzo >0,

so that
(P(h) = 2)(Qo(z,h) + Q1(20, 1)) = I + Ko(z,h) + K1(20, 2, h),
KO(Za h) = 7[h2Aa XO]RO(Zv h)(l - Xl)a
K1(z0,2,h) = —[R*A, x2]R(20, h)x1 + x2(20 — 2) R(20, h)x1 -
We now put

K = K(Z()vza h) = KO(Za h)X + Kl(z()azah)x

which is a compact operator H — H and the norm of K (zo, 29, h) is O(h). Hence
(I + K (20,20,h))"! exists for h small enough and consequently (via analytic Fred-
holm theory) (I + K (zo, z,h))~! is meromorphic in z (under our assumptions, on
the Riemann surface of z = w? for n odd and z = €% for n even). Hence

R(Z, h)X = (QO(Zv h)X + Ql(z()? h)X)(I + K(Z()v 2 h))il ) (42)

and we have essentially reviewed the proof of the meromorphic continuation of the
resolvent from [24].
We now introduce

f(z,h) = det(I + K"+ (z,h))

where nf is as in (2.1) and, as we will see below, the choice of the power justifies
the existence of the determinant. By Weyl inequalities (see for instance [9, Chapter
II, Corollary 3.1)), |f(z,h)| < M(R), z € Q, where

nd41

M(h) =sup, gdet(Il + K"K) 2 ).

To estimate M (h) we need to estimate the eigenvalues of (K*K)?2, that is the
characteristic values p;(K) of K. The standard properties of characteristic values
(see [9, Chapter 1I]) show that it is enough to estimate the characteristic values of
various summands.
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We start by proving that
2 J\

N\ T E
wilaRGo ) <0 (1) 7
In fact, for all N, M,
X2R(z0, h)x1 — x2(P*(h) — 20) "'x1 = O(Y) : H— DM,

(see the proof of [24, Proposition 5.4]). From this the estimates follow from the
estimates on the characteristic values of x2(P#(h) — z9)~'x1 which in turn follow
from (2.1).

Greater difficulty lies in estimating the Kyx term, where we encounter expo-
nential growth. We start by observing that for Im z > 0,

1
nf

8 xalcBoCe 0 < 0 (1)
(see, for instance, [34, Lemma 4]). For Im z < 0 we write
XRo(z, h)x = x(=h*A = 2)7'x + x(Ro(z,h) = (=h*A = 2)71)x,

where Ry(z, h) is the meromorphic continuation of the resolvent from Im z > 0 and
(—h%2A — z)~ ! is the resolvent, holomorphic on L? for z € C\R,. This reduces the
problem to estimating the characteristic values of x(Ro(z, h)—(—h*A—2z)"1)x. We
rewrite this operator using the standard representation of the spectral projection
(see for instance the proof of [34, Lemma 1]):

X(Ro(z,h) — (—h2A — 2) ™Yy = &,h"2"7 'BX (2, h)EX (2, h) ,
where EX are as in (2.4). Hence,
i (X(Ro(z,h) — (=h*A — 2)7Hx) < [@nll2 T h|1'EX (2, h)| 18 (EX (2, b))
and we estimate
115 (BX (2, h)) = pi (I = Aga—1) T*(I — Aga—1)*EX (2, h))

< (I = Agn1) )T = Agn-1)"EX (2, h)|
< Chj 0 (2k) exp(C/h)
< Cexp(Ch™! — jw1/9),

(4.3)

where we used the Cauchy inequalities and then optimized in k. By summing up
the contributions from different terms in K, we obtain the following estimate on
the determinant

M(h) = 0@y (4.4)
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Since I + K (2o, 20, h)"n“‘l can be inverted by Neumann series, and since the same
estimates hold for

(I + K (20,20, )™ 1)L = T — K(20, 20, )™ T2 (I + K (20, 20, h)" F1) 71,

we can estimate f(2,h) ! so we get

[ (z0,1)| > e P (4.5)

Let us now put Qo = D(z,7), Qo C §~2, [Imzp] < r < Rezp (choosing z
appropriately for that). Let N(h) be the number of zeros, w;(h), of f(z,h) in
D(zo,7 +€) C D(z0,7 + 2¢) C Q. Then by the Jensen inequality

N(h) < Ce( |, max, log|f(z,h)]| —log|f(z0, h)]) (4.6)
< C.(log M(h) —log |f(z0, h)|) < Ch™™ .

By Lemma 3.1, we can cover by discs centered at Z at which (4.5) holds with zg
replaced by Z. Hence by repeating the argument we obtain (4.1). O

The next result holds in greater generality (see [27, Lemma 1] and references
given there), but we will give a direct argument following directly from the proof
of Proposition 4.1:

Proposition 4.2 If Q) is as in (4.1), then for 0 < h < hg we have

IXR(z, h)x||#—m < Caexp(Cah™™ log(1/F(h))),

ze 0\ U D(zj(h),F(h)), 0< F(h) <1,
zj(h)€ResP(h)

where R(z, h) is the meromorphically continued resolvent, zj(h) are the resonances
of P(h) and x € C(R™), x =1 near B(0, Ry).

Proof. To estimate the resolvent we now use, with the notation of the proof of
Proposition 4.1 the following inequality

IXR(z, B)x|| < (|Qox]l + [|QixINII(I + K (20, 2, h)) 71|
det(I + (K*K)"3") o 3
|det(I + Kn+1)] < e " M(h)[f (2, h)[

< ([1QoxIl + 1QxxII)

Here in the second inequality we have used [9, Chapter V, Theorem 5.1]. Hence
the problem is reduced to lower bounds on |f(z, h)|. We could apply Lemma 3.1
but instead we trade the quality of the lower bound for an explicit characterization
of the exceptional set.
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Thus, again with the same notation as in the proof of Proposition 4.1, we

write
N(h)

f(z,h) = eI=M H (z—wj(h)), z€ D(zo,7),
j=1
where g(z,h) is holomorphic in D(zp,r) and w;(z) are the zeros of f(z,h) in
D(zo,r+e€). Next using the estimate (3.2) for vaz(f) (z—w,;(h)) with some 19 > 0,
the bound (4.6) for N(h), the estimate (4.4) and the maximum principle for the

harmonic function Re g(z, h), we deduce an upper bound Re g(z, h) < Ch_”ﬁ, z €
D(zp,r). Carathéodory’s inequality (see for instance [29, 5.5]) gives

max |g(z,h)| < max Reg(z, h)+—|g(zo, B, r>p. (47)

[z2—20|=p T =P lz—zl=r

Taking o < Imz < Rez, 20 ¢ UMY D(w;(h), F(h)), we get log|f(z0,h)| >
—Ch~ and
N(h)

1
log| H 20— wj(h))| > N(h)log F(h) > —Ch~" lo% 77

which yields
|Reg(z0, k)| < Ch™"" log(1/F(h)).

We can choose appropriately Im g(zo, h) so that |g(zo,h)| < ch* log(1/F(h)),
and that gives the lower bound

N(h)
log|f(2,h)| = ~Ch™"" log(1/F(h))) for z € D(z0,p)\ | J D(w;(h), F(h)).

j=1

Now recall that the resonances z;(h) are included in the set of zeros of f(z,h),
so applying the maximum principle for the operator-valued holomorphic function
xR(z,h)x, outside the discs centered at z;(h), we obtain the conclusion of the
proposition for z € D(z0, p) \ U., (n)eresp(n) P(2i(h), F(h)). Covering Q by discs
and using the successive lower bounds for |f(z,h)|, gives the result for general
domains. o

We now give the crucial estimate on the scattering determinant. It gener-
alizes the estimate given in [34, Proposition 2, (14)]. Its interest comes from its
universality: it does not depend in any way on the structure of the perturbation,
only on the size of its support:

Lemma 4.3 If s(z,h) = det S(z,h) and  is as in (4.1), then

1s(z,h)| < CeCM " 2eQNnT,, C=C(Ro,N). (4.8)
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Proof. This is an almost immediate consequence of Proposition 2.1, the estimates
(4.3), the resolvent estimate of Proposition 4.2.
As before, we use Weyl inequalities to have

[s(z,h)] < H(l + 1 (A(z, b))

For Imz > h™ M fixed, we have that R(z,h) = O(h™™) : H — H, and the
equation, (1 — x1)(—h2?A — 2)R(z,h) = 1 — x1, then gives

[[R2A, x2] R(z, h)[R* A, x1]| L2 (& )— L2 ey = O(R™M2).
Hence,
115 (A(z,h)) < Co ()R~ MT2|EX? (2, h) |11 (BX* (2, h)) .

We now use the estimate (4.3) to obtain
11;(A(z, b)) < exp(Cprh™ — jw1/9).

Consequently, the product of 1 + p;(A(z,h)) over j > Ch™""! is bounded by
exp(Ch™1), which implies that

|s(2,h)] < e (14 || A(z, h)[NSRT

< CUmVER™"+(n+ M=) log(1/WR™" ) 1y o pM (4.9)

where, as in the proof of Proposition 2.3, we estimated ||A(z,h)| by Ch—n=M+2

exp(C'Im+/z/h).

Since |s(z, h)| = 1 for z € R, we can apply a version of the three lines theorem
given in Lemma 3.5 to conclude the proof. For that we need some weak estimate
valid everywhere and we claim that

Bt1)n
b

Is(2, h)| < " Imz>0, 2€Q.=Q+D(0,¢). (4.10)

In fact, Proposition 4.2 shows that for every x € Q. NR we can find 2’ € Q5 NR
such that |z — 2’| < € and for z € 2’/ +i[0, h™] and 0 < h < h(e) we have

_nf_1
IR(z, W)Xl = O ™).

Hence #
|Hh2A7Xz}R(Z,h)[h2A7X1]HL2(R”)~L2(R”):O(eh ).

Consequently, by the same argument as above,
—nf— L1
11 (A(z, b)) < exp(Ch™™ 1 — ja=1/C)

which proves (4.10) and concludes the proof of the proposition. O
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As recalled in Sect.2, the poles of the scattering determinant are given by
the poles of the resolvent, away from the real axis. That, and the unitarity (2.3),
immediately imply a factorization of the scattering determinant. The issue is the
estimate on the non-vanishing term in that factorization and this is addressed in

Proposition 4.4 Let s(z,h) = det S(z, h) be the scattering determinant. Then

#

s(z,h) = eg(z’h)%, lg(z,h)| < { gjl]:f(h’) LR, Z i é , z€R,
P(z,h) = I G-w,
weRes (P(h))NR.
N(k) = # (Res (P(m) N R ),
(4.11)
where g(z, h) is holomorphic in R, and
R=(a,b)+i(—c,c), 0<a<b,0<c, R.=R+ D(0,¢).
In particular for n = n* we have an improved estimate
|s(z,h)| < CeCm="" 2 e RNC, . (4.12)

To obtain this proposition we need the following

Lemma 4.5 For any Q = [a,b] +i(0,¢), 0 < a < b, ¢ >0, there exist 6 > 0 and C,
such that for any 0 < h < hg, there exists zg = zo(h), which satisfies

log |s(z0, h)| > —Ch™, € Q, Imzy>6. (4.13)
The constant C' in (4.13) depends on P(h).

Proof. If we factorize s(z,h) as in (4.11), then Cartan’s lemma (3.2) and the
bound on the number of resonances (4.1) show that we need to find z¢ for which

Reg(z, h) > —Ch~".
We normalize g(z,h) by assuming that

lg(a,h)| <27, a<a<b,
and note that Lemma 4.3 and Cartan’s lemma imply that
Reg(z,h)gCh_”n, z€QN{Imz>0}.

We claim that .
[Img(z,h)| <Ch™ , z€ RNR.
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In fact, for A real we have
I
Tmg(\ h) — Img(@,h) = 2n(o(\h) —o(@h) +2 3 / s
weRes (P(h))NR.

Using (4.1) and the estimate

g y
— dt <
/a r@—t2 =T

we see that the second term on the right hand side is (’)(h_”u). The first term
satisfies the same estimate in view of (2.11).

If we put fr(z) = g(z, h)h"n, then we know that
fn(Z) = =fu(2),z € R, |fn(2)| < C1, z€ RNR,Re fr(2) < C,z € RN{Imz > 0},
and we want to show that

E|($>O, Co >0, V0 <h<hyg, E'ZO:Zo(h) € R, Imz >6, Refh(zo) > —Cs.
(4.14)
If not, we would have a sequence of holomorphic functions gy such that

Regn < —N, Imz>1/N, Regy<C, Imz2>0.

The Poisson formula applied as in the proof of Lemma 3.4 shows that
Regy < —NImz/C, z€ D(a,p), Imz2>0,

for some p and C independent of N. Since Regy|g = 0 we conclude that
Om » Regn|r < —N/C. From Cauchy-Riemman equations we now get

OreImgn(z) > N/C, z€ D(a,p)NR,

and that contradicts the uniform boundedness of gy on RNR. Hence (4.14) holds
and the lemma is proved. O

When the dimension is large enough we obtain the following stronger result:

Lemma 4.6 Suppose that n > 5. For any Q = [a,b] +i(0,¢), 0 < a < b, ¢ > 0,
there exist & > 0 and C, such that for any 0 < h < hg, there exists zg = zo(h),
which satisfies

log |s(z0,h)| > —Ch™™, 20€ 8, Imzy>96. (4.15)

The constant C' depends only on Q0 and the support of the perturbation, B(0, Ry).
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Proof. We first make the following observation based on the proof of Lemma 4.3:
fix any H > 0, then for any 0 < h < H, we have, for any compact set 23 € C,

|s(z, h)| < CeC"" 2 e QN {Imz > min(1/C,AM)}, (4.16)

where the constants depend only on M, H, and Rg. Put P,(h) = p~'P(\/ph),
p > 0. Then P(h)lgm\B(0,ry) = Po(h)|rm\B(0,Re) and P,(h) satisfies the black
box assumptions of Sect.2 (without uniformity with respect to p). If s,(z,h) is
the scattering determinant corresponding to P,(h), then we have the following
relation:

s(wp, h) = s,(w, h/\/p).
We can now apply (4.16) to s, and that gives
|s,(w, h/\/p)| < Cexp(Ch™"p2), weQ €C, Imw> (h//p)M.
By scaling, using p ~ |z|, this implies that
|s(z,h)| < Cexp(Ch™"|2|2), Imz > h%/C, Rez >0,

if we take M > 2. We now put f;(w) = s(h*w, h), which in view of the previous
estimate satisfies

log|fu(w)] < Clw|? +C, Imw >1/C, Rew >0,

uniformly with respect to h. Proposition 2.3 shows that there exist many w’s,
|w| <1, Im®w > 1/C, such that

log | fn(w)| > =C

holds with a constant independent of h. We can now apply Lemma 3.2 and conclude
that

1og|fh(7“ei9)| > —CT"/Q, r>rg, 0€(0,00)\X(r,h), |X(r,h)| < bo.

This implies the existence of 2¢(h) = h2wg(h), Imwy(h) > §/h?, |we(h)| < C/h2,
such that zg(h) satisfies the conditions in (4.15), and

log |s(20(h), h)| = log | fn(wo(h))| > —Clwe(h)|2 > —Ch™".
O

Proof of Proposition 4.4. Since we clearly have a factorization given in (4.11),
the only thing to check is the estimate on g(z, h). The slight difference with the
standard arguments lies in having estimates on |s(z, h)| for Imz > 0 only. The
unitarity implies however that g(z,h) = —g(z,h), and hence we only need to
estimate g for Im z > 0. In that region, the bound (4.8), an application of Cartan’s
lemma (3.2), and the maximum principle give

Reg(z,h) < Ci(h"" +N(h)), Imz2>0, z€ R.s.
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Lemmas 4.5 and 4.6, and the trivial bound

|z — |

<1, Imz>0, Imw <0, (4.17)

|z — wl|
give an existence of zg = z9(h) € R, Imzyp > 6 > 0, such that

—Coh™™, n>1
> ) p )
Reg(zo, h) 2 { —~Coh™", n>5

When n > 5, Harnack’s inequality, applied to the harmonic function G(z,h) =
2C1(h™" 4+ N(h)) — Reg(z, h), positive for Imz > 0, z € R, /2, shows that

1
|Reg(z, h)| < ;C(N(h) +h™"), 2€ Reyy, Imz>p. (4.18)

In fact, if 0 < p < Im z is such that D(zg,Im zg — p) C R, we have

2|20

2
max  G(zh) < G(z0,h) < 7ol

< ((201 + Cg)hin + 201N(h)) .
z€D(z0,Im zo—p) P P

Using this inequality with different p and 2y, we get the bound (4.18) for all
z€ R, Imz > p.

In view of (4.18), we can apply Lemma 3.4 to u(z,h) = (h™" + N(h))~!
Re g(z, h) and deduce the estimate

|Reg(z,h)| <C(h™™ 4+ N(h))|[Imz|, z € R4 (4.19)
which combined with the Carathéodory inequality gives the bound
lg(z,h)| < C(h™™ 4+ N(h)), z € R. (4.20)

Recalling (4.17), it also gives (4.12). We proceed similarly for lower dimensions.

O

5 Local trace formula for resonances

As an application of the results of Sect.4 we present a proof of a slight improvement
of Sjostrand’s local trace formula in the setting of semi-classical compactly sup-
ported perturbations. We stress that it depends only on the upper bound on the
number of resonances (4.1), the factorization of the scattering determinant (4.11),
and on the Birman-Krein formula (2.10). It is essentially a localized version of the
arguments of [11] and [35].



698 V. Petkov, M. Zworski Ann. Henri Poincaré

Theorem 1 Suppose that P(h) satisfies the assumptions of Sect.2. Let Q, Q €
{Rez > 0}, be an open, simply connected set such that QNR is connected. Suppose
that f is holomorphic on a neighborhood of 2 and that that ¥ € C°(R) satisfies

0, dQNR,A) > 2,

YN = { 1, dQNRN) <e

where € > 0 is sufficiently small. Then
trf)(P(h) = Y. f(z)+Easeh),
zERes (P(h))NQ (5.1)
|Bop.(h)| < M, QR sup {|f(2)| : 0 <d(z,Q) <2, Imz <0},

where tr is defined in (2.9) and n* is as in (4.1).

Remark. We note that unlike in [22],[23] we only estimate the function f in the
lower half plane to control the error Eq ;4 (h).
Proof. The Birman-Krein formula recalled in Sect.2 shows that

BNE®) = [EHWTOND+ S GHN. 62

Xeo(P(h))
Let ¢ € C2°(C) be an almost analytic extension of v satisfying
supp .9 C {z : € <d(z,Q) < 2¢},

which can certainly be arranged. We note that this implies that 1/; =1on Q. An
application of Green’s formula gives

Genem) = Y G+ [ [ adeie ).

z€Res (P(h))

where we used the definition of the scattering phase o (A, h) given in (2.8), and
where L£(dz) denotes the Lebesgue measure on C. Notice that if A € o(P(h)),
then A € Res (P(h)) so the eigenvalues are included in the first term. On the other
hand, 9, s(z, h)/s(z, h) is regular on QNR which justifies the application of Green’s
formula.

We first note that the properties of 1[) and Proposition 4.1 show that

> WHR)

z€Res (P(h))

= 3 fe+00 T )sup {If(2)] + 0<d(z,Q) <2, Imz < 0}.
z€Res (P(h))
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Using the elementary inequality

1 1 1
// L(d2) < // L+ // L
of! |z — wl D(w,p) |z — wl Q\D(w,p) |z — wl

1 1
< 2mp + ;|Ql\ <2v2ral, p=(l/(2r))2,

(5.3)
(4.1) and (4.11) conclude the proof, as, with Q C R,
s'(z, h) , 1 1
< h .
s(zvh)‘_lg@, )+ > <|Z_w|+|z_w>
weRes (P(h))NRe
O

6 Breit-Wigner approximation

We now establish the semi-classical version of the Breit-Wigner approximation
and throughout this section we assume that n = nf. Again, it is a purely complex-
analytic consequence of the estimate on the scattering determinant, and of the
existence of a good remainder in the Weyl law for the scattering phase. It gener-
alizes the large energy result of [18].

Theorem 2 Suppose that o(P(h)) N (0,00) = 0, and that the spectral condition
(2.14) holds for E in a neighbourhood of A > 0 and for p sufficiently small. Then
for any 0 < 6§ < h/C we have

oA +8h) —oc(A=86h)= > we_(z,A=86A+8)+ 0@, (6.1)
z e‘li;s)\(‘;’ (h);))
where ) I
we (2, ])=—— [ —2_gt, TCR=9C_.

™ Jr |z =t

Remark. The assumption o(P(h)) N (0,00) = @ is natural when we have a com-
pactly supported black-box perturbation and n = nf, as it is satisfied in all rea-
sonable situations. The arguments below could be modified to include the case of
embedded eigenvalues, using (2.12) and (2.13).

To prove the theorem we start with a lemma which is the semi-classical
version of [18, Proposition 2]. In yet greater generality and by a different method,
the result was recently proved by Bony [2].

Lemma 6.1 Under the assumptions of Theorem 2 we have, for A >0, and h/C <
6<1/C
#{z : z€Res (P(h), |[z= A <6} =0(6r7"). (6.2)
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Proof. We recall that the spectral assumption (2.14) implies that the scattering
phase satisfies
o(A+26,h) —a(A—26,h) = O(6R™").

As in [18, Proposition 1] we now show that
1
o(A+26,h)—a(A—26,h) > 5# {z €Res (P(h)) : |[z—=A| <6} —0O(6h™"), (6.3)

which then implies the lemma.
To see (6.3), we apply (4.11) with R centered at A, so that

1 A28 1
/ s'(t, h) dt
A

lo(A+26,R) — (A — 28, h)| =

2mi Jy 05 s(t,h)
1| A2 2iTm 2
= % / g/(tvh)i Z |z—t\2 dt
A—26 2€Res (P(h))NR.
A+26
> l/ Z lImZ| —O(éh_n)
T Ja—26 |z —¢?
zERes (P(h))NR.
1
> 5# {z€Res (P(h)) : |z— A <é} —O(6R™™),
(6.4)
since for 0 < y < ¢ and |x — \| < § we have
2426 sy 1
e T L -
A—26 (xft) +y _6/y].+7" 2
O

We need one more lemma which is a h-local version of Proposition 4.5:

Lemma 6.2 Let Q(h) = {z : |z — A < C1h}, X > 0, and, for |z — A\| < Cah,
0 < Cy < Ch, put

s(z,h) = e9r(z:h) M

P ) Py(z,h) = H (z —w).

wéERes (P(h))NQ2(R)
Then under the assumptions of Theorem 2 we can choose gx so that
lga(z, )] < Ch™"*1, |z = A < Cah.

Proof. We will use the factorization in Proposition 4.4 in the domain R, = Q =
(A/2,30/2) +i(—c,c), ¢ > 0 and we denote by g(z,A) the corresponding holomor-
phic function and recall that P(z,h) = [[,eRes (p(n))na(? — w). Comparing the
expressions for s(z,h), we see that

P(z, h)Px(z, h)
P\(z,h)P(z,h)’

gr(z,h) = g(z,h) + log
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and we need to show that the second term on the right hand side is bounded by
Ch™"*1 for |2 — A\| < Cqh. In fact, the real part of the first term is bounded by
C|Imz|h=" = O(h~"*1) because of (4.19) and by Carathéodory inequality we
conclude that this term is O(h="F1).

Now we will show that

(6.5)

SREE
zZ—Ww zZ— W

weRes (P(h))NQ
[w—A|>C1h

for |z — A| < C3h, from which the needed estimate follows by integration and a
choice of the branch of logarithm.
To see (6.5), we proceed as in [19] and rewrite the expression to be estimated

|Re z — wl|?
weERes (P(h))NQ
[w—A|>C1 h

Im z 1 )
+/o (((Rez +iy) —w)?  ((Rez+iy) — w)2> dy) : (6.6)

The sum of the integrated terms is harmless as

D TEE D DI
|z —w|* — |z — w|?
weERes (P(h))NQ wée&Res (P(h))NQ
Jw—A|>C1h Jw—z|>(Cq—Ca)h
C'log(1/h)
> > 1
C32kh)2
k=1 032kh§|sz|<6‘32’9+1h( 32°h)
Cﬂogﬂ/h)(2k+1h)h_n

<
=¢ (2kh)?

as

IN

k=1

~ ~

—n—1 —n—1

<2ChTNY S o <O
k=1

by Lemma 6.1. Since |Im z| < Csh, an integration in y adds an additional multiple
of h, giving the desired bound O(h™").
The first term in (6.6) is estimated using Carleman inequality (see Lemma 3.3):

E: | Im ] 1/7r i .
— < _
|Re z — w|? = r Jo log[s(A +re™, h)| sin 6df

wERes (P(h))NQ
Jw—A|>C1h

1 /" )
fﬁ/ log|s()\+C1hew,h)|sin0d0) ,
0
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where we used the fact that |s(z,h)] = 1 for z real and r > 0 is chosen so that
QO C{weC: |w—A <r}. By Lemma 4.3 the first integral is bounded from above
by Ch™". To estimate the absolute value of the second integral, we rewrite it as
follows. We put Q5 5, = {z:Imz > 0,|z— A| < C1h}, define T 3, as its boundary,
denote by L£(dz) the Lebesgue measure on C and use Green’s formula:

cy [T

. 1
— [ log|s(\ 4 C1he®, h)|sin0df = ——

Re/ log |s(z, h)|dz
h 0 h? Tan

_iz Re// 2i 0, log |s(z, h)|L(dz)
h Qxn
= % Re// 1 0ylog s(z,h)L(dz).
h Qxn

The integrand in this last integral can be rewritten as

lrems £ (k)

weERes (P(h))NQ
[w—A|<C1h

1 1
- <_ - ) . (6.7
Z—w Z—Ww
weERes (P(h))NQ
lw—A|>C1h

The integral of the first term is estimated by
1 ~
i //Q 19/ (z, WIL(dz) < Ch=""2|0 ] < OB,
X h

and that of the second one by

; // z: ( ! 1 )
- — | L(d=z)
h2 Ak weRes (P(h)NQ Z—w 2 — W

[w—A|<CTh

1 1 1
<5 E L(d
_h2//QAh (|z—w|+|z—ﬂ1|) (Z)
sh weRes (P(h))NQ

[w—A|<C1h

c 1-n -n
§F|QA,h‘2h <o,

where we used (5.3) and Lemma 6.1.

It remains to estimate the integral of the last term in (6.7) (the sum over
|w — Al > C1h). That term is exactly the left hand side of (6.5), and we rewrite it
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again as in (6.6)> The second term in (6.6) is treated the same way as before, and
the first term is estimated using (6.4):

A+Ch
wl mehEee < g L S
Qxn weERes (P(h))mn | Rez B w‘ h A=Ch |t - w|

weRes (P(h))NQ
[w—A|>C1h lw—A|>C1h

< %Ch—n+l < 6h—n’

and this estimate completes the proof of the lemma. O

Proof of Theorem 2. In the notations of (4.11) and (6.1), and for 0 < § < h/C we
get
1 A+6 Sl(t,h)

J()\+5,h)—a()\—6,h): 2—m s S(t’h)dt

1 M 2iTm 2
= — t,h) — —— | dt
2ri s g)\( ) ) Z |Z —t|2
z€Res (P(h))NRe
|z—X|<h
= E we_ (2, [A =8, A+ 68]) + O(6)h™",
zERes (P(h))
|[z—X[<h
which is the statement of the theorem. O

By using Lemma 6.2 in place of Proposition 4.4 we obtain, under our as-
sumptions, a slightly stronger version of the h-local trace formula of Bony and
Sjostrand [3]%:

Theorem 3 Let 2 € C be an open, simply connected neighbourhood of 0, such that
QNR is connected. Let x € C (R, [0,1]) satisfy

() = 0, dQNR,x)> 2,
XETZ1 1, dQNR2) < e

and let f be holomorphic in a neighbourhood of Qp, = A+ hQ, A € QNR. Then,
under the assumptions of Theorem 2 we have

B((PHE) ) = X 0+ B,

z€Res (P(h))NQy,
[Eax rx(R)] < M(X,Q,/\)lf"Hsup {If(2)| : 0<d(z,Q) <2eh, Imz <0},

where tr is defined in (2.9).

3There is something seemingly circular about this argument: we are estimating the left hand
side of (6.5) by its integral! The gain comes precisely from that integration.

4That this formula is implicit in the Breit-Wigner approximation was suggested to us by J.
Sjostrand.
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Proof. We follow the proof of Theorem 1 using Lemmas 6.1 and 6.2:

i (x (2H=2) rean) -
0.5(2h)

. 1 5
> we=amie = [ [ @ne-nmae =S,

z€Res (P(h))

where x is an almost analytic extension of x. As in the proof of Theorem 1, the
first term, modulo the desired error, gives us the sum over resonances, while the
second term is estimated using

: D, % ’
%//Q'@X)((z — N)/)|lgh (2, h)|L(dz)

1
< =CQ, + D(0,2¢h < CohT
< —C|, + D(0,2¢ )IQh+rg?5§M) lgy| < C ,

where by Cauchy’s inequality,

l<C h=0OMh"
L lgal < L lgxl/ (h7"),

and
=/ 1@z~ 2/m) > (|le + |le|) £(dz)

we€Res (P(h))N(Qr+D(0,2€h))

< —Ch™"t1Qy, 4+ D(0,2¢h)|? < Ch~"1,

==

by (5.3) and Lemma 6.1. O

Remark. It is quite likely that by reversing the argument in the proof of Theorem
3, one can deduce the Breit-Wigner approximation from the h-local trace formula
of Bony and Sjéstrand [3].

7 Resonances for bottles

In the same spirit as in Sect.5, we now discuss resonances for “bottles”, that is for
for black box perturbations, depending on a parameter which does not change the
size of the black box and keeps the Laplacian outside fixed.

In the classical case (P(h) = h?P) but for a much more general class of
operators, the result was proved by Sjostrand [22],[23] by a method which did not
involve scattering theory. In our approach, we exploit the fact that the constant in
(4.8) depends only on the size of the black box, not on its “inside”. For the sake of
clarity we assume in this section that o(P(h))N(0,00) = @. That is not essential, as
in the general case, we add the spectral contribution to the Birman-Krein formula
(2.10).
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We start with a purely complex-analytic result (which for simplicity we for-
mulate only in the context of scattering):

Proposition 7.1 For v > 0, let Q, = (a —v,b+ ) —i(0,¢), 0 < a < b, 0 < ¢,
and let zo = zo(h), Zo € Qo satisfy Imzg(h) > 26 > 0, with 0 < 6§ < 1 fized.
Suppose that v € C*(R;[0,1]) have the properties that v =1 in Qi NR and
supp¥F C Qe NR. Then we have

# Res (P(h)) N Qe N{Imz < =6} < C1h™" — Calog|s(zo(h), h)], (7.1)

and

[ O mix =B )

<# (Res (P N 0) < | CENT O+ BE ), (72)
where, in the notation of (4.1),
[BEM)| < Ap(VE+€)(# Res (P(R) 1025\ Q- ) + A1h™" = Ag log]s(z0 (k). )

with the constants Ay = Ao(Ro, ), A; = A;(Ro,Qo,€,0), i = 1,2, which do not
depend on P(h).

Proof. We first observe that Lemma 3.1, Jensen’s inequality, and (4.8) imply (7.1),
and that there exist z’s satisfying

log |s(z,h)| > C1h™" — Calog|s(zo(h), h)|, z € QaeN{Imz > §/2},

for any & > 0. The factorization argument, as in the proof of (4.11), now shows
that for z € Qa, [Im z| > §, we have

P{S(E? h)
s(z,h) = e LGN p Gy [] (z —w), (7.3)
P&(Z, h) wERes (P(h))N3c
Imw<—6/2

with
lg5(2,h)| < C3h™ — Cylog|s(z0(h),h)|, z€ QoeN{|Imz| > &},

where the new constants again depend only on Ry as far as the dependence on
P(h) is concerned.

We now proceed as in the proof of Theorem 1: let ¢/F € C>°(C;[0,1]) be an
almost analytic extension of ¢F satisfying

supp 521[}} C Qe:te \ Q:te .
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Green’s formula then gives
L, do B o 8 s( )
[t Omr = Z +1 [ [ e S o)
z€Res (P(h
= #(Res (P(h)) N o) + > bE(2)
z€Res (P(h))\Q0o
+ bE(2) 0.9E(2) ( ") pa),
z€(Res (zP;h))ﬁQU)( // )

and if we call the sum of the last three terms on the right hand side EX (h), then
(7.2) holds and we need to estimate E=(h). We first use (5.3) and deduce from
(4.11) (just as in the proof of Theorem 1) that

‘// 6<Im 2<0 Z’l/)i( )8 ?izh?) (dZ)‘

< Coﬁmax(h—", # (Res (P(h)) N (e \ Q_e))> .

For Im z < —§ we use the improved factorization (7.3) which, again as in the proof
of Theorem 1, gives

‘//IM PO e

where now Cj, i = 5,6, depend on 6, 2y, Ry, € and the domain (. Next, applying
the estimate (7.1), we obtain

< Csh™" — Cglog |s(z0(h), h)]

Z PE(2)| < Crh™™ — Cglog |s(zo(h), h)|

zE€(Res (P(h))\Qo)

+ Co(6+¢) ﬁ(Res (P(R)) N (Qae \ Q,e)) .

We estimate in a similar way the term involving (¢F — 1) and this completes the
proof.
O
Lemma 4.6 allows us to estimate log |s(z, k)| from below in a way independent
of the perturbation, and hence we can apply Proposition 7.1 to obtain

Theorem 4 Suppose that P(h) satisfies the assumptions of Sect.2. and that n > 5.
Let
Ns([a,b],h) =#Res (P(h))N{z : a<Rez<b, §<|Imz| <c}

with ¢ > 0 fized, 0 < a < b. Then for any § > 0 we have

Ni([a,b],h) < C(Ro,6,a,b)h™™, 0< h < ho(Ro,6,a,b).
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If N*([a,b],h) = #(U(Pﬁ(h)) N a, b]) is the counting function for the refer-
ence operator, then for any e > 0 we have
N¥(a+e,b—€|,h) — E_(h) < No([a,b],h) < N*([a — e,b+ €],h) + E, (h),
0< Ev(h) < Ceh™ + C(Ro,e)h™™ + C(e, P)h~ "1
Remark. The theorem is stated in a weaker form than actually available: if we use
the optimal version of Proposition 4.1 discussed in the remark following it, we can

replace h~™" by a better bound in the estimates on Ex (h).
Proof. When we apply (2.12) and (7.2) we only need to check that

[N o0 = olamar == [ ZuEON OO - ofas,h)dr
= [ SuEO) [VH(fas N, ) + Op ()] ax
> N¥([a+€,b— €], h) — O, p(h~™+1),

)

< N¥(ja — 26,b+ 2], h) + O p(h~™ 1), +

with ay = a — 26, a— = a. An application of Proposition 4.1 to estimate
#Res (P(h)) N (3¢ \ Q) completes the proof (we take § = €2 and we change €
in the estimate involving N*([a — 2¢,b + 2¢], h)). 0

With this in place we immediately obtain Sjostrand’s bottle theorem [23] for
compactly supported perturbations:

Theorem 5 Suppose that P satisfies the assumptions of Sect.2 with h = 1. Let
Ns(r)=#{z€Res(P) : 1 <|z| <r,—7/2 < arg(z) < —6}.
Then for 6 > 0 we have
Ns(r) < C(8, Ro)r™, r>r19(6, P), (7.4)

where C(6, Ry) does not depend on P.
For any e > 0, and r > (¢, P), we have
NF((L = e)r) = E—(r) < No(r) < N¥((1+e)r) + E4(r),

(7.5)
0 < Ex(r) < Coer™ + Cr(Ro, )" + Cale, P)r™ '

where, as indicated, the constants Cy and C1(Ry,€) in the error terms do not
depend on P, and where N*(r) = ﬂ(U(Pu) N [1,r2]> is the normalized counting

function of eigenvalues of the reference operator Pt. When n > 5 then ro(6, P),
and r1(e, P) depend only on Ry.
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Proof. This is a straightforward application of Theorem 4. We only comment on the
case of n < 5. In that case, we can apply the proof of Lemma 4.6 to obtain a desired
lower bound on the scattering determinant since we always have log|s(z)| > —Cp
at some z, Imz > 0, |z| < C. We refer to [19] for more details. O

To illustrate the theorem we conclude with two examples which are implicit
in [23]:

Example 7.1 Let P = —A, be a metric perturbation of the Laplacian which satis-

fies
voly(B(0,Ry)) > Ry .

Then the number of resonances in any conic neighbourhood of the real azis is
comparable to r™, if r is sufficiently large. In fact, a scaling argument shows that
the constants depending on Ry in (7.5) are all bounded by CR{. This generalizes
the estimate given in [25, Ezample 3].

Example 7.2 Suppose that N¥(r) ~ CrPlog?r where p + q > n. Such ezamples
can be obtained by considering hypoelliptic operators — see [26, Example 5.1] and
references given there. Here we use a stronger version of Theorem 5 as discussed
in the remark following the statement of Theorem 4. We then obtain that

No(r) = CrPlog?r(1 +o(1)),
which was first proved by Vodev [35].

Note added in proofs. By combining ideas of this paper with the techniques of [23],
some of our results have been generalized to larger classes of perturbations by V.
Bruneau and the first author. A new, slightly simpler, proof of Theorem 2 has
been provided there as well.
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