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1 Introduction

The holographic correspondence, [1–4], has provided a new tool as well as a new paradigm
for strong coupling effects in Quantum Field Theory. It has also provided a dual view to
(quantum) gravitational phenomena.

An obvious application playground is standard QCD, a theory with a notorious strong
coupling problem and a refreshing high-energy weak coupling behavior that brought the
theory to the forth, in the early ‘70s, as the correct theory of the strong (nuclear) force.
The holographic correspondence has provided very interesting and intuitive ways to address
confinement, [5, 6], the calculation of Wilson loops, [7, 8], the spectra of glueballs and
mesons, [5, 9], the origin of flavor anomalies and their relation to supergravity Chern-Simons
terms, [3], as well as the related chiral symmetry breaking, [10–15], along the large-N ideas
of Coleman and Witten, [16].

Baryon bound states are difficult to describe quantitatively in terms of quarks and
gluons. In the large-N limit however, [17], they have a nice description as solitons of the
effective chiral theory, [18, 19]. This theory, beyond the ad-hoc higher derivative term
introduced by Skyrme to stabilize the solitons, contains a topological term that is crucial
for making the solitons fermions in the case of Nc odd, [19]. Once the quarks are coupled
to external sources that are flavor gauge fields, this topological part of the action becomes
gauged and reproduces the well-known flavor anomalies, [19–21].

The strong coupling phenomena in QCD-like theories have been investigated via
holography using a variety of models. A first class contains top-down holographic models
that have been developed to describe both YM, [3] as well as QCD, [12, 13]. Bottom up
models, more or less faithful to string theory dicta were also developed both for YM, [25–
27, 29–32, 34, 35] and QCD, [22–24, 36]. The holographic models usually attempt to
describe a specific regime of interest, for example the finite temperature thermodynamics
or the finite density dynamics. Others, like [26, 27] and [36], attempt to provide a complete
description of the dynamics in several different regimes.
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The different models have various advantages, that range from simplicity (but being
crude in the quantitative part) to complexity (but being closer to real data). The most
complete bottom up model for YM is Improved Holographic QCD, [26, 27, 30–32] which has
been shown to describe quantitatively rather well both T = 0 physics for pure YM as well
as finite temperature physics, [33]. Its extension to V-QCD, provides the most sophisticated
bottom-up holographic model for flavor, [36, 37]. This model is in the Veneziano limit, [38],
where both the number of colors Nc and the number of flavors, Nf are taken to be large
with the ratio fixed

Nc →∞ , Nf →∞ , x ≡ Nf

Nc
→ fixed (1.1)

In this limit, and unlike the standard ’t Hooft limit, flavor can backreact on color. V-QCD is
5-dimensional and is modeled on non-critical string theory, including branes and antibranes.
Unlike the Sakai-Sugimoto model,1 there is an explicit open string tachyon field, as the
branes and antibranes are space filling and overlap in five dimensions. This realizes the
idea put forward in [15], that the open string tachyon is the natural bulk dual of the
quark mass operator.2 The physics of open string tachyons has been analyzed by Sen and
others, [49]. V-QCD is based on the Sen tachyon action for the flavour, appropriately
modified to accommodate the dynamics of QCD. Its physics has been analyzed in detail,
including the vacuum structure both at zero quark mass, [36] and finite quark mass, [50],
the singlet and non-singlet spectra at zero temperature, [51–53], the phase structure at
non-zero temperature, [54, 55], at finite baryon density, [56, 70] and the vacuum structure
and spectra at finite θ-angle, [57].

The issue of flavor anomalies and the associated topological terms, is an important
ingredient of the low-energy dynamics of QCD. In the effective chiral Lagrangian, such
terms emanate from Witten’s five-form topological term, [19], whose quantized coefficient is
given by the number of colors, Nc. Such a term is written as a five dimensional (topological)
integral over a five-manifold with a single boundary which is identified with the four-
dimensional spacetime on which QCD is defined. Once the theory is coupled to vector
sources Lµ, Rµ for the flavor currents, the Noether procedure has given eventually the
gauged WZW term, [19–21], that controls the anomalous variations of the effective action
under flavor transformations. This action must be both P and C invariant as is expected
from QCD without a θ angle.3 Higher topological terms that are gauge invariant start at
six-derivatives, [58–60] and have been analyzed up to eight derivatives [61, 62]. However, in
this context the chiral condensate and its size fluctuations are absent from the low energy
dynamics of the chiral Lagrangian.

The issue of the relevant parity-odd terms in holographic models is also diverse.4
In the simplest bottom-up model, the hard wall model [22, 23], the relevant terms are

1In this context the open string tachyon appears on a stretched string in the bulk, [39].
2See also [40–48].
3The relevant P and C transformations are defined in appendix A.
4In this theory the combined parity transformation P is the product of two transformations P1 and P2

that are defined in appendix A. P2 acts in the usual way on the boundary space coordinates. P1 acts on the
fields. In most cases in holography, parity-odd refers to P2-odd in our notation, and it always involves the
Levi-Civita tensor. From now on we will be careful in specifying the type of parity transformation we refer
to, P1, P2 or P = P1P2.

– 2 –



J
H
E
P
1
2
(
2
0
2
2
)
1
6
0

five-dimensional Chern-Simons terms involving the flavor gauge fields Lµ, Rµ. They do not
include, in particular, contributions from the quark condensate field, T , which is dual to
the quark-mass operator and controls chiral symmetry breaking. Moreover, in this simple
model, chiral symmetry breaking occurs by fiat rather than dynamically.

In the more realistic top-down model of Sakai and Sugimoto [12, 13], the topological
terms arise again from a five-dimensional Chern-Simons term that involves the (now unique)
flavor gauge field Aµ. The reason that the gauge field is unique is that in the chiral broken
case, the branes and antibranes fuse to a single brane and Aµ is the left-over gauge field
after the fusion. However, as it was anticipated later [63], this Chern-Simons term is not
enough to describe the physics of baryons and an extra contribution, localized at some IR
boundary on the flavor brane was added by hand [63]. Again, here the tachyon field is
absent as it is a fluctuation of a non-local string.

The V-QCD theory has in general a P2-odd five dimensional Tachyon-Chern-Simons term
that is not only a functional of the flavor gauge fields, AL,Rµ but also of the (matrix-valued)
tachyon field, [15]. As already shown in [15] an analysis of a general tachyon-dependent CS
term is notoriously difficult, and this is why, in that reference, it was determined based on
string theory calculations for a tachyon field that is proportional to the identity matrix. In
this work we shall go a step further and we shall assume that

T = τU (1.2)

where U is a unitary matrix and τ a single real field.5 Both τ and the unitary matrix U
are five-dimensional fields. With this assumption, we shall perform a comprehensive search
for the most general tachyon-dependent CS term that is compatible with all symmetry
expectations, and which reproduces the flavor anomalies of QCD. From now one we shall
call these terms the Tachyon-Chern-Simons terms or TCS for short.

The TCS term beyond anomalies is also relevant for dynamical questions. Because of
its structure, and the fact that it is proportional to the five-dimensional ε-tensor, it does
not contribute in several relatively-uniform bulk solutions. Solutions, with full Poincaré
ISO(3,1) invariance, or R×SO(3) invariance relevant at finite temperature and density are
not affected by the TCS term. In the presence of a (weak) electromagnetic field the TCS
term contributes to the two-point functions of currents, [83, 84].

In a similar spirit, it is known that the (T)CS term can mediate mixing and translational
invariance instabilities in finite density contexts, [85–88], leading to spatially modulated
phases. Finally, being cubic to leading order in the flavor gauge fields, it is important in
the determination of the three point function of the flavor currents.

Probably, the most important role of the (T)CS term so far, beyond anomalies, is in
the determination of the baryon soliton solution in the holographic context. The baryon
ansatz is sufficiently complicated so that it contributes non-trivially, in several ways. In

5A chiral rotation can transform U to the identity. It cannot however change the value of τ . This means
that flavor symmetry is broken to the diagonal vector U(Nf ) but not further, as in the chiral limit of QCD.
The most general form of the tachyon matrix would be instead T = T U , where T is a Hermitian matrix. If
the latter is non-trivial, the tachyon matrix cannot (in general) be brought to be proportional to the identity
matrix by a L-R gauge transformation.
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particular, the soliton would have the tendency to shrink to a point, but the CS term is
crucial in its stabilisation. The soliton is essentially an instanton of the flavor symmetry
group, and because of the CS term it acquires a U(1)B charge. This has a dual effect. First
it makes the soliton a baryon. Second the U(1)B charge repulsion in the bulk stabilizes the
soliton that would like otherwise to collapse as it happens in simpler cases, [65, 66].

The goal in this paper is two-fold:

1. To analyze the general structure of the TCS term and to understand the relevance of
different parts in dynamics and anomalies.

2. To write the appropriate ansatz of the baryon solution, to derive the equations of
motion, and to understand the boundary conditions relevant for the solution as well
as the conditions for obtaining the correct baryon number.

In this work, we fully answer these questions provided we are in the exact chiral limit.
This implies in particular that the tachyon field will be taken to have the form (1.2), where τ
is a real scalar function and U is a (spacetime-dependent) unitary matrix. These facts allow
us, on the one hand, to write down the most general combination of tachyon-dependent
Chern-Simons-like terms compatible with symmetries and anomalies of the boundary theory
and with (bulk) gauge-invariance, and on the other hand to write the appropriate ansatz
for a cylindrically-symmetric bulk instanton which is regular, horizonless, has finite mass
and unit baryon charge with respect to the boundary theory, and is therefore the candidate
for a single-baryon state in V-QCD.

1.1 Summary of results

In the rest of this introduction, we summarise our results and present further directions
and open problems (and in particular we briefly sketch why our construction is limited to
QCD in the chiral limit).

CS terms. We call the TCS part of the bulk action anything which is written as a bulk
integral of a five-form,

SCS = iN2
c

4π2

∫
bulk

Ω5 (1.3)

where the normalization is chosen for convenience. We assume6 that Ω5 may depend only on
the flavor sector fields (the tachyon modulus τ , the unitary matrix U and the flavor gauge
fields), but not on the glue sector fields (the metric and dilaton). Under this assumption, we
write the most general form Ω5 which is compatible with the discrete symmetries and such
that, under a bulk gauge transformation, the variation of (1.3) reduces to a UV-boundary
term which reproduces the flavor anomalies of QCD. These restrictions largely (but not
completely) fix the form Ω5. It must be the sum of three terms:

Ω5 = Ω0
5 + Ωc

5 + dG4, (1.4)

which have the following properties:
6This assumption is dictated by string theory.
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1. The first term Ω0
5 is gauge-invariant (under bulk gauge-transformations) but not

closed; it is the sum of four terms:

Ω0
5 =

4∑
i=1

fi (τ)F i5
(
U,FL, FR

)
, (1.5)

where fi(τ) are arbitrary functions of the tachyon modulus and F i5(U,FL, FR) are
specific gauge-invariant five-forms which depend on U , its gauge-covariant derivative
DU , and the field-strengths FL and FR of the left and right flavor gauge fields,
and are given explicitly in section 3.1. The functions fi(τ) can be constrained to
some degree if one makes further assumptions. In particular, their value at τ = 0
can be fixed by asking that in the chirally unbroken phase with trivial tachyon field
τ = 0, (1.3) matches the standard gauge Chern-Simons action in 5d for the left and
right gauge fields.

2. The second term in (1.4) is closed but not exact and it is completely fixed by the
flavor anomaly (including the overall coefficient):

Ωc
5 = − 1

60Tr
[(
U †dU

)5
]

(1.6)

3. The third term in (1.4) is written in terms of a 4-form G4, which is fixed, up to a few
arbitrary functions hi(τ). However as it only enters the action via a boundary term,
only the values at τ = 0 of hi(τ) matter, and these values are completely fixed by the
QCD flavor anomaly.

To summarize, the TCS action is parametrized by two sets of functions fi(τ) and hi(τ). The
fi(τ)’s have no effect on anomaly matching, but enter the field equations in the presence of
non-trivial gauge-field configurations; the hi(τ)’s on the other hand are irrelevant for the
dynamics, and their boundary value is fixed by anomaly matching (therefore this description
has a certain redundancy).

In order to match the flavor anomaly, we have to make a further assumption of IR
regularity on the matrix U as it usually happens in holography. This can be translated
into the requirement that the matrix U should go to constant fast enough in the IR, so
that there is no IR contributions to the on-shell action or to the anomalous variation of the
action under gauge symmetry.7 The same argument (no IR contributions to the on-shell
action and anomaly) requires the functions fi(τ) and hi(τ) to vanish fast enough in the IR
(which corresponds to the limit τ → +∞ in the chirally broken phase).

The V-QCD baryon. As we mentioned earlier, the TCS action is crucial for correctly
describing baryons in holographic theories. The second part of this work is devoted to
lay out the general grounds for constructing the baryon as an asymptotically-AdS soliton
solution of the bulk theory with the following properties:

7This can often be rephrased more rigorously in terms of normalizable vs. non-normalizable solutions of
the field equations near the IR: one then assumes that only normalizable configurations are physical.
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• It is time-independent and spherically symmetric with respect to the boundary spatial
directions;

• It is a finite-energy excited state over the QCD vacuum. This requires in particular
that all bulk fields which are turned on must have vev-like asymptotics near the AdS
boundary and must reduce to the vacuum fast enough at spatial infinity |~x| → +∞;

• It has baryon-number equal to one with respect to the boundary abelian vector flavor
symmetry U(1)B;

• It is horizonless: the baryon number is not fractionalized, i.e. it is not provided by
deconfined degrees of freedom like in a quark-gluon plasma state.

Here, we construct a bulk SU(2) instanton configuration of the U(Nf ) flavor axial gauge
fields, depending on the four directions (r, ~x) together with a nontrivial function U(τ, |~x|)
describing the non-abelian part of the tachyon, which satisfies all above requirements. We
argue later that we can neglect the backreaction ofthe baryon fields on the background
fields (the metric, dilaton and tachyon modulus), that we take to be fixed on the homo-
geneous vacuum solution.8 Indeed the baryon contributes to order Nc, which is negligible
compared to N2

c and NcNf in the Veneziano limit. Specifically, the construction involves
the following steps:

1. We derive the full equations of motion for the instanton;

2. We identify the boundary conditions such that the finite-energy condition is satisfied.
The boundaries here are 1) the near-AdS region UV boundary r → 0, where the
solution should satisfy vev-like boundary conditions for all the fields; 2) the boundary
at spatial infinity |~x| → ∞, where the fields have to vanish fast enough so that one
can meaningfully describe the solution as a localized lump of finite energy in the
boundary field theory;

3. We identify suitable “regularity” conditions in the IR region of the geometry (using
both a gauge-invariant formulation, and in a Lorenz-like gauge);

4. We show that, under these conditions, the boundary baryon charge coincides with
the bulk instanton number of the solution.

The last item on this list is particularly important because it shows that baryon configurations
are topologically stable in the bulk.

We find that, remarkably, the derivation of the baryon number does not depend in any
manner on the non-closed part of the TCS action Ω0

5 and the corresponding TCS potentials
fi(τ) in equation (1.5). Rather, the generation of the baryon number and the contribution of
the CS terms to the equations of motion (responsible for the stabilization of the baryon size)
are ensured by two distinct parts of the TCS action (closed and non-closed, respectively).

8The last requirement in the list above is trivial in this probe regime, since a horizon can only arise if the
backreaction on the metric is non-negligible.
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Although slightly counter-intuitive, it is not a contradiction. The reason is that the result
for the baryon number simply tells us what should be the boundary behavior of the tachyon
field for NB to be non-zero (it should have a Skyrmion winding from (D.38)). It does not
guarantee that a solution with such boundary conditions exists though. In particular, it is
expected that no finite size solution should exist when Ω0

5 vanishes (fi(τ) = 0).

1.2 Further directions and open problems

In this work we have determined the form of the Tachyon-Chern-Simons action in V-QCD in
the chiral limit and set up the formalism for obtaining single-baryon configurations. Several
questions remain open.

The most important drawback of the TCS action obtained in this work is that it is
limited to the exact chiral limit. We have assumed an ansatz for (1.4) which, based on the
factorization of the tachyon (1.2), is made up of terms of the form:

Ω5 ⊃ f(τ)× 5-form(U, gauge fields) (1.7)

However this cannot be the full story when quark masses are non-zero: if this is the case,
instead of (1.2), the scalar function τ must be replaced by a Hermitian matrix (see footnote
5). Therefore, one cannot write the simple ansatz (1.7) for the TCS terms, which instead
must have a more complicated dependence on the matrix T , such that it effectively reduces
to the form (1.7) for zero quark masses.

A possible way to proceed is to return to the superconnection formalism of Quillen,
(see [15] for a description) which has been used and shown to be relevant in string theory
calculations of the Tachyon-Chern-Simons terms, [15]. In a recent paper [89], it was shown
that it is an appropriate formalism for anomalies. If this formalism is used in our analysis
here, it will reduce the four unknown tachyon dependent functions that can appear to only
one. It is possible that within the superconnection formalism, the problem of writing the
general TCS term may be tractable. The difficult part is in writing the anomaly related
tachyon-dependent six form as the exterior derivative of a five-form.

In this work we have established the baryon instanton-like ansatz and its field equations,
as well as the boundary conditions it should satisfy in order for the corresponding state in the
boundary theory to have finite mass and unit baryon charge. Whether or not a full solution
exists satisfying these field equations is a question which can only be addressed numerically.
The corresponding equations are a set of non-linear partial differential equations in the
(|~x|, r) space, whose numerical resolution is highly non-trivial and goes beyond the scope of
this work. Having a numerical solution will allow to estimate the baryon mass and bulk
profile and to verify the validity of the approximations used in this work (the baryon as a
probe on the color sector). Beyond the baryon mass, several static properties of the baryon
can be extracted from a numerical solution. In particular, one can estimate how the chiral
condensate is affected by the presence of the baryon and verify the expectation that the
chiral symmetry is partially restored inside the baryon. Also, the baryon form factors can
be computed, following the same method as in the Skyrme [74] and WSS [65] models. The
calculation of the numerical solution and of the static baryonic observables that can be
extracted from it is left for future work.
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The static instanton solution gives the classical background whose excitations describe
baryon states. In particular, the spectrum of the (low-lying) baryon states is obtained
by quantizing the collective modes of the instanton solution. These modes include zero-
modes (3-dimensional translations and isospin rotations) as well as modes associated with
a non-zero potential, such as vibrational/breathing modes in the bulk. Quantizing the
isospin rotational modes will produce the spectrum of isospin eigenstates, starting with
the nucleons (I = 1/2) and ∆ isobars (I = 3/2). The non-zero modes will generate the
towers of excited state in each isospin sector (N(1440),∆(1600), . . . ). The calculation of
the baryon spectrum from the perturbed instanton solution will be addressed elsewhere.

An interesting question is whether this approach can produce Regge trajectories for
the baryons. This implies in particular, baryon masses2 that are asymptotically linear
in spin. In the slow-rotation approximation, in which calculations of the quantization of
the low-lying modes proceeds, the leading contribution in the mass is quadratic in the
spin. It is conceivable that a resummation of higher corrections would alter this behavior.
That being said, one possibility is that fast spinning baryons that are solitons, would have
instabilities. Another possibility, if this is not the case, is that the very fast spinning baryon
would resemble more and more like a rotating string. Whether any of these two pictures
are correct is not clear to us. Another possibility is that baryons are modelled directly
as strings and then they can produce Regge trajectories in the baryon sector, along the
lines of [90].

Having a numerical handle on the baryon solution can be of great help for effective
or simplified descriptions of holographic baryonic matter, such as the one used in [70], in
which a homogeneous state filled with baryons on the boundary was modeled with a bulk
configuration having a thin-wall discontinuity at a fixed radial position. Having the actual
single-baryon solution and its numerical radial profile can help to better understand the
effective description in which the baryons sit on a thin layer at fixed r.

This paper is organised as follows. In section 2 we give an overview of the class of
holographic models for QCD in the Veneziano limit (V-QCD) under consideration, discussing
in particular the DBI-part of the action and the asymptotics of the various phenomenological
potentials. In section 3 we determine the form of Tachyon-Chern-Simons terms in V-QCD.
In section 4 we give the ansatz of the baryon state as an SU(2) instanton of the bulk flavor
sector. Then, in section 5, we write the corresponding field equations and the expression
for the baryon energy. Finally, in section 6 we discuss the boundary conditions at the UV
boundary and spatial infinity, as well as the conditions at the IR end of the bulk spacetime,
which have to be satisfied in order for the baryon to have finite energy and unit charge. In
that section we also compute the baryon charge of the solution and discuss its relation to
the bulk instanton number. Several technical details are left to the appendix.

2 Overview of the V-QCD model

We start by reviewing the V-QCD model [36]. This is a bottom-up, five-dimensional
holographic model for QCD with Nc colors and Nf flavors, which captures both glue and
flavor dynamics, i.e. the flavor sector is fully backreacting. The holographic description in
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terms of a 5-dimensional theory is assumed to be valid in the Veneziano large-N limit,

Nc, Nf →∞, x ≡ Nf

Nc
and λ ≡ g2Nc finite , (2.1)

where g is the Yang-Mills coupling.
The holographic model consists of a five-dimensional bulk theory whose dynamical fields

are in one-to-one correspondence with the lowest-dimensional gauge-invariant operators in
QCD. These are:

1. The five-dimensional metric gab, dual to the stress-tensor;

2. A scalar field λ (the dilaton) dual to the operator TrFµνFµν (where Fµν is the
Yang-Mills field strength) and encoding the running ’t Hooft coupling;

3. A set of U(Nf )L ×U(Nf )R non-Abelian gauge fields, denoted LM , RM , dual to the
chiral flavor currents J(L)

µ , J(R)
µ , whose matrix elements are:

(
J(L)
µ

)i
j

= q̄iLγµqL j ,
(
J(R)
µ

)i
j

= q̄iRγµqRj i, j = 1 . . . Nf , (2.2)

where qL/R i are the left-handed and right-handed quarks in the fundamental repre-
sentation of U(Nf )L,R;

4. An Nf × Nf complex scalar field matrix T ij (the tachyon) in the bi-fundamental
representation of U(Nf )L ×U(Nf )R, dual to the quark bilinear q̄iRqL j .

All the above operators have dimension 4 or smaller. The bottom-up nature of the
model resides in truncating the spectrum to these low-dimension operators and writing a
phenomenological action describing the dynamics of the corresponding bulk fields. The
structure of the action is obtained from string theory. The action is further parametrized
by a few functions of T and λ, whose relevant features are fixed by a mixture of theoretical
and phenomenological motivations.

The five-dimensional action for these fields takes the following form:

SV−QCD = Sg + SDBI + SCS . (2.3)

The first term Sg depends on the color sector alone, while the second and third terms
describe the coupled flavor-color degrees of freedom. SDBI is a Dirac-Born-Infeld-type
action which contains the kinetic terms of the tachyon and gauge fields, whereas SCS is a
generalized Tachyon-Chern-Simons action whose role is crucial to correctly recover chiral
anomalies. If we think of this model as originating from a (non-critical) string theory,
then the color action describes the low-energy effective theory of closed string fields, while
the DBI and Tachyon-Chern-Simons actions describe the open string sector living on the
world-volume of Nf pairs of space-filling D4-branes and anti D4-branes. Below we shall
describe in more detail the first two terms in the action, leaving the TCS term for section 3.
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The action Sg in (2.3) gives a holographic description of the pure glue sector in terms
of the Einstein-dilaton theory of the fields λ and gMN . It has the form:

Sg[g, λ] = M3N2
c

∫
d5x
√
−g

[
R− 4

3λ2 g
MN∂Mλ∂Nλ+ Vg(λ)

]
, 0 < λ < +∞. (2.4)

This is the action for the five-dimensional IHQCD holographic model for pure Yang-Mills
theory [26, 27]. The UV regime of the theory corresponds to the small-λ region, and the IR
is reached as λ→ +∞. The dilaton potential Vg(λ) is chosen in such a way that it allows
for a logarithmically running coupling constant in the UV, leads to color confinement (i.e. a
Wilson loop area law) and has a qualitatively correct glueball spectrum. These requirements
fix the large-λ and small-λ behavior of Vg(λ) as follows [26, 27].

For small λ, one requires:

Vg(λ) = 12
`2g

[
1 + Vg,1λ+O

(
λ2
)]

, λ→ 0 . (2.5)

The leading term in the expansion ensures that the model admits an asymptotically AdS5
solution with AdS length `g and with λ→ 0 as one approaches the boundary. The second
term ensures that λ (identified with the running ’t Hooft coupling in the UV) has the
correct perturbative running, and the coefficient Vg,1 is fixed by matching the first β-
function coefficient of four-dimensional Yang-Mills. Similarly, higher-order terms in the
expansion (2.5) can be fixed by matching higher-order β-function coefficients.

For large λ, matching the expected qualitative behavior of Yang-Mills at low-
energy requires:

Vg(λ) ∼ λ4/3(log λ)1/2 , λ→ +∞ . (2.6)

With this asymptotics, the Wilson loop follows an area law and the model has a discrete
spectrum of glueball excitations with masses mn obeying Regge-like asymptotics, m2

n ∝ n,
both in the scalar and in the tensor sectors.

We now come to the DBI part of the action, the second term in (2.3). In most of the
previous work in the context of V-QCD [36, 37, 46, 47, 50–57], only the Abelian vector
part of the gauge fields was relevant, and moreover the tachyon matrix was restricted to
be the identity matrix times a real function τ . These assumptions apply when considering
homogeneous solutions (the vacuum, or a thermal equilibrium state) and neglecting quark
mass differences. In this case the DBI action reduces to an action for a single Abelian
gauge field and a real scalar τ . For illustrative purposes, we first present this simplified
version of the DBI action, because it already contains the phenomenological potentials
which characterize the model. The full DBI action including the non-Abelian structure will
be presented in section 2.2.

The simplified DBI action was taken to be of the form, [15, 36]:

SDBI,simpl[gab, λ, τ, Aµ] = −M3NcNf× (2.7)

×
∫
d5xVf (λ, τ)

√
−det (gMN + κ(λ)∂Mτ∂Nτ + w(λ)FMN ) ,

– 10 –



J
H
E
P
1
2
(
2
0
2
2
)
1
6
0

where the field τ is defined by the tachyon ansatz

T ij = τδij , τ ∈ R , (2.8)

and FMN is the field strength of the vector U(1) gauge field vM , defined such that:

(LM )ij = (RM )ij = vMδ
i
j , i, j = 1 . . . Nf . (2.9)

The form of the action (2.7) is modeled after the Abelian form of Sen’s DBI action for unstable
D-branes [49], which governs top-down holographic models of flavor which incorporate
chiral symmetry breaking, such as the Sakai-Sugimoto model [12, 13]. Lacking a top-down
description, the phenomenological character of the DBI action (2.7) is encoded in three
functions of the scalars Vf (λ, τ), κ(λ), w(λ), which affect both the flavor dynamics and its
interaction with color. These functions are constrained by consistency and phenomenological
requirements, which are discussed in detail in [51–53] and that we summarize below.9

• Vf (λ, τ ) controls the overall effect of flavor over the color background, and it is crucial
(for example) for the correct description of chiral symmetry breaking. More specifically,
we assume that, at large values τ , it behaves asymptotically as:

Vf (λ, τ) ∼ e−a(λ)τ2
, τ → +∞ , (2.10)

with a(λ) > 0. The behavior (2.10) is modeled after Sen’s action for unstable D-branes,
and it implies that as τ →∞ the space-filling flavor branes disappear.

• The effective scalar potential including the DBI contribution is

Veff(λ, τ) = Vg(λ)− Nf

Nc
Vf (λ, τ) . (2.11)

As τ →∞ chiral symmetry is broken, the flavor sector decouples due to (2.10) and
Veff(λ) reduces to Vg(λ). On the other hand, for τ = 0 (which corresponds to the
UV), we denote the effective dilaton potential by:

Veff(λ, τ = 0) = Vg(λ)− Nf

Nc
Vf (λ, 0) . (2.12)

We also need the expansion coefficients of Vf at small tachyon:

Vf (λ, τ) = Vf,0(λ)
[
1− â(λ)τ2 +O

(
τ4
)]

. (2.13)

• For the correct UV behavior, all functions of λ have a regular power-law expansion in
λ around λ = 0, similar to the one of Vg in (2.5):

Veff (λ, τ = 0) = V0
[
1 + V1λ+O

(
λ2
)]

,

Vf,0 (λ) = W0
[
1 +W1λ+O

(
λ2
)]
,

9The functions κ and w can in principle also depend on the tachyon field. We shall not consider such a
dependence in this paper.
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κ (λ) = κ0
[
1 + κ1λ+O

(
λ2
)]
, λ→ 0 , (2.14)

w (λ) = w0
[
1 + w1λ+O

(
λ2
)]
,

â (λ) = 1 + a1λ+O
(
λ2
)
,

where W0, κ0 etc. are constants. The UV AdS length is now given by the effective
potential (2.11) evaluated at λ = 0, τ = 0:

12
`2

= 12
`2g
− xW0, (2.15)

where `2g was defined in (2.5) and x in (2.1). The other expansion coefficients are fixed
by matching the UV behavior of the QCD operators (dimensions, two-point function
normalization, etc.).

• In the IR regime, thermodynamics and the qualitative features of the meson trajectories
constrain the large-λ behavior of the functions Vf,0(λ), κ(λ) and w(λ). In particular,
qualitatively consistent results are obtained if we assume that, to leading order as
λ→ +∞:

Vf,0 ∼WIRλ
vp , κ ∼ κIRλ−4/3(log λ)1/2, w ∼ wIRλ−4/3(log λ), a ∼ aIR,

(2.16)
where WIR, κIR, wIR, aIR and vp are constants, and 4/3 < vp < 10/3.

2.1 Vacuum solution

The Poincaré-invariant vacuum of the dual field theory is described by a bulk solution to
the classical field equations in which all the gauge fields are set to zero. Assuming the
quark mass matrix is proportional to the identity,10 the solution is characterized by the
three functions A(r), λ(r) and τ(r):

ds2 = e2A(r)
(
dr2 + ηµνdx

µdxν
)
, λ = λ(r), τ = τ(r) . (2.17)

Here, r is the holographic radial coordinate, and xµ, µ = 0 . . . 3 are identified with the
coordinates of 4d Minkowski space-time, on which the dual field theory is defined.

With the gauge fields identically zero, the TCS action does not contribute to the field
equations, and the Poincaré-invariant solution (2.17) is completely determined by the first
two terms in (2.3).

While in general the equations of motion have to be solved numerically, the asymptotic
behavior of the solution in the UV and IR can be obtained analytically and it is fixed by the
asymptotic behavior of the potentials discussed in the previous section, as we review below.
This asymptotic behavior will be used to understand the boundary conditions satisfied by
inhomogeneous solutions such as the baryon.

10This implies that the quark masses are all the same.
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UV asymptotics. The region of the geometry corresponding to the UV of the dual field
theory is the region where eA → +∞ and λ→ 0 [26, 27]. If the radial coordinate is chosen as
in (2.17), this region corresponds to the limit r → 0, and one finds (see e.g. [26, 27, 51–53]):

A(r) = − log
(
r

`

)
+ 4

9 log(rΛ) +O
( 1

log(rΛ)2

)
, (2.18)

λ(r) = − 1
V1

8
9 log(rΛ) +O

( 1
log(rΛ)2

)
, (2.19)

1
`
τ(r) = mr(− log(rΛ))c

(
1 +O

( 1
log(rΛ)

))
+ Σ r3(− log(rΛ))−c

(
1 +O

( 1
log(rΛ)

))
. (2.20)

In the equations above, ` is the AdS length, V1 is the first subleading coefficient in the
effective potential (see equation (2.14)), and Λ, m and Σ are integration constants of the
field equations. In terms of the dual field theory, Λ is a scale which measures the breaking of
conformal invariance in the UV (it is the holographic manifestation of the QCD scale); m is
the quark mass11 and Σ is the quark condensate. The independent leading and subleading
terms in the tachyon expansion correspond to a field theory operator of dimension ∆ = 3,
with the extra logarithm reproducing the QCD mass anomalous dimension. The exponent
c is determined by the O(λ) terms in the expansions of the potentials (2.14), see [51–53]:

c = 4
3

(
1 + κ1 − a1

V1

)
. (2.21)

IR asymptotics. The IR region of the geometry corresponds to eA → 0 and λ →
+∞, [26, 27]. In the chiral symmetry breaking solution (for which τ 6= 0) the tachyon also
diverges in this limit [36]. With the glue potential behaving as in (2.6), the IR is found in
the limit r → +∞, and we have [26, 27, 36]:

λ(r) = e
3r2
2R2 +λc

(
1 +O

(
r−2

))
, (2.22)

eA(r) =
√
r

R
e−

r2
R2 +Ac

(
1 +O

(
r−2

))
, (2.23)

τ(r) = τ0

(
r

R

)Cτ (
1 +O

(
r−2

))
. (2.24)

Here, Cτ , Ac, and λc are constants determined by the asymptotics of the various poten-
tials (2.14) and (2.15), and the first of these constant must obey Cτ > 1; R and τ0 are
integration constants which are functions of the integration constants appearing in the UV.
In particular, R plays the role of the non-perturbative IR scale of the theory.

2.2 Full DBI action

The full DBI action is the non-Abelian generalization of (2.7), in which the full matrix
nature of the tachyon and of the left and right gauge fields is explicit. It is again based on

11Recall that we are assuming a quark mass matrix proportional to the identity.
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Sen’s action, deformed by the same three phenomenological functions of the dilaton and
tachyon Vf (λ, T ), κ(λ), w(λ) [36]:

SDBI = −1
2M

3Nc STr
∫

d5xVf (λ, T †T )
(√
−det A(L) +

√
−det A(R)

)
, (2.25)

where the symmetrized trace over the flavor indices STr is defined as

STr (M1M2 . . .Mn) = 1
n!

∑
σ∈Sn

Tr
(
Mσ(1)Mσ(2) . . .Mσ(n)

)
, (2.26)

for every integer n and matrices M1,M2, . . . ,Mn, with Sn the symmetric group. The
convention for the normalization of the SU(Nf ) generators is

Tr
(
t(L)
a t

(L)
b

)
= 1

2δ
ab , Tr

(
t(R)
a t

(R)
b

)
= 1

2δ
ab . (2.27)

The fields appearing in (2.25) are

A(L)
MN ≡ gMN + w(λ)F(L)

MN + κ(λ)
2

[
(DMT )†DNT + (DNT )†DMT

]
, (2.28)

A(R)
MN ≡ gMN + w(λ)F(R)

MN + κ(λ)
2

[
DMT (DNT )† +DNT (DMT )†

]
, (2.29)

where FMN is the field strength for the gauge fields and the covariant derivative is such that

DMT = ∂MT + iTLM − iRMT . (2.30)

The bold font indicates that the U(1) part is included in the gauge fields.
There is no simple way to express

√
−det A(L/R) though, even with the help of the

permutativity of the symmetrized trace and within the SU(2) ansatz.12
In order to make the problem tractable, in section 5, we consider the same kind of

expansion that was considered in [70]. That is, the DBI action is expanded up to quadratic
order in the non-Abelian field strengths, where the non-Abelian part of the tachyon covariant
derivatives is considered to be of the same order as the field strength. In the quadratic
approximation, the symmetrized trace can be replaced by a simple trace in the DBI action
without ambiguity.

We shall work in the chiral limit, with all quark masses set to zero. In this case, in the
chirally broken phase, the flavor group is broken in the large-N limit to the diagonal U(Nf )
subgroup [16]. This is realized in the bulk theory by considering tachyon field configurations
of the form:

T = τ U , (2.31)

where τ is a real scalar and U is a unitary matrix.13

12Note however that, with the SU(2) ansatz, the computation can be done in principle at any finite order
in the non-Abelian gauge fields.

13The chirally broken vacuum corresponds to a bulk solution with a non-zero profile for τ and U = I (up
to chiral transformations). This solution indeed breaks the flavor symmetry to the diagonal U(Nf ).
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The quantities A(L/R) defined in (2.28)–(2.29) can be written as

A(L)
MN = g̃

(L)
MN + w(λ)F (L)

MN + κ(λ)τ2D(MU
†DN)U , (2.32)

A(R)
MN = g̃

(R)
MN + w(λ)F (R)

MN + κ(λ)τ2D(MUDN)U
† , (2.33)

where the Abelian part F̂ (L/R)
MN of the field strength and the tachyon derivatives were

collected in an effective metric:

g̃
(L/R)
MN ≡ gMN + w(λ)F̂ (L/R)

MN + κ(λ)∂Mτ∂Nτ . (2.34)

As in [70], we made the simplifying assumption that the potentials w and κ depend on the
dilaton only. 2-tensor indices can be raised and lowered using the effective metric (2.34)
according to the following convention

MA
B =

((
g̃(L/R)

)−1
)AC

MCB , M B
A = MAC

((
g̃(L/R)

)−1
)CB

, (2.35)

where which of L or R should be used will depend on which component (L or R) of the
DBI action we are considering.

The expansion of the DBI Lagrangian up to quadratic order in the non-Abelian field
strengths is then obtained from√

−det A(L) =
√
−det g̃(L)× (2.36)

×
(

1 + 1
2w tr

(
(g̃(L))−1F (L)

)
+ 1

2κτ
2tr
(
(g̃(L))−1D(MU

†DN)U
)

− 1
4tr
((

(g̃(L))−1
(
wF (L) + κτ2D(MU

†DN)U
) )2)

+ 1
8

(
tr
(
(g̃(L))−1

(
wF (L) + κτ2D(MU

†DN)U
) ))2

+O
((

(g̃(L))−1
(
wF (L) + κτ2D(MU

†DN)U
))3

))
,

√
−det A(R) =

√
−det g̃(R)× (2.37)

×
(

1 + 1
2wtr

(
(g̃(R))−1F (R)

)
+ 1

2κτ
2tr
(
(g̃(R))−1D(MUDN)U

†
)

− 1
4tr

((
(g̃(R))−1

(
wF (R) + κτ2D(MUDN)U

†
))2

)
+ 1

8
(
tr
(
(g̃(R))−1

(
wF (R) + κτ2D(MUDN)U

†
)))2

+O
((

(g̃(R))−1
(
wF (R) + κτ2D(MUDN)U

†
))3

))
,

where the trace over the space-time indices is denoted by tr. The term linear in F in the
first line will vanish upon taking the (flavor) trace of the full expression. Also, as mentioned
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before, the U covariant derivatives should be considered as of the same order as the field
strength. The final expression we obtain for the expansion of the DBI action (2.25) up to
quadratic order in the non-Abelian field strength is therefore

SDBI = −M3Nc

∫
d5xVf (λ, τ2)

√
−det g̃(L)× (2.38)

×
[1

2 + 1
4κτ

2
(
(g̃(L))−1

)(MN)
SMN

− 1
8w

2
(
(g̃(L))−1

)MN (
(g̃(L))−1

)PQ
TrF (L)

NPF
(L)
QM

+ 1
16w

2Tr
((

(g̃(L))−1
)[MN ]

F
(L)
NM

)2
+O

(
(F (L))3

)]
+ (L↔ R) ,

where we defined the symmetric 2-tensor

SMN ≡ TrD(MU
†DN)U = TrD(MUDN)U

† . (2.39)

3 Tachyon-Chern-Simons terms

We now discuss the TCS term in the brane action, i.e., SCS in (2.3). The Tachyon-Chern-
Simons term arises as a part of the Wess-Zumino sector, which has been considered in [14, 15]
and adjusted in connection to V-QCD in [36, 51–53, 57].

The Wess-Zumino term can be derived in flat-space boundary string field theory, [80–82].
We sketch here the main points of the construction, see [15] for details. The expression of
the full WZ term is

SWZ = T4

∫
C ∧ str eiF , (3.1)

where T4 is the tension of the flavor D4 branes, C is a formal sum of the RR potentials
C = ∑

n(−1) 5−n
2 Cn, str denotes the supertrace as defined in [15], and F = dA− iA ∧A is

the curvature of the superconnection

iA =
(
iL T †

T iR

)
(3.2)

in terms of the gauge fields L, R, and the tachyon T defined above. Expanding the
exponential in (3.1) we find four different terms

SWZ = T4

∫
C5 ∧ Z0 + C3 ∧ Z2 + C1 ∧ Z4 + C−1 ∧ Z6 (3.3)

where the Z2n’s are the coefficients arising from the expansion of the exponential. The terms
in (3.3) play different roles in QCD, [15, 28]. As the theory lives in five dimensions, the first
term contains the five-form flux under which the flavor branes are charged. The second
term is important for the correct holographic implementation of the U(1)A anomaly, [15].
The third term controls the CP-odd interactions associated with magnetic strings. Here,
we shall only discuss further the last term, which is the one important for constructing the
baryon solution.
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The last term in (3.3) may be written as

SCS = iNc

4π2

∫
Ω5 (3.4)

where dΩ5 = Z6 and we inserted an explicit expression for the constant F0 = dC−1. F0 is
the flux that is proportional to Nc and supports the bulk geometry associated with the glue.
It is the analogue of the RR five-form in the ten-dimensional AdS5 × S5 solution. In string
theory Z6 can be computed straightforwardly, but it is somewhat nontrivial to carry out
the integration to find explicitly the five form Ω5. This task was done in [15] for the case
where the tachyon is proportional to the unit matrix, T = τI.

In the rest of this section we derive a generalized expression for the TCS action, which
is the generalization of the results above to V-QCD and to the more general tachyon
configuration with a nontrivial U matrix in equation (2.31).

First, as we are following a bottom-up approach, there is no reason a priori to resort to
the flat space expression of the Wess-Zumino term given in (3.1). Therefore, we consider a
general TCS action which satisfy known constraints from the bulk gauge symmetry as well
as the anomaly structure of QCD. Second, instead of taking the tachyon proportional to
the unit matrix, we consider a more general Ansatz (already written down in section 2.2)

T = τU (3.5)

where τ is scalar and U is a generic SU(Nf ) matrix. While this Ansatz is not the most
general one, it will be sufficient for our purposes. Notice that the presence of the U matrix
allows one to write down expressions which are covariant in the full left and right handed
flavor transformations, rather than only the vectorial transformations. Moreover, the
fluctuations of the U field are the pions, so that U maps to the exponential exp(iλaπa/fπ)
at the boundary as the notation suggests, which makes it possible to explicitly compare to
chiral effective theory.

3.1 Constructing the Tachyon-Chern-Simons term

We proceed to the construction of the TCS action. We require that it satisfies the following
constraints (to be discussed in more detail below):

• The TCS action has the expected behavior under discrete symmetries, i.e., it is
even under both parity (P) and charge conjugation (C) whose actions are defined in
appendix A.4.

• Its variation under infinitesimal (bulk) gauge transformations is closed, dδΩ5 = 0, and
therefore integrates to a boundary term.

• The gauge transformation of the boundary term matches with the expression for the
flavor anomaly in QCD.

• When chiral symmetry is preserved, τ = 0, the result agrees with the standard CS
action for D-branes.

• All IR contributions to observables vanish.14
14This requirement becomes non-trivial as the type of bulk geometries that are relevant are mildly singular

(but are compatible with the Gubser bound).
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In what follows, we construct the most general action satisfying these properties. Details
are given in appendix D and here we only sketch the main points.

The CS action is even under P if for the simple parity operation acting on the forms (P1
in appendix A), Ω5 is odd. The extra minus sign then comes from reversing the space-time
coordinates (P2 in appendix A). Under the action of C on the forms, Ω5 is required to be
even. We therefore start by writing down the most general five-form which is P1 odd and C
even, where the transformation properties of the various fields are given in appendix A.

The ansatz is given as a linear combination of all possible single-trace 5-forms composed
out of U , the gauge fields, their covariant derivatives, and the one-form dτ , with the
coefficients being functions of the only available scalar τ :

Ω5 =
45∑
i=1

f̄i(τ)F (i)
5 [U,L,R] + dτ ∧

11∑
i=1

gi(τ)F (i)
4 [U,L,R] (3.6)

The forms F (i)
4 and F (i)

5 are listed explicitly in appendix D. Notice that we do not expect
dependence on the closed string sector (i.e. on the metric or dilaton) to appear in these
terms, as it happens in standard string theory.

The most drastic constraint is then the requirement that dδΩ5 = 0. After imposing
this constraint, the general solution can be written as

Ω5 = Ω0
5 + Ωc

5 + dG4 (3.7)

where Ω0
5 is invariant under gauge transformations and Ωc

5 is closed, so that indeed (trivially)
dδΩ5 = 0.

The nontrivial part of the derivation is to show that (3.7) is the only solution. This is
discussed in appendix D. In (3.7), Ω0

5 is the most general gauge covariant 5-form with the
expected eigenvalues under P and C:

Ω0
5 = f1 (τ)

[
Tr
(
DU ∧ F(L) ∧ F(L)U †

)
+ Tr

(
DUU † ∧ F(R) ∧ F(R)

)]
+ f2 (τ)

[
Tr
(
DU ∧ F(L)U † ∧DUU † ∧DUU †

)
+ Tr

(
DUU † ∧ F(R) ∧DUU † ∧DUU †

) ]
+ f3 (τ)

[
Tr
(
DU ∧ F(L)U † ∧ F(R)

)
+ Tr

(
DUU † ∧ F(R)U ∧ F(L)U †

)]
+ f4 (τ)Tr

(
DUU † ∧DUU † ∧DUU † ∧DUU † ∧DUU †

)
, (3.8)

and depends on four arbitrary functions of τ .
The closed term Ωc

5 is completely fixed (up to exact forms which we include in G4
in (3.7)) to be

Ωc
5 = g0Tr

((
U †dU

)5
)

(3.9)

where g0 is a constant. Lastly, G4 is a generic 4-form, i.e., a linear combination of all the
possible P1 odd and C even 4-forms:

G4 =
11∑
i=1

hi(τ)F (i)
4 [U,L,R] . (3.10)
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Explicit expressions for the forms F (i)
4 can be found in appendix D. Recall that Ω5 depends

only on the boundary value of G4 and therefore only on hi(τ = 0), so that the functional
form of hi(τ) is irrelevant for the final result, except that the functions should vanish for
τ →∞ in order to avoid undesired IR boundary terms.

The next step is to require agreement of the gauge transformation of the boundary
term with the flavor anomalies of QCD. That is, we write δΩc

5 = dδGc4 and set

δGc4 + δG4
∣∣∣
bdry

= −1
6Tr

[
ΛL
(

(dL)2 − i

2d(L3)
)
− (L↔ R)

]
+ d(· · · ) , (3.11)

where ΛL is the generator of the left-handed gauge transformation and the right hand side
encodes the flavor anomalies, see e.g. [15, 19, 20]. Notice that the contribution to the action
from the last two terms of (3.7) is localized on the UV boundary, because consistency
requires that IR contributions vanish. As we detail in appendix D, the condition (3.11)
completely fixes these terms near the boundary, and therefore also the action from these
terms is fully determined. The result for this part of the action may be written as

iNc

4π2

∫
Ωc

5 + dG4 = − 1
60
iNc

4π2

∫
Tr
((
U †dU

)5
)

+ iNc

4π2

∫
G4
∣∣∣
bdry

(3.12)

where

24G4
∣∣∣
bdry

=
{

2
[
Tr(L ∧ F(L) U † ∧DU) + Tr(LU † ∧DU ∧ F(L))

]
+ (3.13)

+
[
Tr(LU † ∧DU U † ∧ F(R) U) + Tr(LU † ∧ F(R) ∧DU)

]
+

+ i
[
Tr(L ∧ LU † ∧R ∧DU)− Tr(L ∧ LU † ∧DU U † ∧RU)

]
+

+ i
[
Tr(L ∧ F(L) U † ∧RU) + Tr(LU † ∧RU ∧ F(L))

]
+

+ 2iTr(L ∧ L ∧ LU † ∧DU)− 2Tr(L ∧ L ∧ LU † ∧RU)+
+ 2Tr(LU † ∧DU U † ∧DU U † ∧RU)− Tr(LU † ∧DU ∧ LU † ∧DU)+

− 2iTr(LU † ∧RU ∧ LU † ∧DU)− 2iTr(LU † ∧DU U † ∧DU U † ∧DU)
}

+

+
{
L↔ R

}
+ Tr(LU † ∧RU ∧ LU † ∧RU) .

In particular, g0 = −1/60. The explicitly L ↔ R symmetrized expression is given in
appendix D. Notice that the last term in (3.13) is already symmetric. As one can check,
this expressions matches (up to a four dimensional total derivative) the Wess-Zumino terms
of chiral Lagrangians given in the literature [19, 20], see appendix D.

There is however a subtlety in the above derivation. Namely, we assumed that the
IR contributions from integrating the closed terms vanish. For the contribution from dG4
in (3.7) this can be easily obtained by adjusting the τ dependence of the coefficient functions
as τ →∞. But in the Ωc

5 term, the coefficient g0 is required to be a constant, which cannot
be set to zero in the IR. Therefore an IR contribution seems unavoidable. We solve this by
requiring that the solution for U is such that the IR boundary term vanishes. In appendix D
we argue that this is satisfied given relatively mild assumptions on the asymptotic IR
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behavior of U . Such an asymptotic regularity condition for U may be expected due to
the following reason: the geometry in the confined phase ends in an IR singularity at
r →∞, where all components of the metric vanish so that the space-time shrinks to a single
point [26, 27, 36]. In our choice of coordinates, this single point is seemingly described
by a 4-dimensional manifold at the boundary r → ∞. At this IR boundary, regularity
conditions may be needed in analogy to spherical or cylindrical coordinates in flat space,
where the single point at the origin r = 0 is mapped to a higher dimensional space (sphere),
and regularity conditions for the angular dependence at r = 0 is required to ensure the
regularity of the full solution.

More generally, even if the space-time is singular at r →∞, the holographic consistency
of models like the present one relies on considering as physical only field configurations
which vanish (or more precisely, are normalizable in a precise sense given by the radial
Hamiltonian) at the IR endpoint of space-time. Often this condition can be imposed without
having to specify extra input at the singularity (in which case we say that the singularity is
repulsive and the holographic model is calculable [26, 27, 79]). In short, our IR boundary
conditions for holographically acceptable configurations must be such that the term (3.9)
does not contribute in the IR. This is satisfied in particular by the baryon solutions we
discuss in later sections.

After the boundary term has been fixed, the only free functions in our results are the
fi’s in (3.8). They are however not fully arbitrary: due to the requirement of vanishing
IR contributions to the action, these functions should vanish fast enough in the IR, i.e.,
as τ →∞. Moreover, the analysis of [70] suggests that the Tachyon-Chern-Simons action
should vanish faster than the DBI action in the IR.

There are also conditions at the UV boundary. For the chirally-symmetric vacuum, for
which τ = 0 and U = I, we expect that the Tachyon-Chern-Simons action should reduce to
the standard expression

SCS(τ = 0) = Nc

24π2

∫
Tr
(

L ∧ F(L) ∧ F(L) + i

2L ∧ L ∧ L ∧ F(L) (3.14)

− 1
10L ∧ L ∧ L ∧ L ∧ L− (L↔ R)

)
up to boundary terms. This is the case if

f1(0) = −1
6 , f2(0) = i

12 , f3(0) = − 1
12 , f4(0) = 1

60 . (3.15)

Finally, setting U = I, the TCS action reduces to that of [15] if

f1 (τ) = −1
6e
−τ2

, f2 (τ) = i

12
(
1 + τ2

)
e−τ

2
,

f3 (τ) = − 1
12e

−τ2
, f4 (τ) = 1

120
(
2 + 2τ2 + τ4

)
e−τ

2
. (3.16)

That is, our result generalizes the expressions of [15] to U 6= I for these choices of the
functions. We remark that the action with this choice satisfies all the requirements discussed
above. A simple generalization of these functions, which we use below, is to allow the
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normalizations of the tachyon field between the DBI and TCS terms to be different.
We choose

f1 (τ) = −1
6e
−bτ2

, f2 (τ) = i

12
(
1 + bτ2

)
e−bτ

2
,

f3 (τ) = − 1
12e

−bτ2
, f4 (τ) = 1

120
(
2 + 2bτ2 + b2τ4

)
e−bτ

2
, (3.17)

where b is a positive constant. It was argued in [70], within an approximation scheme for
the baryon, that regularity of the solution requires b > 1. We shall observe the same for
the baryon solutions considered in this article.

The precise functions fi(τ) here were chosen by modifying slightly the string theory
result, based on the superconnection formalism, [15]. The modification is the parameter b
inserted in the exponent. However, nothing guarantees that this is the correct choice for
QCD. More constraints on these functions should be derived in order to fix their form.

The TCS terms we have constructed, are written in terms of τ and U separately. This
is general enough, if the tachyon can be split according to equation (3.5). However, as
discussed in more detail in section 4.4, in the general case with non-zero quark masses, one
has to use the more general tachyon ansatz

T = HU (3.18)

where now H is a Hermitian matrix, and the TCS terms must be generalized.

4 Cylindrically symmetric ansatz for a single baryon

As we discussed in the introduction, the presence of the TCS terms is crucial when searching
for baryon solutions. Indeed, the TCS action is responsible for stabilising the baryon size
and position.

If we think of this model as originating from a five-dimensional non-critical string
theory, a baryon is described by a D0 brane, [28]. The analogue of the C4 flux sourcing the
D3 branes, in this case is a zero-form field strength F0 ∼ Nc. Its Chern-Simons coupling on
the one-dimensional world-volume of the D0 brane is∫

dτAτF0 ∼ Nc

∫
dτAτ (4.1)

where Aτ is the world-line gauge field. This is the analogue of the F5 ∧ A Chern-Simons
coupling on the D5 baryon brane in N=4 sYM. As usual, fundamental string end-points
are charged under Aτ and Nc of them are needed to screen the induced charge on the D0
(baryon) brane, as in the N = 4 sYM case. Moreover, on the D4+D4 flavor branes there is
a C1 coupling to the flavor instanton number. C1 is the RR gauge field under which D0
branes are minimally charged. Therefore D0 number transmutes to flavor instanton number
as in the SS model, [65, 66].

Therefore, in the gravity approximation that we shall be using, a single static baryon
D0 brane, is realised in the bulk as a Euclidean instanton of the non-Abelian bulk gauge
fields extended in the three spatial directions plus the holographic direction. In this section
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we describe the ansatz that is used to compute the instanton solution in the bulk. On
general grounds, it is expected that an appropriate ansatz can be determined by requiring
that the solution is maximally symmetric, that is symmetric under all the symmetries of
the bulk action (2.3) compatible with the boundary conditions. In the case of the baryon
solution, this means all the symmetries of the action compatible with the baryon number
being non-zero.15

4.1 Ansatz for the glue sector

As explained in the next subsection, we shall consider a baryon whose flavor quantum
numbers are a U(2) subgroup of the U(Nf ) flavor group. This implies that the flavor action
(composed of the DBI (2.38) and TCS (3.4) actions) for the baryon ansatz does not depend
on Nf ,16 and is of order Nc. On the other hand, the glue action (2.4) is of order N2

c . So, at
leading order in Nc, the glue sector composed of the metric and dilaton is not affected by
the presence of the baryon and is identical to the vacuum solution. The latter depends only
on the holographic coordinate r

ds2 = e2A(r)
(
−dt2 + dx2 + dr2

)
, (4.2)

λ = λ(r) . (4.3)

Let us comment some more on this result that the baryon is a probe on the color background.
In fact, it is well-known that SU(Nf ) instantons are constructed from a single embedded
SU(2) instanton that is then conjugated to cover the full SU(Nf ) group. This gives rise
to many charged moduli associated to the one-instanton solution. However, here such
parameters are fixed and are not moduli. Therefore, in this case the effective (active)
number of flavors is two, and a non-backreaction approximation for a single baryon is valid.
Note, that if flavor were to be gauged, this approximation would be invalidated.

4.2 Gauge fields ansatz

The left and right handed gauge fields are denoted

L = L+ L̂INf , R = R+ R̂INf , (4.4)

where L and R correspond to the SU(Nf ) part of the gauge fields, and L̂ and R̂ to the U(1)
part. From these we define the vector and axial vector gauge fields as

V = L + R√
2

, A = L−R√
2

. (4.5)

We look for a static instanton configuration for the U(Nf ) gauge fields. This configuration
belongs to a non-trivial class of the homotopy group of U(Nf ) on the 3-sphere at infinity

15A non-zero baryon number breaks in particular Lorentz invariance. It also breaks charge conjugation,
which should send a baryon solution to a distinct anti-baryon solution.

16When considering that the on-shell action for the baryon solution should correspond to the classical
contribution to the baryon mass, this is the expected scaling at large Nc. This scaling was equally reproduced
in the context of the WSS model [67].
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of the 4-dimensional Euclidean space spanned by (~x, r). Because for any Nf > 1, the
homotopy groups of U(Nf ) and SU(2) are equal

π3 (U(Nf )) = π3 (SU(2)) = Z , (4.6)

a U(Nf ) instanton can be constructed by embedding an SU(2) instanton in U(Nf ) (acting
with global U(Nf ) on an instanton for an SU(2) subgroup of U(Nf )).

Because the TCS action (3.4) contains cubic couplings for the gauge fields, a consistent
ansatz should contain all the matrices in the Lie Algebra of U(Nf ) that can be written as a
product of two SU(2) generators

σaσb = δabI2 + iεabcσc , (4.7)

where the σa’s are the Pauli matrices and I2 is the 2 by 2 identity matrix in the same
subsector of the chiral group as the SU(2) subgroup. This implies that the SU(2) instanton
couples via the TCS term to the gauge field in the direction of I2. The full flavor structure
of the baryon ansatz is therefore that of a U(2) subgroup

L = La
σaL
2 + LTI2,L , R = Ra

σaR
2 +RTI2,R , (4.8)

where the superscript T stands for trace, as the corresponding part contains the abelian
part of the gauge field. Note however that, although I2 generates a U(1) subgroup of the
chiral group, in general17 it is not a subgroup of the abelian part of U(Nf ). In other words,
I2 is a combination of INf and an SU(Nf ) generator

I2 = 2
Nf

INf +
(
I2 −

2
Nf

INf

)
. (4.9)

The traceless matrix that appears in (4.9) is not any matrix, as it is equal to minus the
traceless part of the strong hypercharge

Y ≡ 1
Nc

INf +


0

0
1
. . .

1

=
(

1
Nc

+ Nf − 2
Nf

)
INf −

(
I2 −

2
Nf

INf

)
, (4.10)

where by convention the 2 flavors of the SU(2) subgroup are assumed to correspond to the
down and up (note that at zero quark mass, this choice is arbitrary). The fact that the
gauge field ansatz (4.8) contains a part in the direction of I2 is therefore a sign that the
baryon is charged under baryon number and hypercharge. Because a single combination of
the two charges appears, the baryon number and hypercharge will not be independent for
the classical soliton solution. Specifically, we find that for this ansatz

Y = NB , (4.11)

which is the expected result for a baryon composed of the first two flavors.18
17With the exception of Nf = 2.
18This does not mean that the baryon spectrum does not contain higher hypercharge states, with Y > NB .

The baryon spectrum is calculated by quantizing the collective modes of the soliton, including in particular
the rotations in isospin space. Such rotations move the baryon around in the full chiral group, so they will
imply the existence of higher hypercharge baryon states.
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To find a relevant U(2) instanton ansatz we follow [69] and look for a configuration
that is invariant under a maximal set of symmetries of the action (2.3), compatible with a
finite baryon number. In particular, we look for a U(2) instanton solution that is invariant
under cylindrical transformations. These correspond to rotations in the 3-dimensional space
spanned by x, up to a global SU(2) rotation.

As we look for a static solution, we impose in addition invariance under time-reversal19

t→ −t , LT → −LT , RT → −RT . (4.12)

Note that the definition of time-reversal reduces to that of [69] for Nf = 2 flavors. For
Nf > 2, the time component of the non-abelian gauge field will be non-zero, but proportional
to the abelian part. The same was observed in the context of the WSS model in [67].

Then, the static, cylindrically symmetric ansatz takes the form:

Lai = −1 + φL2 (ξ, r)
ξ2 εiakxk + φL1 (ξ, r)

ξ3

(
ξ2δia − xixa

)
+ AL1 (ξ, r)

ξ2 xixa , (4.13)

Lar = AL2 (ξ, r)
ξ

xa , (4.14)

LT
0 = ΦL(r, ξ) , (4.15)

where i, k = 1, 2, 3 refer to spatial indices, ξ ≡
√
x2

1 + x2
2 + x2

3 is the 3-dimensional spatial
radius and a = 1, 2, 3 is the index for the components in the SU(2)L basis (the Pauli
matrices σa divided by 2). A similar ansatz can be written for the right-handed gauge
field with corresponding fields φR1 , φR2 , AR1 , AR2 ,ΦR. These are a priori independent from
the left-handed degrees of freedom, as is the embedding of the corresponding SU(2)R
in SU(Nf )R.

The choice of the ansatz partially fixes the gauge but there is still a residual U(1)L ×
U(1)R invariance that preserves the cylindrical symmetry, corresponding to the
SU(2) transformation

g(L/R) = exp
(
iα(L/R)(ξ, r)

x · σ
2ξ

)
, (4.16)

where
x · σ ≡ xaσa . (4.17)

Under this gauge transformation,
(
A

(L/R)
1 , A

(L/R)
2

)
is the gauge field, φ(L/R)

1 + iφ
(L/R)
2 has

charge +1 and Φ(L/R) is neutral.
The V-QCD action possesses another discrete parity symmetry

P : x→ −x , L↔ R . (4.18)

A general instanton solution is a linear combination of a P-even instanton and a P-odd
instanton. As discussed in appendix B, only the P-even part can generate a finite energy

19The action on the time component of the gauge fields is necessary for the TCS action to be invariant
under time reversal.
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solution. So we also impose the parity symmetry (4.18) on the ansatz (4.13)–(4.15) for the
instanton solution. This relates right and left-handed quantities in the following manner:

A1 ≡ AL1 = −AR1 , A2 ≡ AL2 = −AR2 , (4.19)

φ1 ≡ φL1 = −φR1 , φ2 ≡ φL2 = φR2 , (4.20)

Φ ≡ ΦL = ΦR . (4.21)

Also, the right and left-handed gauge fields should belong to the same SU(2) subgroup of
U(Nf ).20 Our ansatz is now fully specified by 5 real functions

Aµ̄ ≡ (A1, A2) , φ ≡ φ1 + iφ2 and Φ , (4.22)

depending on the two variables xµ̄ ≡ (ξ, r), that we will use as coordinates on a 2D space.
The constraints (4.19)–(4.21) fix the vector part of the remaining U(1)L × U(1)R gauge
invariance, leaving only a residual (axial) U(1) invariance, corresponding to the SU(2)A
transformation

gL = g†R = exp
(
iα(ξ, r)x · σ2ξ

)
. (4.23)

Under the transformation (4.23), Aµ̄ is the gauge field, φ has charge +1 and Φ is neutral,
with gauge transformations

Aµ̄ → Aµ̄ + ∂µ̄α , φ→ eiαφ , Φ→ Φ . (4.24)

4.3 Tachyon ansatz

The most general cylindrically symmetric21 ansatz for the tachyon field is

T ij = ρ(r, ξ)δij + ϕ(r, ξ)(x · σ)ij
ξ

, (4.25)

where ρ and ϕ are two complex scalar fields and i and j are the indices in the fundamental
representation of the right and left handed SU(2) subgroup, respectively. The parity
transformation acts on the tachyon field as T (x) → T †(−x) [15]. Imposing the parity
symmetry implies that i and j in (4.25) describe the same space and constrains ρ and ϕ
to obey

ρ ∈ R , ϕ ∈ iR . (4.26)

The tachyon matrix restricted to the SU(2) subgroup T SU(2) can therefore be cast in the
shape of a scalar times an SU(2) matrix

T SU(2) = ρI2 + ϕ
x · σ
ξ

= τ(r, ξ)
(

cos θ(r, ξ) I2 + i sin θ(r, ξ)x · σ
ξ

)
= τ(r, ξ) exp

(
iθ(r, ξ)x · σ

ξ

)
, (4.27)

20This implies in particular that the manifest SU(2)V invariance of the SU(2) ansatz simply maps to
invariance under the conserved diagonal subgroup SU(Nf )V of the chiral symmetry when lifted to SU(Nf ).

21Up to a global SU(2) transformation.
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where τ and θ are respectively the modulus and phase of the complex number ρ+ ϕ, where
ρ and ϕ are defined in (4.27),

τ ≡
√
|ρ|2 + |ϕ|2 , θ ≡ arctan

(
− iϕ
ρ

)
. (4.28)

Equation (4.27) reproduces the Skyrmion ansatz (equation (16) in [68]) for the unitary
part of the tachyon. The SU(Nf ) tachyon ansatz is then obtained by embedding T SU(2)

in SU(Nf )
T = τ(r, ξ)U(r, ξ) , (4.29)

where U(r, ξ) is the SU(Nf ) matrix resulting from the embedding of exp
(
iθ(r, ξ)x·σξ

)
.

Note that under the residual U(1)A gauge freedom (4.23), the tachyon in equation (4.27)
transforms as

θ → θ − α . (4.30)

Source and vev. Depending on whether we set the quark mass m to 0 or not, the vev
term should be identified differently from the tachyon near-boundary expansion. In this
work, we will consider the case in which all quarks are massless. The situation with non-zero
quark mass will be treated elsewhere.

In the massless quark case, the chiral condensate is simply the coefficient of the leading
term of the tachyon, in the near-boundary expansion as r → 0

T SU(2)(r, ξ) = `Σ(ξ) exp
(
iθ(0, ξ)x · σ

ξ

)
r3(− log(rΛ))−c (1 + · · · ) . (4.31)

We used the fact that the near-boundary behavior of the tachyon modulus is still given
by (2.20), except that the amplitude of the chiral condensate Σ generically depends on ξ
due to the presence of the baryon. From (4.31), the pion matrix is identified to be

UP (ξ)† ≡ exp
(
iθ(0, ξ)x · σ

ξ

)
. (4.32)

The associated near-boundary expansion of the flavor gauge fields can be found in
appendix G.1.

To summarize the content of this section, the ansatz for the instanton solution (4.13)–
(4.15), (4.19)–(4.21) and (4.27) contains 7 dynamical fields

Φ(r, ξ) , φ(r, ξ) ≡ φ1(r, ξ) + iφ2(r, ξ) , Aµ̄(r, ξ) ≡ (Aξ(r, ξ), Ar(r, ξ)) , (4.33)

τ(r, ξ) , θ(r, ξ) ,

with a U(1) gauge redundancy under which the fields transform as

φ→ eiαφ , Aµ̄ → Aµ̄ + ∂µ̄α , θ → θ − α . (4.34)
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4.4 Comments on non-zero quark masses

In the presence of a non-trivial quark mass matrixMij , the near-boundary asymptotics (4.31)
must be modified, and the leading asymptotics is now:

Tij 'Mij r(− log rΛ)c + . . . (4.35)

Since the nontrivial matrix nature of T starts at leading order, we cannot assume the
decomposition (4.29) but the most general form:

T = H(r, ξ)U(r, ξ) (4.36)

where the scalar field τ(r, ξ) is replaced by the Hermitian matrix field H(r, ξ). Near the
boundary r → 0, equation (4.35) requires to leading order:

H (r, ξ) = H0r (− log rΛ)c +O
(
r3
)
, U (r, ξ) = U0 +O

(
r2
)

r → 0 (4.37)

where H0 is a constant Hermitian matrix and U0 is a constant unitary matrix such that
(H0U0)ij = Mij .

Notice that now the matrix U contributes to the source term in the near-boundary
asymptotics. As a consequence, in this case we cannot interpret U(r = 0) as the pion matrix
as in equation (4.32) in the massless case.

Furthermore, due to equation (4.37), U is constrained to go to a constant matrix as a
function of ~x, at leading order in r. This is very different from the massless quark case, in
which the leading asymptotics of U(r, ξ) is unconstrained, and in particular it is allowed to
be a non-trivial function of the space-time coordinates to leading order in r. This changes
drastically the on-shell asymptotics of our TCS terms.22

As a consequence, the baryon ansatz has to be modified in the massive quark case, and
we will not discuss this case further in the present work.

5 Constructing the baryon solution

We discuss in this section the construction of the baryon solution. As mentioned in the
previous section, a baryon state is realized in the bulk as an instanton solution on the 4D
Euclidean space parametrized by (r, ~x). The instanton is a configuration of the ansatz of
equations (4.13)–(4.15) and (4.27) that obeys the bulk equations of motion. Constructing
the baryon solution therefore requires deriving the equations of motion obeyed by the 7 fields
of the ansatz in (4.33). These field equations are obtained by substituting the ansatz into
the general field equations (C.1), (C.6) and (C.8). We present here the general procedure
for the computation of the equations of motion and give more details in appendix F.

As discussed in the previous section, the baryon can be treated as a flavor probe on
the glue background. Note that the modulus of the tachyon field τ is also non-zero in
vacuum (2.17). In the Veneziano limit where Nc and Nf are both large and of the same

22Even assuming that the quark mass matrix is proportional to the identity, in which case the decomposi-
tion (4.29) still holds.
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order, the tachyon modulus couples to the glue sector at leading order in Nc. Because of
that, the back-reaction of the baryon on the tachyon background is also of order O(1/Nc).
The leading order baryon solution is therefore a probe on the vacuum background, and
the back-reaction on the background can be computed order by order in 1/Nc. In the
following, we first discuss the leading order probe baryon solution and then consider the
back-reaction. We do not expect the color back-reaction to be qualitatively important for
the flavor structure of the baryon, which is its most important dynamical property. This
motivates the approximation that we consider later, where we compute the back-reaction
on the tachyon modulus alone, assuming the color background to remain unchanged.

We start the discussion of the baryon construction by a few general results. First note
that, for this particular ansatz, the effective metric g̃MN in equation (2.34) is the same in
the L and R sectors. We will simply denote it g̃MN and it is given by the matrix:

−e2A −∂rΦ −x1
ξ ∂ξΦ −x2

ξ ∂ξΦ −x3
ξ ∂ξΦ

∂rΦ e2A+κ(∂rτ)2 κx1
ξ ∂rτ∂ξτ κx2

ξ ∂rτ∂ξτ κx3
ξ ∂rτ∂ξτ

x1
ξ ∂ξΦ κx1

ξ ∂rτ∂ξτ e2A+κ
(
x1
ξ

)2
(∂ξτ)2 κx1

ξ
x2
ξ (∂ξτ)2 κx1

ξ
x3
ξ (∂ξτ)2

x2
ξ ∂ξΦ κx2

ξ ∂rτ∂ξτ κx1
ξ
x2
ξ (∂ξτ)2 e2A+κ

(
x2
ξ

)2
(∂ξτ)2 κx2

ξ
x3
ξ (∂ξτ)2

x3
ξ ∂ξΦ κx3

ξ ∂rτ∂ξτ κx1
ξ
x3
ξ (∂ξτ)2 κx2

ξ
x3
ξ (∂ξτ)2 e2A+κ

(
x3
ξ

)2
(∂ξτ)2


,

(5.1)
where the order of the columns (and lines) is (0|r|1|2|3). Its determinant is:

−det g̃ = e10A − e6Aw2
(
(∂rΦ)2 + (∂ξΦ)2

)
+ e8Aκ

(
(∂rτ)2 + (∂ξτ)2

)
− (5.2)

− e4Aκw2 (∂rΦ∂ξτ − ∂ξΦ∂rτ)2 .

Another useful observation is that, because the equations of motion are covariant under
the residual gauge transformations (4.34), the phase θ in the tachyon ansatz (4.27) can
be absorbed into the gauge field. By doing so, the dynamical field content (4.33) can be
reduced to a set of 6 fields invariant under the residual gauge freedom. In practice, if
we define

g(θ) ≡ exp
(
iθ
x · σ
2ξ

)
, (5.3)

then we consider the following redefinition of the gauge fields

LM → L̃M ≡ g(θ)LMg(θ)† + ig(θ)∂Mg(θ)† , (5.4)

RM → R̃M ≡ g(θ)†RMg(θ) + ig(θ)†∂Mg(θ) , (5.5)

which for the ansatz (4.13)–(4.15) is equivalent to

Aµ̄ → Ãµ̄ ≡ Aµ̄ + ∂µ̄θ , φ→ φ̃ ≡ eiθφ , Φ→ Φ . (5.6)

From (4.34), it is clear that the gauge field thus redefined is invariant under the residual
gauge transformation (4.23).
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We shall use these gauge-invariant fields in some of our future calculations in this paper.
When we do that, we will always write the tildes so that it is clear that we are using the
gauge-invariant fields. Working with the gauge-invariant fields is identical to working in the
unitary gauge.

5.1 Probe instanton

At leading order in Nc, one can consider the probe regime where the geometry of the
bulk, the dilaton and the modulus of the tachyon field are fixed to their background value
(describing the V-QCD vacuum solution) and search for an instanton solution for the gauge
fields, plus an associated non-trivial solution for the unitary part of the tachyon field. In
our case, there is no Abelian field strength in the background (no baryon number density
in the vacuum). Because of this, it is consistent to expand the DBI action at quadratic
order in the Abelian field strength also

SDBI = −M3Nc

∫
d5xVf (λ, τ2)

√
−det g̃× (5.7)

×
([1

2 + 1
4κτ

2
(
g̃−1

)MN
SMN−

1
8w

2
(
g̃−1

)MN (
g̃−1

)PQ
TrF(L)

NPF(L)
QM+

+O
(
(F(L))3

) ]
+ (L↔ R)

)
,

where SMN was defined in (2.39) and g̃ is now the effective background metric

g̃MN ≡ gMN + κ(λ)∂Mτ∂Nτ = gMN + κ(λ(r)) (τ ′(r))2δrMδ
r
N , (5.8)

which takes a diagonal form

g̃ =


−e2A 0 0 0 0

0 e2A + κ(∂rτ)2 0 0 0
0 0 e2A 0 0
0 0 0 e2A 0
0 0 0 0 e2A

 . (5.9)

Its determinant is given by

− det g̃ = e10A
(
1 + e−2Aκ (∂rτ)2

)
. (5.10)

SU(2) ansatz. Substituting the ansatz (4.13)–(4.15), (4.19)–(4.21) and (4.27) into the
bulk action (5.7) and (3.4) yields the expression for the instanton energy23 in terms of the
fields of (4.33)

E = EDBI + ECS , (5.11)

23Strictly speaking, this is the bulk action, which as we shall evaluate it on the solutions of our equations
of motion will also be the on-shell action. As all fields considered are time-independent, the boundary energy
differs from this action by a trivial −

∫
dt factor and this is why we shall call it the “energy” from now on.
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EDBI = 4πM3Nc

∫
drdξ Vf (λ, τ)eA

√
1 + e−2Aκ(∂rτ)2×

×
(

e2Aξ2κ(λ)τ2
(

1
1 + e−2Aκ(∂rτ)2 Ã

2
r + Ã2

ξ + (φ̃+ φ̃∗)2

2ξ2

)
+

+w(λ)2
(

1
8

1
1 + e−2Aκ(∂rτ)2 ξ

2(Fµ̄ν̄)2+ 1
2

(
|Dξφ|2+ 1

1 + e−2Aκ(∂rτ)2 |Drφ|2
)

+

+
(
1− |φ|2

)2
4ξ2 − ξ2

( 1
1 + e−2Aκ(∂rτ)2 (∂rΦ)2 + (∂ξΦ)2

)))
, (5.12)

ECS = 4Nc

π

∫
drdξ εµ̄ν̄∂µ̄Φ×

×
[
(f1 (τ) + f3 (τ))

(
Ãν̄ + 1

2 (−iφ∗Dν̄φ+ h.c.) + 1
4i∂ν̄

(
φ̃2 −

(
φ̃∗
)2
))

+

+1
2 (3if2 (τ)− f1 (τ)− f3 (τ))

(
φ̃+ φ̃∗

)2
Aν̄

]
. (5.13)

The differential equations obeyed by the fields of the ansatz are then obtained by extremizing
the energy (5.11) with respect to variations of the fields.24 The expressions for these
equations (F.38)–(F.43) are presented in appendix F. It is also checked that substituting the
ansatz directly into the general equations of motion (F.26)–(F.28) yields the same equations
as extremizing the energy (5.11).

5.2 Inhomogeneous tachyon

To go beyond the probe limit, we now consider the back-reaction on the tachyon modulus
τ . We will assume that the color sector remains fixed to its vacuum value, and write the
equations of motion for the tachyon modulus coupled to the baryon fields. At leading order
in the Veneziano limit, the baryon fields are given by the probe baryon solution, and the
correction to the tachyon background starts at order O(1/Nf ). Note that considering such a
back-reaction will imply that τ will depend on the 3-dimensional radius ξ. Its EoM is (C.4).

In this case the expression (5.7) for the expanded DBI action can still be used but the
effective metric, although symmetric, is not diagonal anymore:

−e2A 0 0 0 0
0 e2A+κ(∂rτ)2 κx1

ξ ∂rτ∂ξτ κx2
ξ ∂rτ∂ξτ κx3

ξ ∂rτ∂ξτ

0 κx1
ξ ∂rτ∂ξτ e2A+κ

(
x1
ξ

)2
(∂ξτ)2 κx1

ξ
x2
ξ (∂ξτ)2 κx1

ξ
x3
ξ (∂ξτ)2

0 κx2
ξ ∂rτ∂ξτ κx1

ξ
x2
ξ (∂ξτ)2 e2A+κ

(
x2
ξ

)2
(∂ξτ)2 κx2

ξ
x3
ξ (∂ξτ)2

0 κx3
ξ ∂rτ∂ξτ κx1

ξ
x3
ξ (∂ξτ)2 κx2

ξ
x3
ξ (∂ξτ)2 e2A+κ

(
x3
ξ

)2
(∂ξτ)2


.

(5.14)
24It is well-known that substituting an ansatz into the action and then varying the action to derive the

equations of motion leads to wrong results. However, symmetry sometimes can protect this procedure. In our
case, the SU(2) instanton ansatz (4.13)–(4.15), (4.19)–(4.21) and (4.27) fixes most of the gauge invariance,
and therefore one could worry that deriving the equations of motion for the fields of the ansatz in this manner
may not reproduce all the constraints obeyed by these fields. However we can show that the constraints
that one misses in this procedure are trivially satisfied by our ansatz as it has cylindrical symmetry.
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Its determinant is given by:

− det g̃ = e10A
(
1 + e−2Aκ

(
(∂rτ)2 + (∂ξτ)2

) )
. (5.15)

Soliton energy. With the new metric (5.14), substituting the ansatz of equations (4.13)–
(4.15), (4.19)–(4.21) and (4.27) into the DBI action (5.7) and the TCS action (3.4) yields
the following result for the soliton energy

E = EDBI + ECS , (5.16)

EDBI = 4πM3NcNf

∫
drdξ ξ2

√
1 + e−2Aκ ((∂rτ)2 + (∂ξτ)2)Vf (λ, τ) e5A − EDBI,vac+

+ 4πM3Nc

∫
drdξ

√
1 + e−2Aκ ((∂rτ)2 + (∂ξτ)2)Vf (λ, τ) eA×

×
(

e2Aξ2κ(λ)τ2
(

e2A∆rrÃ
2
r +

(
1− e2A∆ξξ

)
Ã2
ξ + (φ̃+ φ̃∗)2

2ξ2 −

− 2e2A∆ξrÃrÃξ

)
+

+ w(λ)2
(1

8e2A
[
∆rr

(
1− e2A∆ξξ

)
− e2A∆2

ξr

]
ξ2(Fµ̄ν̄)2+

+ 1
2
((

1− e2A∆ξξ

)
|Dξφ|2 + e2A∆rr |Drφ|2

)
+

+
(
1− |φ|2

)2
4ξ2 − 1

2e2A∆ξr(Drφ
∗Dξφ+ h.c.)−

− ξ2
(
e2A∆rr(∂rΦ)2 +

(
1− e2A∆ξξ

)
(∂ξΦ)2−

− 2e2A∆ξr∂ξΦ∂rΦ
)))

, (5.17)

ECS = 4Nc

π

∫
drdξ εµ̄ν̄∂µ̄Φ×

×
[
(f1(τ) + f3(τ))

(
Ãν̄ + 1

2 (−iφ∗Dν̄φ+ h.c.) + 1
4i∂ν̄

(
φ̃2 −

(
φ̃∗
)2
))

+

+1
2 (3if2 (τ)− f1 (τ)− f3 (τ))

(
φ̃+ φ̃∗

)2
Ãν̄

]
, (5.18)

where in the DBI part, EDBI,vac refers to the DBI contribution to the vacuum energy and the
symbol ∆ is defined in (F.53)–(F.55). The equations of motion are obtained by extremizing
the energy (5.16) with respect to small deformations of the ansatz fields (4.33). They are
presented in appendix F.2.

6 Boundary conditions

The field equations presented in the previous section must be subject to appropriate
boundary conditions both at spatial infinity ξ → +∞ and at the UV boundary r → 0.
Moreover, certain (generalized) regularity conditions must be imposed at the center of the
instanton ξ = 0 and in the bulk interior. In this section we present the conditions that are
imposed on the fields of the ansatz (4.33) for the bulk instanton solution to be the dual of
a single baryon at the boundary.
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The discussion assumes that the dynamics for the tachyon modulus τ is also solved and
the equations of motion given by (F.56)–(F.62) (this corresponds to what was referred to as
the inhomogeneous tachyon case in the previous section). The conditions that are presented
will also apply in the probe approximation, where τ is assumed to be a background field
and the equations of motion are given by (F.38)–(F.43).

6.1 Baryon charge and mass

We start by deriving the expression for the baryon charge and mass in the boundary theory,
in terms of the fields of the ansatz (4.33). We will then use these results to determine the
boundary conditions required for the charge to be equal to unity and the mass to be finite.

We first discuss the calculation of the baryon charge, whose details can be found in
appendix D.1. The baryon current at the boundary is given by (D.37)

NcJ
µ
B ω4 = − iNc

48π2 dxµ∧
[
− 4iTr

(
L ∧ F (L)

)
+Tr (L ∧ L ∧ L)+4iTr

(
R ∧ F (R)

)
−

− Tr (R ∧R ∧R)+6Tr
(
DU ∧ F (L)U †

)
+6Tr

(
DUU † ∧ F (R)

)
−

−2iTr
(
DUU † ∧DUU † ∧DUU †

) ] ∣∣∣
UV

, (6.1)

where we denoted by ω4 the Minkowski volume 4-form

ω4 ≡ dt ∧ dx1 ∧ dx2 ∧ dx3 . (6.2)

Remarkably, as shown in the appendix, the baryon number current only arises from the
closed, G4 term (3.13) in the TCS action and does not depend on the non-closed part of
the CS action Ω0

5 in (3.7), (3.8). That is, it is also independent of the functions fi(τ) which
are the only degrees of freedom in the CS action that were not fixed by general arguments
in section 3.

Because no external gauge fields are present in the UV boundary theory, the non-Abelian
gauge field at r = 0 should vanish. The baryon number current is therefore simply

JµB ω4 = − 1
24π2 dxµ∧ Tr

(
dUU † ∧ dUU † ∧ dUU †

) ∣∣∣∣
UV

. (6.3)

Then the baryon number is25

NB = 1
24π2

∫ [
Tr
(
dUU † ∧ dUU † ∧ dUU †

) ] ∣∣∣∣
UV

, (6.4)

which is nothing but the Skyrmion number for a matrix that is identified as the pion field
at the boundary,26

UP (ξ) = U(r = 0, ξ)† . (6.5)
25Remember that the baryon density is ρB = J0 and the raising of indices for the Levi-Civita tensor is

such that ε0123 = −ε0123 = 1.
26As discussed in section 4.4, this identification only makes sense for vanishing quark masses. Moreover, if

we take the expression (6.4) at face value, for non-zero quark masses the matrix U(r, ξ) has to asymptote to
a constant at r = 0, and the resulting baryon number vanishes identically. This suggests that for non-zero
quark mass both the baryon ansatz (as well as the form of the TCS action) must be generalized.
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Substituting the tachyon ansatz (4.27) into (6.4), we finally obtain the expression of the
baryon number in terms of the phase θ at the boundary

NB = 1
π

(
θ(ξ =∞)− θ(0)

)
. (6.6)

The expression for the baryon number in (6.4) is a boundary topological number but is
not manifestly topologically stable in the bulk. On the other hand, a state with baryon
number equal to 1 is expected to be dual to a solution of the bulk equations of motion with
instanton number equal to 1 [64]. We would therefore like to relate the baryon number (6.4)
to the bulk instanton number

Ninstanton = 1
8π2

∫
bulk

Tr
(
F(L) ∧ F(L) − F(R) ∧ F(R)

)
(6.7)

= 1
2π

∫
drdξ εµ̄ν̄ (Fµ̄ν̄ + ∂µ̄ (−iφ∗Dν̄φ+ h.c.)) ,

where in the second line we substituted the instanton ansatz. The detailed calculation is
presented in appendix D.2.1. There it is found that, in terms of the baryon ansatz (4.13)–
(4.15) and (4.27), the condition for the baryon number to equal the instanton number can
be written as the vanishing of an IR integral∫

dξ
(
Ãξ(|φ̃|2 − 1) + ∂ξφ̃1 + ∂ξφ̃1φ̃2 − ∂ξφ̃2φ̃1

) ∣∣∣∣
IR

= 0 . (6.8)

This condition on the instanton solution follows from the regular IR asymptotics presented
in table 1 that will be discussed in detail in the next section.

Another global property of the baryon solution that can be used to identify the right
boundary conditions is the mass of the nucleon. The mass of the nucleon is the sum of
a classical contribution, equal to the classical instanton energy (5.11) evaluated on the
solution, and quantum corrections:

Mnucleon = E + δMQ . (6.9)

Requiring the classical contribution to the mass to be finite sets the boundary conditions
for the ansatz fields at ξ →∞, as in table 1. The derivation of table 1 is the topic of the
next subsection.

In terms of the expansion in Nc, the classical mass is of order O(Nc), whereas the
quantum corrections start at order O(1). Computing the quantum corrections requires to
take the sum of the ground state energies for the infinite set of bulk excitations on the
instanton background, and subtract the vacuum energy. It is not known how to do this
calculation, so we can only assume that the classical mass gives the dominant contribution.
Note that it is correct at least in the large Nc limit.

The experimental spectrum of baryons contains the nucleons but also many excited
states, such as the isobar ∆. Here we focus for concreteness on the nucleon mass, but the
mass of the excited states can be derived by an appropriate quantization of the perturbation
modes of the instanton solution. This will be discussed in a separate work.
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ξ → 0 ξ →∞ UV IR
φ̃1
ξ → f1(r) ξ1/2φ̃1 → 0 φ̃2

1 + φ̃2
2 → 1 φ̃1 → 0

1+φ̃2
ξ → 0 ξ1/2(−1 + φ̃2)→ 0 ∂ξφ̃1 + Ãξφ̃2 → 0 ∂rφ̃2 → 0

Ãξ − φ̃1
ξ → 0 ξ3/2Ãξ → 0 ∂rÃξ → 0 Ãξ → 0

Ãr → 0 ξ3/2Ãr → 0 Ãr → 0 Ãr → 0
∂ξΦ→ 0 ξ3/2∂µ̄Φ→ 0 Φ→ 0 ∂rΦ→ 0
∂ξτ → 0 τ → τb(r) r−2 τ → 0 τ → τb(rIR)

Table 1. Gauge invariant boundary conditions for the fields of the baryon solution (4.33).

6.2 Boundary conditions for the gauge invariant fields

We are now ready to derive the boundary conditions relevant to the baryon solution. We
present here the general conditions for the gauge-invariant fields (5.6) and discuss separately
the 4 boundaries of the (ξ, r) space.

ξ = 0: the boundary conditions in the limit where the 3D radius ξ goes to 0 are chosen
as in the first column of table 1, where f1(r) is some function of the holographic coordinate.
The first 4 conditions come from requiring that L̃ (5.4) and R̃ (5.5) are well defined 5D
vectors at ξ = 0. The last two conditions respectively come from requiring that the Abelian
field strength F̂ (F.16) and the tachyon covariant derivative DMT are well defined at ξ = 0.
The detailed asymptotics of the fields in this limit are presented in appendix G.4.

UV: the boundary conditions in the UV limit r → 0, are chosen as in the third column of
table 1. The first three conditions in the column originate from requiring that there are no
sources for the gauge fields at the boundary. The fourth condition for Ãr is a consequence
of (G.7), which originates from the near-boundary analysis of the constraint (F.38). Finally,
the condition for Φ corresponds to setting the baryon chemical potential µ to 0, and that
for τ is due to our choice to work with massless quarks, as mentioned before.

The UV asymptotics of the fields are discussed in more details in appendix G.1.

ξ → ∞: the boundary conditions in the limit ξ →∞ are chosen as in the second column
of table 1 and come from requiring that the instanton energy in (5.11) is finite. In particular,
the condition for the tachyon modulus τ is that it goes to its value in vacuum τb(r). For Φ
we set the additional condition that the baryon chemical potential µ is equal to 0. Finally,
for φ̃2, the finite energy condition is

∂rφ̃2(r, ξ) →
ξ→∞

0 , (6.10)

or equivalently
φ̃2(r, ξ) →

ξ→∞
φ̃2(0,∞) . (6.11)

The value of φ̃2 on the UV boundary at ξ →∞ is determined by the requirement that the
baryon number (6.6) is equal to 1. This condition is for the tachyon phase at the boundary
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θ(r = 0, ξ) to be such that

θ(r = 0,∞)− θ(r = 0, 0) = π . (6.12)

Because the sources for the gauge fields at the boundary are required to vanish, φ̃2(r =
0, ξ) = − cos θ(r = 0, ξ). Then, from the condition that φ̃2 = −1 at ξ = 0, we deduce that
θ(r = 0, 0) = 0. (6.12) therefore implies that

φ̃2(r, ξ) →
ξ→∞

− cosπ = 1 . (6.13)

The detailed asymptotics of the fields in the limit ξ →∞ are presented in appendix G.2.

IR: the regularity conditions in the IR limit r →∞ are chosen as in the last column of
table 1. The ansatz fields obey second order differential equations, whose general solutions
are a linear combination of two independent solutions. These independent solutions can be
chosen such that one is finite in the IR while the other is singular. The regularity conditions
correspond to the choice of the IR finite solutions. In that case, the precise IR asymptotics
of the solution are presented in appendix G.3. Note that the resulting conditions match
those imposed in [68] for chiral symmetry to be broken on the IR wall:

(L−R)|rIR
= 0 ,

(
F(L)
µr + F(R)

µr

)∣∣∣
rIR

= 0 . (6.14)

As far as the tachyon modulus τ is concerned, it should match the vacuum solution far
from the baryon center, so in particular in the IR at r → ∞. The IR behavior of τ will
therefore be given by (2.24).

6.3 Boundary conditions in Lorenz gauge

The non-linear second-order differential system of equations of motion (F.38)–(F.43) is not
elliptic. This is due to the presence of constraint equations. While this is not problematic
per se, it can lead to trouble when one tries to solve the problem numerically (which we will
eventually do in an upcoming work). This is because the gauge invariance indicates that
given boundary conditions, the solution is not unique. This can be avoided, if one works
with an elliptic system instead.

Equations (F.38)–(F.43) can be recast in elliptic form if we write them in terms of the
gauge variant fields (4.13)–(4.14), and then fix the gauge with the Lorenz condition

∂rAr + ∂ξAξ = 0 . (6.15)

Note that this condition leaves a residual gauge freedom of the form

Aµ̄ → Aµ̄ + ∂µ̄f , ∂2
r f + ∂2

ξ f = 0 , f(0, ξ) = 0 . (6.16)

The convenient choice that we present below for the fixing of the residual gauge freedom (6.16)
requires to introduce an IR cut-off rIR.

The equations of motion in Lorenz gauge are listed in appendix F.1.3 and the relevant
boundary conditions written in table 2. Because of the gauge fixing these conditions contain
additional information compared with table 1 that we discuss again separately for each
boundary of the (r, ξ) space.
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ξ → 0 ξ →∞ r → 0 r → rIR →∞
∂ξφ̃1 − (Aξ + ∂ξθ)→ 0 ξ1/2φ̃1 → 0 φ̃1 → sin θ φ̃1 → 0
1+φ̃2
ξ → 0 ξ1/2

(
φ̃2 − 1

)
→ 0 φ̃2 → − cos θ ∂rφ̃2 → 0

∂ξAξ → 0 ∂ξAξ → 0 Aξ → 0 Aξ → 0
Ar → 0 ξ3/2

(
Ar − π

rIR

)
→ 0 ∂rAr → 0 ∂rAr → 0

∂ξΦ→ 0 Φ→ 0 Φ→ 0 ∂rΦ→ 0
θ → 0 θ → π

(
1− r

rIR

)
∂rθ +Ar → 0 θ → 0

∂ξτ → 0 τ → τb(r) τ → 0 τ → τb(rIR)

Table 2. Boundary conditions in Lorenz gauge.

UV: in the UV limit r → 0, the only difference with the gauge invariant conditions table 1
is the additional condition for Ar, which comes from imposing the Lorenz gauge (6.15) near
the boundary.

ξ → ∞: for compatibility with the condition (6.12) ∂ξθ should go to 0 as ξ →∞, so Aξ
should also tend to 0 according to the gauge-invariant condition in table 1. Then the Lorenz
gauge condition in the limit where ξ →∞ reads

∂rAr = 0 = −∂2
rθ , (6.17)

so that θ at ξ =∞ should be of the form

θ → π + constant× r . (6.18)

Then, for a solution with NB = 1, we proved in section 6.1 that the instanton number (6.7)
should also be equal to 1. The latter can be written as a boundary integral

Ninstanton = 1
π

∫ rIR

0
dr
[
Ar + φ̃1∂rφ̃2 − φ̃2∂rφ̃1

]ξ=∞
ξ=0

= 1
π

∫ rIR

0
dr [Ar]ξ=∞ξ=0 , (6.19)

where, to obtain the first integral above we used the boundary conditions in table 2, and
to obtain the second integral above we used the boundary conditions in table 1. We find
it convenient to choose a residual gauge (6.16) such that the instanton winding occurs at
ξ =∞.27 In this case the condition that Ãr = 0 at ξ =∞ implies that θ has to go to

θ → π

(
1− r

rIR

)
, ξ → +∞ (6.20)

ξ = 0 and IR: once (6.20) is imposed, what remains of the residual gauge freedom (6.16)
corresponds to the freedom of choosing the profile of θ on the 1-dimensional space composed
of the lines at ξ = 0 and r = rIR, with the condition that θ goes to 0 at the two endpoints
of this line. The simplest choice is to set

θ(r, 0) = θ(rIR, ξ) = 0 , (6.21)
27Another possible choice would be to place it at ξ = 0 as in [72]. That choice has the advantage that U

is regular at ξ →∞ in the limit rIR →∞, but instead it is not well defined at ξ = 0.
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for which the tachyon field is well defined at ξ = 0 and the stronger IR gauge condition
proposed in (D.24) is obeyed. Then, the boundary conditions at ξ = 0 and r = rIR come
from the gauge-invariant ones table 1, with the additional derivative constraints on Aξ and
Ar due to the gauge choice.

To summarize, these boundary conditions ensure that a topological instanton in the
bulk has finite bulk energy (therefore finite boundary mass) and unit baryon charge. The
question of solving the field equation and finding such smooth solutions must be tackled
numerically, and will be addressed in a future work.

6.4 Further comments

In the WSS model, the size of the instanton becomes small at large ’t Hooft coupling λ.
The flat space BPST instanton therefore gives a good approximation to the WSS instanton
solution near its center. By contrast, there is no possibility in V-QCD which would make
the size of the instanton parametrically small. Instead, the size is set by the mass scale of
the boundary theory which roughly corresponds to ΛQCD. The curvature of the background
space-time should therefore be taken into account in the calculation of the V-QCD instanton,
for which there is no simple BPST approximation.

Moreover, the size of the baryon of the construct is clearly Nc-independent. The reason
is that it is a solution to the gravitational equations to leading order in Nc and the solutions
are Nc independent. On the other hand, the size of the baryon is of order Λ−1

QCD.
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A Conventions and symmetry transformations

A.1 Conventions for the gauge fields

For the SU(Nf ) generators λa, A = 1, . . . N2
f − 1, we take

(λa)† = λa , Tr(λaλb) = 1
2δ

ab . (A.1)

On the other hand the normalization for the U(1) generator is

λ0 = I , (A.2)

where I is the Nf ×Nf identity matrix. For the SU(Nf ) generators λa, a = 1, . . . , N2
f − 1,

we have
[λa, λb] = ifabc λ

c , Tr(λa{λb, λc}) = dabc , (A.3)
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where fabc and dabc are, respectively, the structure constants and the normalized anomaly
Casimir for SU(Nf ). Because of (A.1) fabc and dabc are real numbers.

We define the gauge fields to be Hermitian

Aµ = AU(1)
µ I +Aaµλ

a , (A.4)

where AU(1) and Aaµ are real. In differential form notation,28 the field strength and covariant
derivative then read

F = dA− iA ∧A , D ≡ d− iA· (A.5)

where A· indicates the representation-dependent action of the gauge algebra. In particular
the Bianchi identity reads

DF = dF + iF ∧A− iA ∧ F = 0 , (A.6)

and the covariant derivative of the tachyon is given by

DT = dT + i TAL − iART DT † = dT † − iALT † + i T †AR . (A.7)

A.2 Normalization of the chiral currents

Currents are defined to be Hermitian. We decompose a U(Nf ) flavor current as

Jµ = 1
2Nf

JU(1)
µ I + Jaµλ

a. (A.8)

This decomposition corresponds to the following normalization for the currents

Ja µL,R = Trflavor
(
iq̄γµ

1± γ5
2 λaq

)
, (A.9)

J
U(1) µ
L,R = Trflavor

(
iq̄γµ

1± γ5
2 q

)
. (A.10)

Notice that the normalization of the currents and gauge field (A.4) has been chosen in such
a way that the boundary coupling of the current to the gauge field reads

2
∫
d4xTr(JµAµ) =

∫
d4x

(
JU(1)µAU(1)

µ + JaµAaµ

)
. (A.11)

A.3 Gauge transformations

Under gauge transformations with parameters (VL, VR) ∈ SU(Nf )L × SU(Nf )R, the gauge
fields and tachyon transform in the following way

AL → VLALV
†
L − idVLV

†
L , AR → VRARV

†
R − idVRV

†
R ,

FL → VL FL V
†
L , FR → VR FR V †R ,

T → VRTV
†
L , T † → VLT

†V †R .

(A.12)

28We use the conventions of appendix B of [73].
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An infinitesimal gauge transformation is defined as Vε(x) = eεΛ(x) ' 1 + εΛ(x) and the
gauge transformation of a field as A→ A+ εδΛA. From (A.12) we have then:

δΛA = −iDΛ = −i dΛ + [Λ, A] ,
δΛF = [Λ, F ] ,
δΛLT = −TΛL ,
δΛRT = ΛRT .

(A.13)

Notice that the generators of gauge transformations are antihermitian. When we decompose
them in their U(1) and SU(Nf ) parts, we will write

Λ = iαI + iΛaλa , (A.14)

with α and Λa real parameters. In particular we have, from (A.4) and (A.14)

δAU(1)
µ = ∂µα and δAaµ = (DµΛ)a . (A.15)

A.4 Discrete symmetries

We describe here the transformation properties of the flavor fields under parity and charge
conjugation. These were presented in [15].

Parity. The parity transformation is

P = P1 · P2 , (A.16)

where P2 is the action of parity on space

P2 : (x1, x2, x3)→ (−x1,−x2,−x3) , (A.17)

and P1 the action on the flavor fields.

P1 : L↔ R , T ↔ T † . (A.18)

Charge conjugation. The action of charge conjugation on the flavor fields is

C : L→ −Rt , R→ −Lt , T → T t , T † →
(
T †
)t
. (A.19)

A.5 The 2D theory for the ansatz fields

We present in this subsection conventions and definitions for the theory of the fields of the
instanton ansatz (4.13)–(4.15) and (4.25) that live on the 2D space (ξ, r) ≡ xµ̄. The first
thing to note is that we choose the following convention for the 2D Levi-Civita tensor

εξr = 1 . (A.20)

Before imposing the parity symmetry, the fields of the gauge-field ansatz exist in two
copies L and R that each have a residual gauge freedom (4.16) under which the fields have
well-defined transformation properties:
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• Φ(L/R) is neutral.

• φ(L/R) ≡ φ(L/R)
1 + iφ

(L/R)
2 has charge 1.

• A
(L/R)
µ̄ ≡

(
A

(L/R)
ξ , A

(L/R)
r

)
is the gauge field.

From these, we construct the L/R covariant derivatives of the complex scalars φ(L/R) under
the residual gauge freedom

Dµ̄φ
(L/R) ≡

(
∂µ̄ − iA(L/R)

µ̄

)
φ(L/R) , (A.21)

which in component reads

Dµ̄φ
(L/R)
1 = ∂µ̄φ

(L/R)
1 +A

(L/R)
µ̄ φ

(L/R)
2 , Dµ̄φ

(L/R)
2 = ∂µ̄φ

(L/R)
2 −A(L/R)

µ̄ φ
(L/R)
1 .

(A.22)
We define also the gauge-invariant field strength for A(L/R)

µ̄

F
(L/R)
µ̄ν̄ = ∂µ̄A

(L/R)
ν̄ − ∂ν̄A(L/R)

µ̄ . (A.23)

Once the parity symmetry (4.19)–(4.21) is imposed, the L/R fields collapse into a single set
with the residual gauge freedom (4.23). Also, the ansatz for the tachyon takes the form
of (4.27) and the tachyon phase θ can be absorbed into the gauge fields to build gauge
invariant quantities (5.6)

Ãµ̄ ≡ Aµ̄ + ∂µ̄θ , φ̃ ≡ eiθφ . (A.24)

B The P-odd instanton

We justify in this appendix the statement made in section 4 that a baryon state in the
boundary theory corresponds to an axial instanton for the bulk gauge fields, that is an
instanton solution even under parity

P : x→ −x , L↔ R , (B.1)

and that a P-odd instanton cannot have a finite energy. This implies that not only a P-odd
instanton cannot generate baryon number, but also does not correspond to any other finite
energy state in the boundary theory.

Requiring the ansatz to be P-odd imposes the following relation between the left and
right-handed ansatz fields, instead of (4.19)–(4.21)

A1 ≡ AL1 = AR1 , A2 ≡ AL2 = AR2 , (B.2)

φ1 ≡ φL1 = φR1 , φ2 ≡ φL2 = −φR2 − 2 , (B.3)

Φ ≡ ΦL = −ΦR . (B.4)

Note that, because of the condition for φ2 (B.3), the P-odd ansatz completely fixes the
residual gauge (4.16). The P-odd tachyon ansatz is

T SU(2) = iτ(r, ξ) exp
(
iθ(r, ξ)x · σ

ξ

)
, τ, θ ∈ R . (B.5)
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We still consider the chiral limit where the quark masses are equal to 0. In this case, due to
the factor i, the P-odd ansatz is not continuously connected to a vacuum state with tachyon
UV asymptotics given by (2.20). It is rather connected to a U(1)A rotation of the vacuum,
which is not degenerate with the vacuum due to the U(1)A anomaly. There is therefore no
such thing as a static P-odd instanton solution taking root on the vacuum. This result can
be interpreted as the bulk equivalent of the non-conservation of the U(1)A charge.

C The DBI contribution to the equations of motion

The DBI equations of motion for the flavor sector are obtained from varying (2.38) with
respect to the gauge fields L and R and the tachyon field τ .

Abelian EoM. The left-handed Abelian equations of motion are obtained to be

∂N

[
Vf (λ, τ2)

√
−det g̃(L)w×

×
(
L(L)

(
(g̃(L))−1

)[MN ]
+ 1

4w
2Tr

(
FMS

(L) F
(L)N
S − FNS(L) F

(L)M
S

)
−

−1
4w

2Tr
(
F (L)[MN ]F

(L)C
C

)
− 1

2κτ
2S[MN ]

)]
=

= 1
4Vf (λ, τ2)

(√
−det g̃(L)

(
(g̃(L))−1

)(MN)
+
√
−det g̃(R)

(
(g̃(R))−1

)(MN)
)
×

× κτ2Tr
[
iDNU

†U + h.c.
]

+ Ĵ
(L)
CS , (C.1)

where the indices are raised according to (2.35). Note that, because g̃ is not symmetric,
SMN is a priori not symmetric either. We denoted by L(L/R) the left-handed/right-handed
integrand of (2.38) divided by Vf (λ, τ2)

√
−det g̃(L/R)

L(L/R) ≡ 1
2 + 1

4κτ
2
((
g̃(L/R)

)−1
)(MN)

SMN (C.2)

− 1
8w

2
((
g̃(L/R)

)−1
)MN ((

g̃(L/R)
)−1

)PQ
TrF (L/R)

NP F
(L/R)
QM

+ 1
16w

2Tr
(((

g̃(L/R)
)−1

)[MN ]
F

(L/R)
NM

)2

,

and the contribution from the TCS action to the Abelian EoMs is denoted by ĴCS

− 1
M3Nc

δL̂SCS = δL̂ ∧ Ĵ (L)
CS , (C.3)

and likewise for R. The right-handed equations of motion are the same29 upon L ↔ R

and U ↔ U †.
29Here it shouldn’t be forgotten that it also changes the definition of the raising of indices.
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Tachyon EoM. Because it also appears in the effective metric (2.34), the equations of
motion for the modulus of the tachyon field have a form similar to the Abelian gauge field
equations of motion

∂N

[
Vf (λ, τ2)

√
−det g̃(L)κ∂Mτ×

×
(
L(L)

((
g̃(L)

)−1
)(MN)

+ 1
4w

2Tr
(
FMS

(L) F
(L)N
S + FNS(L) F

(L)M
S

)
−1

4w
2Tr

(
F (L)(MN)F

(L)C
C

)
− 1

2κτ
2S(MN)

)
+ (L↔ R)

]
=

= Vf (λ, τ2)
[√
−det g̃(L)

(
1
2

((
g̃(L)

)−1
)(MN)

κτSMN + 1
Vf

δVf
δτ
L(L)

)
+ (L↔ R)

]
+

+ JτCS , (C.4)

where the contribution of the TCS action to the tachyon EoM is denoted by JτCS

− 1
M3Nc

δτSCS = δτJτCS . (C.5)

The equations of motion for U are

1
4

[
D(M

(
Vf (λ, τ2)κτ2

√
−det g̃(L)

((
g̃(L)

)−1
)(MN)

DN)U
†
)
U−h.c.+(L↔ R)

]
= JUCS ,

(C.6)
where the contribution of the CS action to the U EoM is denoted by JUCS

− 1
M3Nc

δUSCS = Tr
(
δUJUCSU

†
)
. (C.7)

Non-Abelian EoM. As the non-Abelian part of the gauge fields does not appear in the
effective metric g̃, the DBI contribution to the non-Abelian equations of motion is much
simpler than for the Abelian part and the tachyon

1
2DN

[
Vf (λ, τ2)

√
−det g̃(L)w2

(1
2F

(L)[NM ] − 1
4
(
(g̃(L))−1

)[NM ]
F

(L)C
C

)]
= (C.8)

= 1
8Vf (λ, τ2)

(√
−det g̃(L)

((
g̃(L)

)−1
)(MN)

+
√
−det g̃(R)

((
g̃(R)

)−1
)(MN)

)
×

× κτ2
(
iDNU

†U − 1
Nf

Tr(iDNU
†U) + h.c.

)
+ J

(L)
CS ,

and the right-handed equations are obtained by exchanging (L ↔ R) and U ↔ U †. The
contribution of the TCS action to the non-Abelian EoMs is denoted by JCS

− 1
M3Nc

δLSCS = δLa ∧ J (L) a
CS , (C.9)

and likewise for R.
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D Tachyon-dependent Chern-Simons terms

In this appendix, we discuss the TCS action for a tachyon proportional to a unitary
matrix (T = τU).

First, we construct the most general single-trace Ω5 form out of the fields τ , U , L and R,
which is invariant under global SU(Nf )L×SU(Nf )R transformations. Moreover, the exterior
derivative F6 = dΩ5 must be gauge invariant (i.e., invariant under local transformations
also), and have the expected eigenvalues under parity and charge conjugation. That is,
we require that our ansatz for Ω5 is odd under the action of the P1 operator and charge
conjugation even, with definitions of appendix A.

In order to write down our ansatz, we first construct all possible single trace 5-forms
and 4-forms built out of the non-Abelian 1-forms L/R and DU = dU − iRU + iUL as well
as the 2-forms F (L/R) (recall that DU † = −U †DUU † is not independent). They are then
made covariant under global transformations by adding instances U or U † in the traces.
We then apply the projector I + P1 − C − P1C on the forms, which projects to the P1-odd
C-even subspace. This leaves us with 45 independent P odd and C even 5-forms, which
we denote by F (i)

5 [U,L,R], and 11 independent 4-forms, which we denote by F (i)
4 [U,L,R].

The complete list of 4-forms is given by

F
(1)
4 = Tr

(
L ∧ F(L)U † ∧DU

)
+ Tr

(
LU † ∧DU ∧ F(L)

)
+

+ Tr
(
R ∧DUU † ∧ F(R)

)
+ Tr

(
R ∧ F(R) ∧DUU †

)
F

(2)
4 = Tr

(
LU † ∧DUU † ∧ F(R)U

)
+ Tr

(
LU † ∧ F(R) ∧DU

)
+

+ Tr
(
RU ∧ F(L)U † ∧DUU †

)
+ Tr

(
R ∧DU ∧ F(L)U †

)
F

(3)
4 = −Tr

(
L ∧ LU † ∧DUU † ∧RU

)
+ Tr

(
LU † ∧DUU † ∧R ∧RU

)
+

+ Tr
(
L ∧ LU † ∧R ∧DU

)
+ Tr

(
LU † ∧R ∧R ∧DU

)
F

(4)
4 = Tr

(
L ∧ F(L)U † ∧RU

)
+ Tr

(
LU † ∧RU ∧ F(L)

)
+

+ Tr
(
LU † ∧R ∧ F(R)U

)
+ Tr

(
LU † ∧ F(R) ∧RU

)
F

(5)
4 = −Tr

(
L ∧ L ∧ LU † ∧DU

)
− Tr

(
R ∧R ∧R ∧DUU †

)
F

(6)
4 = Tr

(
L ∧ L ∧ LU † ∧RU

)
+ Tr

(
LU † ∧R ∧R ∧RU

)
F

(7)
4 = Tr

(
LU † ∧DUU † ∧DUU † ∧RU

)
+ Tr

(
LU † ∧R ∧DUU † ∧DU

)
F

(8)
4 = Tr

(
R ∧DUU † ∧R ∧DUU †

)
− Tr

(
LU † ∧DU ∧ LU † ∧DU

)
F

(9)
4 = Tr

(
LU † ∧R ∧DUU † ∧RU

)
− Tr

(
LU † ∧RU ∧ LU † ∧DU

)
F

(10)
4 = −Tr

(
LU † ∧DUU † ∧DUU † ∧DU

)
− Tr

(
R ∧DUU † ∧DUU † ∧DUU †

)
F

(11)
4 = Tr

(
LU † ∧RU ∧ LU † ∧RU

)
(D.1)

The complete list of 5-forms is the following:

F
(1)
5 = Tr

(
DU ∧ F(L) ∧ F(L)U †

)
+ Tr

(
DUU † ∧ F(R) ∧ F(R)

)
(D.2)
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F
(2)
5 = Tr

(
DU ∧ F(L)U † ∧DUU † ∧DUU †

)
+ Tr

(
DUU † ∧DUU † ∧DUU † ∧ F(R)

)
F

(3)
5 = Tr

(
DUU † ∧ F(R)U ∧ F(L)U †

)
+ Tr

(
DU ∧ F(L)U † ∧ F(R)

)
F

(4)
5 = Tr

(
DUU † ∧DUU † ∧DUU † ∧DUU † ∧DUU †

)
F

(5)
5 = Tr (L ∧ L ∧ L ∧ L ∧ L)− Tr (R ∧R ∧R ∧R ∧R)

F
(6)
5 = Tr

(
L ∧ L ∧ L ∧ LU † ∧RU

)
− Tr

(
LU † ∧R ∧R ∧R ∧RU

)
F

(7)
5 = Tr

(
L ∧ L ∧ L ∧ LU † ∧DU

)
+ Tr

(
R ∧R ∧R ∧R ∧DUU †

)
F

(8)
5 = Tr

(
L ∧ L ∧ LU † ∧R ∧RU

)
− Tr

(
L ∧ LU † ∧R ∧R ∧RU

)
F

(9)
5 = Tr

(
L ∧ L ∧ LU † ∧DUU † ∧RU

)
+ Tr

(
LU † ∧DUU † ∧R ∧R ∧RU

)
+

+ Tr
(
L ∧ L ∧ LU † ∧R ∧DU

)
+ Tr

(
LU † ∧R ∧R ∧R ∧DU

)
F

(10)
5 = Tr

(
L ∧ L ∧ LU † ∧DUU † ∧DU

)
− Tr

(
R ∧R ∧R ∧DUU † ∧DUU †

)
F

(11)
5 = Tr

(
L ∧ LU † ∧RU ∧ LU † ∧RU

)
− Tr

(
LU † ∧R ∧RU ∧ LU † ∧RU

)
F

(12)
5 = Tr

(
L ∧ LU † ∧RU ∧ LU † ∧DU

)
+ Tr

(
L ∧ LU † ∧DU ∧ LU † ∧RU

)
+

+ Tr
(
LU † ∧R ∧R ∧DUU † ∧RU

)
+ Tr

(
LU † ∧R ∧DUU † ∧R ∧RU

)
F

(13)
5 = Tr

(
L ∧ LU † ∧DUU † ∧R ∧RU

)
+ Tr

(
L ∧ LU † ∧R ∧R ∧DU

)
F

(14)
5 = Tr

(
L ∧ LU † ∧R ∧DUU † ∧RU

)
+ Tr

(
LU † ∧R ∧RU ∧ LU † ∧DU

)
F

(15)
5 = Tr

(
L ∧ LU † ∧DUU † ∧DUU † ∧RU

)
+

− Tr
(
LU † ∧DUU † ∧DUU † ∧R ∧RU

)
+

+ Tr
(
L ∧ LU † ∧R ∧DUU † ∧DU

)
− Tr

(
LU † ∧R ∧R ∧DUU † ∧DU

)
F

(16)
5 = Tr

(
L ∧ LU † ∧DU ∧ LU † ∧DU

)
− Tr

(
R ∧R ∧DUU † ∧R ∧DUU †

)
F

(17)
5 = Tr

(
L ∧ LU † ∧DUU † ∧R ∧DU

)
− Tr

(
LU † ∧DUU † ∧R ∧R ∧DU

)
F

(18)
5 = Tr

(
L ∧ LU † ∧DUU † ∧DUU † ∧DU

)
+

+ Tr
(
R ∧R ∧DUU † ∧DUU † ∧DUU †

)
F

(19)
5 = Tr

(
LU † ∧R ∧DU ∧ LU † ∧RU

)
+ Tr

(
LU † ∧RU ∧ LU † ∧DUU † ∧RU

)
F

(20)
5 = Tr

(
LU † ∧RU ∧ LU † ∧DUU † ∧DU

)
+

− Tr
(
LU † ∧R ∧DUU † ∧DUU † ∧RU

)
F

(21)
5 = Tr

(
LU † ∧DU ∧ LU † ∧DUU † ∧RU

)
+

− Tr
(
LU † ∧DUU † ∧R ∧DUU † ∧RU

)
+

+ Tr
(
LU † ∧R ∧DU ∧ LU † ∧DU

)
− Tr

(
LU † ∧R ∧DUU † ∧R ∧DU

)
F

(22)
5 = Tr

(
LU † ∧DUU † ∧DUU † ∧DUU † ∧RU

)
+
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+ Tr
(
LU † ∧R ∧DUU † ∧DUU † ∧DU

)
F

(23)
5 = Tr

(
LU † ∧DU ∧ LU † ∧DUU † ∧DU

)
+

+ Tr
(
R ∧DUU † ∧R ∧DUU † ∧DUU †

)
F

(24)
5 = Tr

(
LU † ∧DUU † ∧R ∧DUU † ∧DU

)
+

+ Tr
(
LU † ∧DUU † ∧DUU † ∧R ∧DU

)
F

(25)
5 = Tr

(
LU † ∧DUU † ∧DUU † ∧DUU † ∧DU

)
+

− Tr
(
R ∧DUU † ∧DUU † ∧DUU † ∧DUU †

)
F

(26)
5 = Tr

(
L ∧ L ∧ L ∧ F(L)

)
− Tr

(
R ∧R ∧R ∧ F(R)

)
F

(27)
5 = Tr

(
L ∧ L ∧ LU † ∧ F(R)U

)
− Tr

(
R ∧R ∧RU ∧ F(L)U †

)
F

(28)
5 = Tr

(
L ∧ L ∧ F(L)U † ∧RU

)
+ Tr

(
L ∧ LU † ∧RU ∧ F(L)

)
+

− Tr
(
LU † ∧R ∧R ∧ F(R)U

)
− Tr

(
LU † ∧ F(R) ∧R ∧RU

)
F

(29)
5 = −Tr

(
L ∧ F(L)U † ∧R ∧RU

)
− Tr

(
LU † ∧R ∧RU ∧ F(L)

)
+

+ Tr
(
L ∧ LU † ∧R ∧ F(R)U

)
+ Tr

(
L ∧ LU † ∧ F(R) ∧RU

)
F

(30)
5 = Tr

(
L ∧ L ∧ F(L)U † ∧DU

)
+ Tr

(
L ∧ LU † ∧DU ∧ F(L)

)
+

+ Tr
(
R ∧R ∧DUU † ∧ F(R)

)
+ Tr

(
R ∧R ∧ F(R) ∧DUU †

)
F

(31)
5 = Tr

(
L ∧ LU † ∧DUU † ∧ F(R)U

)
+ Tr

(
L ∧ LU † ∧ F(R) ∧DU

)
+

+ Tr
(
R ∧RU ∧ F(L)U † ∧DUU †

)
+ Tr

(
R ∧R ∧DU ∧ F(L)U †

)
F

(32)
5 = Tr

(
L ∧ F(L) ∧ LU † ∧RU

)
− Tr

(
LU † ∧R ∧ F(R) ∧RU

)
F

(33)
5 = Tr

(
LU † ∧RU ∧ LU † ∧ F(R)U

)
− Tr

(
LU † ∧RU ∧ F(L)U † ∧RU

)
F

(34)
5 = Tr

(
L ∧ F(L)U † ∧DUU † ∧RU

)
+ Tr

(
LU † ∧R ∧DU ∧ F(L)

)
+

+ Tr
(
LU † ∧DUU † ∧ F(R) ∧RU

)
+ Tr

(
LU † ∧R ∧ F(R) ∧DU

)
F

(35)
5 = Tr

(
LU † ∧RU ∧ F(L)U † ∧DU

)
+ Tr

(
LU † ∧DU ∧ F(L)U † ∧RU

)
+

+ Tr
(
LU † ∧R ∧DUU † ∧ F(R)U

)
+ Tr

(
LU † ∧ F(R) ∧DUU † ∧RU

)
F

(36)
5 = Tr

(
L ∧ F(L) ∧ LU † ∧DU

)
+ Tr

(
R ∧DUU † ∧R ∧ F(R)

)
F

(37)
5 = Tr

(
LU † ∧DU ∧ LU † ∧ F(R)U

)
+ Tr

(
R ∧DUU † ∧RU ∧ F(L)U †

)
F

(38)
5 = Tr

(
LU † ∧DUU † ∧RU ∧ F(L)

)
+ Tr

(
L ∧ F(L)U † ∧R ∧DU

)
+

+ Tr
(
LU † ∧DUU † ∧R ∧ F(R)U

)
+ Tr

(
LU † ∧ F(R) ∧R ∧DU

)
F

(39)
5 = Tr

(
L ∧ F(L)U † ∧DUU † ∧DU

)
+ Tr

(
LU † ∧DUU † ∧DU ∧ F(L)

)
+

− Tr
(
R ∧DUU † ∧DUU † ∧ F(R)

)
− Tr

(
R ∧ F(R) ∧DUU † ∧DUU †

)
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F
(40)
5 = Tr

(
LU † ∧DUU † ∧DUU † ∧ F(R)U

)
+ Tr

(
LU † ∧ F(R) ∧DUU † ∧DU

)
+

− Tr
(
RU ∧ F(L)U † ∧DUU † ∧DUU †

)
− Tr

(
R ∧DUU † ∧DU ∧ F(L)U †

)
F

(41)
5 = Tr

(
LU † ∧DU ∧ F(L)U † ∧DU

)
− Tr

(
R ∧DUU † ∧ F(R) ∧DUU †

)
F

(42)
5 = Tr

(
LU † ∧DUU † ∧ F(R) ∧DU

)
− Tr

(
R ∧DU ∧ F(L)U † ∧DUU †

)
F

(43)
5 = Tr

(
L ∧ F(L) ∧ F(L)

)
− Tr

(
R ∧ F(R) ∧ F(R)

)
F

(44)
5 = Tr

(
L ∧ F(L)U † ∧ F(R)U

)
+ Tr

(
LU † ∧ F(R)U ∧ F(L)

)
+

− Tr
(
R ∧ F(R)U ∧ F(L)U †

)
− Tr

(
RU ∧ F(L)U † ∧ F(R)

)
F

(45)
5 = Tr

(
LU † ∧ F(R) ∧ F(R)U

)
− Tr

(
RU ∧ F(L) ∧ F(L)U †

)
The most general single-trace ansatz for Ω5 which is covariant under the global transforma-
tions and has the desired P and C eigenvalues can therefore be written as

Ω5 =
45∑
i=1

f̄i(τ)F (i)
5 [U,L,R] + dτ ∧

11∑
i=1

gi(τ)F (i)
4 [U,L,R] (D.3)

where we added the most general dependence on the scalar τ . Notice that the Ansatz
includes 56 arbitrary functions of τ .

Requiring that dΩ5 is gauge invariant, i.e., requiring that δdΩ5 = 0, sets 41 conditions
for the functions f̄i, gi, of which 29 are algebraic and 12 involve their first derivatives. This
reduces the number of free functions down to 15. Notice that the latter 12 constraints are
differential equations, the solutions of which contain 12 integration constants. We comment
on these integration constants below.

As it turns out, the result for Ω5 after imposing the above constraints is something one
could have guessed from the start: it is given as a sum of two terms, where the first term
(involving 4 of the 15 free functions) is explicitly gauge invariant and the second term is a
closed form (involving 11 of the 15 free functions). For such a solution, it is immediate that
indeed δdΩ5 = 0. The solution may be written explicitly as

Ω5 = Ω0
5 + Ωc

5 + dG4 , (D.4)

where

Ω0
5 = f1 (τ)

[
Tr
(
DU ∧ F(L) ∧ F(L)U †

)
+ Tr

(
DUU † ∧ F(R) ∧ F(R)

)]
+

+ f2 (τ)
[
Tr
(
DU ∧ F(L)U † ∧DUU † ∧DUU †

)
+

+ Tr
(
DUU † ∧ F(R) ∧DUU † ∧DUU †

)]
+

+ f3 (τ)
[
Tr
(
DUU † ∧ F(R)U ∧ F(L)U †

)
+ Tr

(
DU ∧ F(L)U † ∧ F(R)

)]
+

+ f4 (τ)Tr
(
DUU † ∧DUU † ∧DUU † ∧DUU † ∧DUU †

)
(D.5)

is the gauge-invariant term and Ωc
5 +dG4 is the closed term. The latter was, for convenience,

divided into two parts, where

Ωc
5 = g0Tr

((
U †dU

)5
)

(D.6)
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with g0 a constant, and G4 is a general P1 odd and C even 4-form, i.e.,

G4 =
11∑
i=1

hi(τ)F (i)
4 [U,L,R] . (D.7)

(Note that gi(τ) = h′i(τ).)
Several comments are in order. Notice that the gauge invariant term is indeed the most

general P1-odd C-even 5-form composed of the covariant forms DU , F(L), and F(R). Only
this term contributes to the F6 = dΩ5, which is given as

F6 = dτ∧
{
f ′1 (τ)

[
Tr
(
DU∧F(L)∧F(L)U †

)
+Tr

(
DUU †∧F(R)∧F(R)

)]
+

+f ′2 (τ)
[
Tr
(
DU∧F(L)U †∧DUU †∧DUU †

)
+Tr

(
DUU †∧F(R)∧DUU †∧DUU †

)]
+

+f ′3 (τ)
[
Tr
(
DUU †∧F(R)U∧F(L)U †

)
+Tr

(
DU∧F(L)U †∧F(R)

)]
+

+f ′4 (τ)Tr
(
DUU †∧DUU †∧DUU †∧DUU †∧DUU †

)}
+

+f1 (τ)
[
Tr
(
DU∧F(L)∧F(L)U †∧DUU †

)
+Tr

(
DUU †∧DUU †∧F(R)∧F(R)

)
+

−iTr
(
F(L)∧F(L)U †∧F(R)U

)
+iTr

(
F(L)U †∧F(R)∧F(R)U

)
+

+iTr
(
F(L)∧F(L)∧F(L)

)
−iTr

(
F(R)∧F(R)∧F(R)

)]
+

+f2 (τ)
[
−2iTr

(
DU∧F(L)U †∧DUU †∧F(R)

)
+

−2iTr
(
DU∧F(L)∧F(L)U †∧DUU †

)
+

+Tr
(
DU∧F(L)U †∧DUU †∧DUU †∧DUU †

)
+

−2iTr
(
DUU †∧DUU †∧F(R)∧F(R)

)
+

+Tr
(
DUU †∧DUU †∧DUU †∧DUU †∧F(R)

)]
+

+2f3 (τ)
[
Tr
(
DU∧F(L)U †∧DUU †∧F(R)

)
+

+iTr
(
F(L)∧F(L)U †∧F(R)U

)
−iTr

(
F(L)U †∧F(R)∧F(R)U

)]
+

−5if4 (τ)
[
Tr
(
DU∧F(L)U †∧DUU †∧DUU †∧DUU †

)
+

+Tr
(
DUU †∧DUU †∧DUU †∧DUU †∧F(R)

)]
(D.8)

In particular, the 6-form derived by using the flat space expression in [15] is obtained for

f1 (τ) = −1
6e
−τ2

, f2 (τ) = i

12
(
1 + τ2

)
e−τ

2
,

f3 (τ) = − 1
12e

−τ2
, f4 (τ) = 1

120
(
2 + 2τ2 + τ4

)
e−τ

2
. (D.9)

Moreover, we require that the bulk action agrees in the chirally symmetric case, τ = 0 and
U = I, with the standard expression

Ω0
5 = − i6Tr

(
L(F(L))2 + i

2L3F(L) − 1
10L5 − (L↔ R)

)
(D.10)
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up to boundary terms. This is the case if

f1(0) = −1
6 , f2(0) = i

12 , f3(0) = − 1
12 , f4(0) = 1

60 . (D.11)

Notice that the choice in (D.9) satisfies these conditions.
In (D.4) Ωc

5 is a closed 5-form which cannot be expressed globally as a total exterior
derivative. This form is related to the fifth de Rham cohomology group H5(SU(Nf )L ×
SU(Nf )R/SU(Nf )V ) which reduces to the class of Tr((dUU−1)5).

We then comment on the 12 integration constants mentioned above. We find that these
correspond to shifts of various linear combinations of the functions f̄i in (D.3). In more
detail, the 12 conditions involving derivatives are of the form

d

dτ

(
linear combinations of f̄i

)
= linear combinations of gi (D.12)

Instead of solving these conditions for f̄i one can eliminate the gi’s (as we have in practice
done above by using the functions hi instead in (D.7), which are derivatives of the gi’s), in
which case the question of the integration constants does not arise explicitly. However notice
that there are only 11 functions gi (and equivalently 11 hi’s) but there are 12 conditions so
only 11 of the constants can be removed this way and one of them remains. It is tempting
to identify 11 of the integration constants with the freedom of adding

11∑
i=1

CiF
(i)
4 [U,L,R] (D.13)

in the closed contribution to Ω5. However explicit computation shows that this is not pre-
cisely correct: one also needs to include contributions from the gauge invariant terms (D.5).
Nevertheless, the conclusion is that 11 of the constants can be absorbed in the functions
hi(τ) and fi(τ) without loss of generality. The remaining integration constant however
cannot be absorbed in this way: it is identified as the constant g0 in (D.6) — again explicit
computation shows that it is actually a combination of g0 and a constant term in the
function f4 in (D.5). Despite these technical complications, the computation shows that
the result in (D.4)–(D.7) is consistent.

The result for Ω5 is then constrained by requiring that it produces the correct QCD flavor
anomaly at the boundary. To do this we first compute the (linearized) gauge transformation
of the pure gauge term:

δΩc
5 = 5g0d

{
Tr
[
ΛLd

((
U †dU

)3
)

+ ΛRd
((

dUU †
)3
)]}

. (D.14)

Moreover, the gauge transformation of the dG4 can be written as

dδG4 = d[Tr(ΛLdG3L + ΛRdG3R)] (D.15)

where the 3-forms can be found by computing the gauge transformation of G4,

δG4 = −Tr[dΛL ∧G3L + dΛR ∧G3R] . (D.16)
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Matching with the QCD anomalies therefore requires that, at the boundary,

Tr [ΛLdG3L + ΛRdG3R] + 5g0Tr
[
ΛLd

((
U †dU

)3
)

+ ΛRd
((

dUU †
)3
)]

= −1
6Tr

[
ΛL
(

(dL)2 − i

2d
(
L3
))
− (L↔ R)

]
. (D.17)

This equation fixes the boundary values of all the functions hi in G4 and the value of the
constant g0:

g0 = − 1
60 , h1(0) = 1

12 , h2(0) = 1
24 , h3(0) = i

24 , h4(0) = i

24 ,

h5(0) = − i

12 , h6(0) = − 1
12 , h7(0) = 1

12 , h8(0) = 1
24 , h9(0) = i

12 ,

h10(0) = i

12 , h11(0) = 1
24 . (D.18)

Notice that since dG4 integrates to a boundary term,
∫

Ω5 is therefore determined up to the
four functions fi, assuming that there is no IR boundary contribution. As for the G4, this
can be ensured by choosing the hi such that they vanish in the IR. The IR contribution
from Ωc

5, however cannot be eliminated by the remaining freedom in the choice of the 5-form.
Therefore the vanishing of this contribution needs to be required as an additional constraint
on the solutions. We shall discuss this point in more detail below.

After imposing the constraints, the explicit form for G4 at the boundary reads

24G4
∣∣
bdry = 2

[
Tr
(
L∧F(L)U †∧DU

)
+Tr

(
LU †∧DU∧F(L)

)
+ (D.19)

+Tr
(
R∧DU U †∧F(R)

)
+Tr

(
R∧F(R)∧DU U †

)]
+

+
[
Tr
(
LU †∧DU U †∧F(R)U

)
+Tr

(
LU †∧F(R)∧DU

)
+

+Tr
(
R∧DU∧F(L)U †

)
+Tr

(
RU∧F(L)U †∧DU U †

)]
+

+i
[
−Tr

(
L∧LU †∧DU U †∧RU

)
+Tr

(
L∧LU †∧R∧DU

)
+

+Tr
(
LU †∧R∧R∧DU

)
+Tr

(
LU †∧DU U †∧R∧RU

)]
+

+i
[
Tr
(
L∧F(L)U †∧RU

)
+Tr

(
LU †∧RU∧F(L)

)
+

+Tr
(
LU †∧R∧F(R)U

)
+Tr

(
LU †∧F(R)∧RU

)]
+

+2i
[
Tr
(
L∧L∧LU †∧DU

)
+Tr

(
R∧R∧R∧DU U †

)]
+

−2
[
Tr
(
L∧L∧LU †∧RU

)
+Tr

(
LU †∧R∧R∧RU

)]
+

+2
[
Tr
(
LU †∧DU U †∧DU U †∧RU

)
+Tr

(
LU †∧R∧DU U †∧DU

)]
+

+
[
−Tr

(
LU †∧DU∧LU †∧DU

)
+Tr

(
R∧DU U †∧R∧DU U †

)]
+

+2i
[
−Tr

(
LU †∧RU∧LU †∧DU

)
+Tr

(
LU †∧R∧DU U †∧RU

)]
+

−2i
[
Tr
(
LU †∧DU U †∧DU U †∧DU

)
+Tr

(
R∧DU U †∧DU U †∧DU U †

)]
+

+Tr
(
LU †∧RU∧LU †∧RU

)
.
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Our final result can then be compared to the chiral Lagrangian Wess-Zumino term
written in [20] and given below in (D.62). We find that
∫

Ωc
5 +

∫
G4
∣∣
bdry = 40i π2

Nc
SWZ + 1

24

∫
d
[
Tr
(
LU † ∧ dRU

)
− Tr

(
RU ∧ dLU †

)]
(D.20)

where SWZ is the action from this reference, discussed below in appendix D.3. That is,
the expressions agree up to a derivative term, which is C-odd. Notice that adding such a
derivative in G4 would leave Ω5 unchanged. Because none of the P1-odd C-even forms F (i)

4
is gauge invariant, there is no freedom of adding gauge invariant terms such as (D.61) below.
Moreover, the normalization of the action also agrees (up to differences in sign conventions)
with [20].

IR contribution from Ωc
5. We investigate here the contribution to

∫
Ωc

5 — where Ωc
5 is

the non-exact closed part of the TCS 5-form (D.6) — that comes from the singular IR point
at r →∞, and determine the condition for it to vanish. This will put constraints on the
extreme IR behavior (r →∞) of the gauge transformations that are allowed in the bulk.

Ωc
5 is a closed form, so in principle it can be written locally as the exterior derivative of

some 4-form ω4. However, as noted in [19], there is no way to find an explicit expression in
terms of U for such an ω4. On the other hand, what can be done is to write ω4 order by
order in the pion field Π defined as

U = e
2i
fπ

Π
. (D.21)

Up to order O(Π7), we find that locally Ωc
5 is equal to

Ωc
5 = g0Tr

{
i

( 2
fπ

)5
d
(
Π (dΠ)4

)}
+ (D.22)

+ g0Tr
{ 160i

21f7
π

d
(
3Π2dΠ ∧ΠdΠ3+3ΠdΠ ∧ΠdΠ ∧ΠdΠ2−2Π3dΠ4

)
+O

(
Π8
)}
,

where all higher orders will also be written as the exterior derivative of a 4-form containing
four exterior derivatives of Π. When integrating over the bulk, Ωc

5 expanded in powers of Π
can therefore be written as a boundary integral, with contributions from the UV boundary
and IR singularity

∫
Ωc

5 = ig0

( 2
fπ

)5 [∫
Tr
{

Π (dΠ)4
}]IR

UV
+ (D.23)

+ ig0
160
21f7

π

[ ∫
Tr
{

3Π2dΠ ∧ΠdΠ3+

+ 3ΠdΠ ∧ΠdΠ ∧ΠdΠ2 − 2Π3dΠ4 +O
(
Π8
)}]IR

UV

.

So the condition for the IR contribution to vanish at all orders in Π, is for the derivative of
Π (or equivalently U) in one of the boundary coordinates xµ to be identically 0 in the IR.
Note that it is always obeyed by the instanton ansatz (4.27) because of its invariance under
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time reversal. Also, we expect that it should be possible for physically relevant solutions to
impose the more natural stronger condition

∂µU(x, r) →
r→∞

0 , (D.24)

which is Lorentz invariant.

D.1 Baryon charge

We now check the coupling of the non-Abelian fields to the Abelian vectorial charge. To
do this, we separate the vectorial Abelian term by replacing L/R → Φ + L/R (see (4.4)).
Notice that here Φ is a generic Abelian one-form, Φ = ΦMdx

M , where the index M runs
over all the five coordinates. Consequently, the field strengths are replaced using the rules
F(L/R) → dΦ + F (L/R), while DU is unchanged. Therefore the bulk term becomes

Ω0
5 = Ω0

5
∣∣
Φ=0 + 2dΦ ∧ (f1 (τ) + f3 (τ)) Tr

[
DU ∧

(
F (L)U † + U †F (R)

)]
+ (D.25)

+ 2dΦ ∧ f2 (τ) Tr
[(
DU U †

)3
]

+ 2 (f1 (τ) + f3 (τ)) dΦ ∧ dΦ ∧ Tr
(
DU U †

)
.

Notice that gauge invariance of these terms guarantees that the dependence on Φ is through
the derivative. Moreover only the functions f1 + f3 and f2 appear in the coupling term.
For this expression, the constraints (D.11) impose that

f1(0) + f3(0) = −1
4 , f2(0) = i

12 . (D.26)

For the Ω5 of [15], we find that

f1(τ) + f3(τ) = −1
4e
−τ2

, f2(τ) = i

12
(
1 + τ2

)
e−τ

2
. (D.27)

As it turns out, it is convenient to rewrite the coupling as

Ω0
5 =Ω0

5
∣∣
Φ=0+2(f1 (τ)+f3 (τ))dΦ∧dΦ∧Tr

(
DU U †

)
+

−2Φ∧d
{

(f1 (τ)+f3 (τ))Tr
[
DU∧

(
F (L)U †+U †F (R)

)]
+f2 (τ)Tr

[(
DU U †

)3
]}

+

+2d
{

Φ∧(f1 (τ)+f3 (τ))Tr
[
DU∧

(
F (L)U †+U †F (R)

)]
+f2 (τ)Tr

[(
DU U †

)3
]}

.

(D.28)

There are also boundary terms involving Φ, which arise from G4. They can be written as

G4
∣∣
bdry = G4

∣∣
Φ=0 + 1

12Φ ∧
[
− 4iTr

(
L ∧ F (L)

)
+ Tr (L ∧ L ∧ L) + 4iTr

(
R ∧ F (R)

)
+

− Tr (R ∧R ∧R) + 6Tr
(
DU ∧ F (L)U †

)
+ 6Tr

(
DUU † ∧ F (R)

)
+

− 2iTr
(
DUU † ∧DUU † ∧DUU †

) ]
+ (D.29)

+ 1
12d

[
Φ ∧

(
2iTr

(
LU † ∧RU

)
+ 3Tr

(
LU † ∧DU

)
+ 3Tr

(
R ∧DUU †

))]
.
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Here, the total derivative term does not contribute to Ω5 and we drop it. Interestingly, the
covariant terms in (D.29) cancel against the boundary term arising from (D.28) after using
the conditions (D.26). Therefore the full baryon coupling takes a simple form:∫

Ω5−
∫

Ω5
∣∣
Φ=0

=−2
∫

Φ∧d
{

(f1 (τ)+f3 (τ))Tr
[
DU∧

(
F (L)U †+U †F (R)

)]
+f2 (τ)Tr

[(
DU U †

)3
]}

+

+2
∫

(f1 (τ)+f3 (τ))dΦ∧dΦ∧Tr
(
DU U †

)
+

+ 1
12

∫
Φ∧

[
−4iTr

(
L∧F (L)

)
+Tr

(
L3
)

+4iTr
(
R∧F (R)

)
−Tr

(
R3
)]∣∣

bdry . (D.30)

Notice that here the integral on the last row is four dimensional whereas the other integrals
are five dimensional.

We then extract the expression for the baryon number current and charge. The full
action contains the dilaton gravity, DBI, and TCS terms. Only the DBI and TCS terms
depend on the gauge fields and are therefore relevant for the analysis of the baryon number
current. As it turns out, the charge of the baryon will only arise from the TCS term. The
full action may be written as

S = S(5D) + S(4D) =
∫
drd4x L(5D) +

∫
d4x L(4D)∣∣

r=0 (D.31)

where r = 0 is the UV boundary and the bulk has r > 0. The 5D piece arises from the DBI
and TCS terms whereas the boundary term arises from the CS sector only. The DBI action
is given in section 2.2, but the expression will not be needed here. The division of the CS
term into 5D and 4D pieces is not well defined per se, but for concreteness we may take the
5D term to be (D.25) so that the 4D term is (D.29).

The variation of the on-shell action is then (after partial integration of the 5D term
and using the EOM as usual)

δSon−shell = −
∫
d4x

∂L(5D)

∂ ∂rΦM
δΦM

∣∣
r=0 +

∫
d4x

∂L(4D)

∂ΦM
δΦM

∣∣
r=0 + · · · (D.32)

where the dots stand for boundary terms from the variations of the other fields and we
assumed that the boundary Lagrangian L(4D) is independent of the derivatives of Φ.

Moreover, in order to obtain this expression, the term ∂L(5D)

∂ ∂rΦM δΦM must vanish in the
IR. Otherwise the variation will receive an inconsistent IR contribution. Similarly we must
assume that contributions from spatial infinity in the partial integration vanish. This will
be justified in the next subsection.

We can read off the (five dimensional) baryon current as

JMB = ∂L(5D)

∂ ∂rΦM

∣∣∣
r=0
− ∂L(4D)

∂ΦM

∣∣∣
r=0

. (D.33)

We did not comment on the gauge dependence yet. Without loss of generality, we may
assume that L(5D) is gauge invariant and depends on Φ only through its derivatives, while
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L(4D) is not gauge invariant. Indeed this holds for the choices of the TCS terms specified
above, i.e., that the 5D CS term is (D.25) while the 4D term is (D.29) (omitting the
irrelevant last line). Gauge invariance implies, in particular, that the variation of S(5D)

vanishes for any infinitesimal vectorial U(1) transformation depending on the space-time
coordinates, i.e., for δΦµ = ∂µε. Inserting this in the formula (D.32) and integrating
partially we observe that by gauge invariance we must have

∂

∂xµ

(
∂L(5D)

∂ ∂rΦµ

)
r=0

= 0 (D.34)

where µ is summed over the four Minkowski coordinates. (Recall that these terms would
vanish by the EOMs for homogeneous configurations.) Notice also that

∂L(5D)

∂ ∂rΦr
= 0 (D.35)

i.e. the 5D action is independent of ∂rΦr since the derivatives of Φ only appear either
through the field strength or in the TCS term. Notice that we did not fix the gauge so far,
but to make contact with field theory we should choose the gauge where Φr = 0.

We now discuss the term arising from the 4D action. Recall that we chose to use (D.25)
for the 5D action so that the full Φ dependent 4D piece is given in (D.29). Because this is
a boundary term at r = 0, there is no dependence on Φr such that

∂L(4D)

∂Φr
= 0 . (D.36)

The other terms may be written as

−∂L
(4D)

∂Φµ
ω4
∣∣∣
r=0

= − iNc

48π2 dx
µ∧

[
− 4iTr

(
L ∧ F (L)

)
+ Tr (L ∧ L ∧ L) +

+ 4iTr
(
R ∧ F (R)

)
− Tr (R ∧R ∧R) + 6Tr

(
DU ∧ F (L)U †

)
+

+ 6Tr
(
DUU † ∧ F (R)

)
− 2iTr

(
DUU † ∧DUU † ∧DUU †

) ]
(D.37)

where ω4 = dx0 ∧ dx1 ∧ dx2 ∧ dx3 is the four dimensional volume form. The first four terms
in the square brackets reflect the mixed anomaly. They vanish for vectorial external gauge
fields, L = R. For zero external gauge fields the last term gives the expected topological
baryon current,

− Nc

24π2 ε
µνρσ Tr

(
∂νUU

† ∧ ∂ρUU † ∧ ∂σUU †
)
. (D.38)

The divergence of the current (D.37) is given by

−∂µ
∂L(4D)

∂Φµ
ω4
∣∣∣
r=0

= − iNc

48π2 d
[
−4iTr

(
L ∧ F (L)

)
+Tr (L ∧ L ∧ L)+4iTr

(
R ∧ F (R)

)
+

− Tr (R ∧R ∧R)+6Tr
(
DU ∧ F (L)U †

)
+6Tr

(
DUU † ∧ F (R)

)
+

− 2iTr
(
DUU † ∧DUU † ∧DUU †

)]
. (D.39)
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Explicit computation of the exterior derivative gives

−∂µ
∂L(4D)

∂Φµ
ω4
∣∣∣
r=0

= Nc

48π2

[
2Tr

(
F (L) ∧ F (L)

)
− 2Tr

(
F (R) ∧ F (R)

)
+

+ iTr
(
L ∧ L ∧ F (L)

)
− iTr

(
R ∧R ∧ F (R)

)]
. (D.40)

This anomaly contribution vanishes for vectorial gauge fields, L = R. In conclusion, since
we have shown earlier that the divergence of the first contribution in (D.33) vanishes, we
have that

∂µJ
µ
B = 0 , JrB = 0 (D.41)

in the absence of axial gauge fields at the boundary.
The contribution from the TCS action to the first term in (D.33) can also be computed

explicitly (omitting the nonlinear term):30

∂L(5D)
CS

∂ ∂rΦµ

∣∣∣
r=0

ω4 = (D.42)

− iNc

2π2dx
µ ∧

{
(f1 (0) + f3 (0)) Tr

[
DU ∧

(
F (L)U † + U †F (R)

)]
+ f2 (0) Tr

[(
DU U †

)3
]}

.

After imposing the conditions (D.26), this contribution cancels the last three terms in (D.37).
This cancellation is however superficial: we can also use the equations of motion to write

∂L(5D)

∂ ∂rΦµ

∣∣∣
r=0

= ∂ν

∫
dr
∂L(5D)

∂ ∂νΦµ
. (D.43)

Then the baryon number is, taking the configuration to be independent of time,

NB =
∫
d3xJ0

B =
∫
drd3x ∂k

∂L(5D)

∂ ∂kΦ0
−
∫
d3x ∂L(4D)

∂Φ0

∣∣∣
r=0

(D.44)

where the first term, arising from the 5D bulk action, integrates into a boundary term at
spatial infinity, so that the UV boundary contribution only arises from the second term
in (D.44) and the purported cancellation is absent. Assuming that the contributions from
spatial infinity vanish, the result may be written as the following 3D boundary integral:

NB = − iNc

48π2

∫ [
−4iTr

(
L ∧ F (L)

)
+ Tr (L ∧ L ∧ L) + 4iTr

(
R ∧ F (R)

)
+

− Tr (R ∧R ∧R) + 6Tr
(
DU ∧ F (L)U †

)
+ 6Tr

(
DUU † ∧ F (R)

)
+

− 2iTr
(
DUU † ∧DUU † ∧DUU †

)]
. (D.45)

Notice that, in the end, the derivation of the baryon number did not require using
the conditions (D.26). Even more remarkably, NB does not depend in any manner on the
non-closed part of the TCS action Ω0

5 and the corresponding TCS potentials fi(τ). Here,
the generation of the baryon number and the contribution of the TCS terms to the equations

30The minus sign arises due to consistency with the chosen coordinate system. Because we have chosen
that r = 0 is the UV boundary value of the holographic coordinate, taking ω5 = dr∧ω4,

∫
M
gω5 = −

∫
d5x g,

and
∫
∂M

fω4 =
∫
d4x f is consistent with

∫
M
df =

∫
∂M

f where ∂M is the UV boundary. Notice that if we
changed r 7→ 1/r, there would be no need to include a minus sign in any of the definitions.
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V4

r = 0

r = ∞

Figure 1. Volume of integration V4 for the baryon and its three-dimensional boundaries B3 + D3.

of motion (responsible for the stabilization of the baryon size) are ensured by two distinct
parts of the CS action (closed and non-closed). Although slightly counter-intuitive, it is not
a contradiction though. The reason is that the result for the baryon number simply tells
us what should be the boundary behavior of the tachyon field for NB to be non-zero (it
should have a Skyrmion winding from (D.38)).It does not guarantee that a solution with
such boundary conditions exists though. In particular, it is expected that no finite size
solution should exist when Ω0

5 vanishes (fi(τ) = 0).

D.2 Boundary terms to the baryon charge

We finish by discussing the boundary terms at spatial infinity. That is, we consider the
baryon number in a finite 3D volume. We take this volume to be the three ball B3, but
the analysis is the same for any shape of the volume. By using the equations of motion as
above, the charge may be written as

NB =
∫

B3
d3xJ0

B =
∫
dr

∫
∂B3

dS nk
∂L(5D)

∂ ∂kΦ0
−
∫

B3
d3x ∂L(4D)

∂Φ0
(D.46)

where the unit vector n is normal to the surface element dS of ∂B3. We can also write
down the TCS contributions explicitly:

NB =
∫
dr

∫
∂B3

dS nk
∂L(5D)

DBI
∂ ∂kΦ0

+

+ iNc

2π2

∫
D3

[
(f1 (τ)+f3 (τ)) Tr

[
DU ∧

(
F (L)U † + U †F (R)

)]
+

+ f2 (τ) Tr
[(
DU U †

)3
] ]

+

+ iNc

π2

∫
D3

(f1 (τ)+f3 (τ)) dΦ ∧ Tr
[
DU U †

]
+
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− iNc

48π2

∫
B3

[
− 4iTr

(
L ∧ F (L)

)
+ Tr (L ∧ L ∧ L) + 4iTr

(
R ∧ F (R)

)
+

− Tr (R ∧R ∧R) + 6Tr
(
DU ∧ F (L)U †

)
+ 6Tr

(
DUU † ∧ F (R)

)
+

− 2iTr
(
DUU † ∧DUU † ∧DUU †

) ]
(D.47)

where D3 is the boundary at spatial infinity. The boundary of the whole four-dimensional
(holographic and spatial dimensions) volume therefore breaks into two terms, ∂V4 = B3+D3
where B3 lies at the holographic boundary r = 0 and D3 lies at spatial infinity, see figure 1.
Notice that there is no boundary at r =∞ as the geometry shrinks into a single point in the
IR, where it ends in a singularity (represented by a blob in the figure). It is important to
check that the boundary contributions of the first three lines vanish for soliton configurations
at large volumes, i.e., when ∂B3 is far from the soliton.

If the conditions (D.26) hold, the most important contributions (i.e., those that are
expected to contribute to the charge of the soliton solution in the limit of large volume)
can be written as a four dimensional bulk integral:

NB = iNc

2π2

∫
V4

d
{

(f1 (τ)+f3 (τ)) Tr
[
DU ∧ (F (L)U † + U †F (R))

]
+

+ f2 (τ) Tr
[
(DU U †)3

] }
+

+
∫
dr

∫
∂B3

dS nk
∂L(5D)

DBI
∂ ∂kΦ0

+ iNc

π2

∫
D3

(f1 (τ)+f3 (τ)) dΦ ∧ Tr
[
DU U †

]
+

− iNc

48π2

∫
B3

[
− 4iTr

(
L ∧ F (L)

)
+ Tr (L ∧ L ∧ L) + 4iTr

(
R ∧ F (R)

)
+

− Tr (R ∧R ∧R)
]
r=0

. (D.48)

That is, while the conditions (D.26) were not necessary to derive the main formula (D.45),
they are necessary to write down the charge as a compact bulk integral for finite volumes.

We now show the vanishing of the contribution to (D.47) at spatial infinity for the
baryon solution. This is most conveniently done by using the gauge fields redefined to
absorb the tachyon phase as in (5.4). The 3-forms that are integrated on D3 can then be
written as

Tr
[
Ã ∧

(
F̃ (L) + F̃ (R)

)]
, (D.49)

Tr
[
Ã3
]
, (D.50)

dΦ ∧ Tr
[
Ã
]

= 0 , (D.51)

where A is defined in (4.5). On the other hand, the DBI action31 can be written in terms
of the redefined gauge fields as

SDBI =−M3Nc

∫
d5xVf

(
λ,τ2

)√
−det g̃× (D.52)

×
([1

2 + 1
4κτ

2
(
g̃−1

)MN
TrÃMÃN−

−1
8w

2
(
g̃−1

)MN (
g̃−1

)PQ
Tr F̃(L)

NP F̃(L)
QM+O

((
F(L)

)3
)]

+(L↔R)
)
,

31In the probe limit. The result extends straightforwardly to the inhomogeneous tachyon case.

– 56 –



J
H
E
P
1
2
(
2
0
2
2
)
1
6
0

from which it is clear that both Ã and F̃ (L/R) should vanish at spatial infinity for a finite
energy cylindrically symmetric baryon solution. This implies that there is no contribution
from spatial infinity to the baryon number (D.47).

D.2.1 Details on the relation to the bulk instanton number

We derive in this subsection the condition for the baryon number (6.4) to equal the bulk
instanton number

Ninstanton = 1
8π2

∫
bulk

Tr
(
F(L) ∧ F(L) − F(R) ∧ F(R)

)
, (D.53)

or in terms of the ansatz fields (4.33)

Ninstanton = 1
2π

∫
drdξ εµ̄ν̄ (Fµ̄ν̄ + ∂µ̄ (−iφ∗Dν̄φ+ h.c.)) . (D.54)

We first notice that (6.4) can be rewritten in terms of the redefined gauged fields of (5.4)
at the boundary as

NB = 1
24π2

∫ [
−iTr

(
L̃3 − R̃3 + 3L̃ ∧ R̃2 − 3L̃2 ∧ R̃

)] ∣∣∣∣
UV

. (D.55)

Because the redefined gauge fields at the boundary take a pure gauge form, F̃(L/R) = 0,
which implies that L̃2 = −id L̃ and likewise for R̃. (D.55) can then be rewritten as

NB = 1
24π2

∫ [
−iTr

(
L̃3 − R̃3 − 3 d

(
L̃ ∧ R̃

))] ∣∣∣∣
UV

= 1
24π2

∫ [
−iTr

(
L̃3 − R̃3

)] ∣∣∣∣
UV

= − 1
8π2

∫ [
Tr
(

F̃(L) ∧ L̃ + 1
3 i L̃

3 −
(

F̃(R) ∧ R̃ + 1
3 i R̃

3
))] ∣∣∣∣

UV
. (D.56)

On the other hand Tr(F̃(L) ∧ F̃(L)) = d
[
Tr
(
F̃(L) ∧ L̃ + 1

3 i L̃
3
)]
≡ dω3(L̃), and likewise for

R, where ω3 is the Chern-Simons 3-form. So, using Stoke’s theorem, we find that

NB = Ninstanton −
1

8π2

∫ [
ω3
(
L̃
)
− ω3

(
R̃
)] ∣∣∣∣

IR
, (D.57)

where the contribution from spatial boundaries was dropped because of the boundary
conditions table 1. Therefore, the condition for the baryon number to equal the instanton
number is that ∫ [

ω3
(
L̃
)
− ω3

(
R̃
)] ∣∣∣∣

IR
= 0 . (D.58)

In terms of the baryon ansatz of equations (4.13)–(4.15) and (4.27) the condition reads∫
dξ
(
Ãξ(|φ̃|2 − 1) + ∂ξφ̃1 + ∂ξφ̃1φ̃2 − ∂ξφ̃2φ̃1

) ∣∣∣∣
IR

= 0 . (D.59)
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D.3 Gauged WZ term

The gauged WZ term was first written down fully by Witten in [19] (equation (24)) where
he also derived the chiral anomalies (equation (25)). It was then noted that this expression
has some typos and that it is defined up to a gauge invariant term by [20] and [21]. First
note that the authors all have different conventions for the gauge fields:

AWitten
L/R = −AKaymakcalan

L/R = −i(L/R)Mañes . (D.60)

Upon these conventions, the expressions derived in [20] (equation (4.18)) and [21] (equa-
tion (69)) are exactly the same and differ from Witten’s expression by the following:

• As mentioned above, Witten’s expression should be corrected, by adding iA3
L to

ALdAL + dALAL in the second line, interchanging R↔ L in the second term of the
third line and replacing the 1

2 in front of A2
LUA

2
RU
−1 by 1 in the last line.

• They add to Witten’s Γ̃

i

48π2 Tr
∫ (

d
(
ALUdARU−1

)
− F(L)UF(R)U−1

)
, (D.61)

where the second term is such that the gauge-invariant form F(L)UF(R)U−1 does not
appear in the final expression and the first one yields a 3-dimensional boundary term
that vanishes.

We write here their expression using the convention of [20]

SWZ(U,AL, AR) = C

∫
Tr
[
β5
]

+ 5Ci
∫

Tr
[
ALα

3 +ARβ
3
]
−

− 5C
∫

Tr
[
(dALAL +ALdAL)α+ (dARAR +ARdAR)β

]
+

+ 5C
∫

Tr
[
dALαUARU−1 + dARβU−1ALU

]
+

+ 5C
∫

Tr
[
ARU

−1ALUβ
2 −ALUARU−1α2

]
+

+ 5C
2

∫
Tr
[
(ALα)2 − (ARβ)2

]
+ 5Ci

∫
Tr
[
A3
Lα+A3

Rβ
]
+

+ 5Ci
∫

Tr
[
(dARAR +ARdAR)U−1ALU−

− (dALAL +ALdAL)UARU−1
]
+

+ 5Ci
∫

Tr
[
ALUARU

−1ALα+ARU
−1ALUARβ

]
+

+ 5C
∫

Tr
[
A3
RU
−1ALU −A3

LUARU
−1 + 1

2(UARU−1AL)2
]
, (D.62)

where C = −iNc
240π2 , α = dUU−1 and β = U−1dU . Note that all terms are P1-odd. They are

also C even, apart from the term in the third line which is the sum of a C-even non-closed
4-form and a C-odd exact 4-form.
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Gauge transformations. It can be checked that (D.62) reproduces the correct chiral
anomalies

δSWZ(U,AL, AR) = −10C
∫

Tr
[
ΛL
(

(dAL)2 − i

2d
(
A3
L

))
− (L↔ R)

]
, (D.63)

upon a general infinitesimal gauge transformation, where the various fields transform as

δU = ΛLU − UΛR , (D.64)

δAL/R = −idΛL/R + [ΛL/R, AL/R] . (D.65)

E The TCS contribution to the equations of motion

The TCS action reads
SCS = iNc

4π2

∫
Ω5 , (E.1)

where Ω5 is the TCS 5-form, which is decomposed as in (3.7)

Ω5 = Ω0
5 + Ωc

5 + dG4 . (E.2)

The expressions for each term are given in appendix D. Upon a small variation of the fields,
Ωc

5 and dG4 yield boundary terms which do not contribute to the equations of motion. The
TCS contribution to the equations of motion is therefore given by varying the first term
Ω0

5 (D.5).

Gauge field EoM. Upon a little variation of the gauge field L→ L + δL, Ω0
5 changes as

δLΩ0
5 = Tr

{
δL ∧

(
− if1(τ)

(
F(L) ∧ F(L) + U †F(R) ∧ F(R)U − L ∧ F(L) ∧ U †DU−

− F(L) ∧ U †DU ∧ L− L ∧ U †DU ∧ F(L)−

− U †DU ∧ F(L) ∧ L
)
−

− d
[
f1(τ)

(
U †DU ∧ F(L) + F(L) ∧ U †DU

) ]
−

− if2(τ)
(
F(L) ∧ U †DU ∧ U †DU + U †DU ∧ U †DU ∧ F(L)+

+ U †DU ∧ F(L) ∧ U †DU−
− L ∧ U †DU ∧ U †DU ∧ U †DU−
− U †DU ∧ U †DU ∧ U †DU ∧ L+
+ F(R) ∧DUU † ∧DUU † +DUU † ∧DUU † ∧ F(R)+

+DUU † ∧ F(R) ∧DUU †
)
−

− d
[
f2(τ)U †DU ∧ U †DU ∧ U †DU

]
−

− if3(τ)
(
F(L) ∧ U †F(R)U+U †F(R)U ∧ F(L)−L ∧ U †F(R) ∧DU−

− U †F(R) ∧DU ∧ L− L ∧ U †DU ∧ U †F(R)U−

− U †DU ∧ U †F(R)U ∧ L
)
−

− d
[
f3(τ)

(
U †DU ∧ U †F(R)U + U †F(R) ∧DU

) ]
−

− 4if4(τ)U †DU ∧ U †DU ∧ U †DU ∧ U †DU
)}

, (E.3)
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and δRΩ0
5 is obtained by exchanging L ↔ R, U ↔ U † and multiplying by −1. From the

definition of the CS currents (C.3) and (C.9), (E.3) can be written as

δLΩ0
5 = 4π2iM3 Tr

{
2δL ∧ J (L)

CS + 1
Nf

δL̂ ∧ Ĵ (L)
CS INf

}
, (E.4)

where

Ĵ
(L)
CS = 1

4!εMNPQRĴ
(L),M
CS dxN ∧ dxP ∧ dxQ ∧ dxR ,

J
(L) a
CS = 1

4!εMNPQRĴ
(L) a,M
CS dxN ∧ dxP ∧ dxQ ∧ dxR , (E.5)

with the quantities Ĵ (L),M
CS and J (L) a,M

CS appearing respectively in (C.1) and (C.8).

U EoM. Upon a little variation of U , U → U + δU , Ω0
5 changes as

δUΩ0
5 = Tr

{
δU

(
− f1(τ)

(
iL ∧ F(L) ∧ F(L)U † − iF(L) ∧ F(L)U † ∧R−

− U †DU ∧ F(L) ∧ F(L)U † + iL ∧ U †F(R) ∧ F(R)−

− iU †F(R) ∧ F(R) ∧R − U †F(R) ∧ F(R) ∧DUU †
)
+

+ d
[
f1(τ)

(
F(L) ∧ F(L)U † + U †F(R) ∧ F(R)

) ]
−

− f2(τ)
(
iL ∧ F(L) ∧ U †DU ∧ U †DUU †−

− iF(L) ∧ U †DU ∧ U †DUU † ∧R−

− U †DU ∧ F(L) ∧ U †DU ∧ U †DUU †+
+ iL ∧ U †DU ∧ F(L) ∧ U †DUU †−

− iU †DU ∧ F(L) ∧ U †DUU † ∧R−

− U †DU ∧ U †DU ∧ F(L) ∧ U †DUU †+
+ iL ∧ U †DU ∧ U †DU ∧ F(L)U †−

− iU †DU ∧ U †DU ∧ F(L)U † ∧R−

− U †DU ∧ U †DU ∧ U †DU ∧ F(L)U †+
+ iL ∧ U †F(R) ∧DUU † ∧DUU †−

− iU †F(R) ∧DUU † ∧DUU † ∧R−

− U †DUU † ∧ F(R) ∧DUU † ∧DUU †+
+ iL ∧ U †DUU † ∧ F(R) ∧DUU †−

− iU †DUU † ∧ F(R) ∧DUU † ∧R−

− U †DUU † ∧DUU † ∧ F(R) ∧DUU †+
+ iL ∧ U †DUU † ∧DUU † ∧ F(R)−

− iU †DUU † ∧DUU † ∧ F(R) ∧R−

− U †DUU † ∧DUU † ∧DUU † ∧ F(R)
)
+
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+ d
[
f2(τ)

(
F(L) ∧ U †DU ∧ U †DUU † + U †DU ∧ F(L) ∧ U †DUU †+

+U †DU ∧ U †DU ∧ F(L)U †+U †F(R) ∧DUU † ∧DUU †+
+U †DUU † ∧ F(R) ∧DUU †+

+U †DUU † ∧DUU † ∧ F(R)
)]
−

− f3(τ)
(
iL ∧ F(L) ∧ U †F(R) − iF(L) ∧ U †F(R) ∧R−

− U †F(R)DU ∧ F(L)U † + iL ∧ U †F(R) ∧ UF(L)U †−

− iU †F(R) ∧ UF(L)U † ∧R − U †F(R) ∧ UF(L)U † ∧DUU †+

+ F(L) ∧ U †DUU † ∧ F(R) − U †DUU † ∧ F(R) ∧ UF(L)U †
)
+

+ d
[
f3(τ)

(
F(L) ∧ U †F(R) + U †F(R)U ∧ F(L)U †

)]
−

− 4f4(τ)
(
iL ∧ U †DU ∧ U †DU ∧ U †DU ∧ U †DUU †−

− iU †DU ∧ U †DU ∧ U †DU ∧ U †DUU † ∧R−

− U †DU ∧ U †DU ∧ U †DU ∧ U †DU ∧ U †DUU †
)
+

+ 4 d
[
f4(τ)U †DU ∧ U †DU ∧ U †DU ∧ U †DUU †

])}
. (E.6)

From (C.7), (E.6) can be written as

δUΩ0
5 = 4π2iM3 Tr

(
δUJUCSU †

)
, (E.7)

where
JUCS ≡ JUCS dt ∧ dr ∧ dx1 ∧ dx2 ∧ dx3 , (E.8)

and where JUCS can be read off from (C.6).

F The ansatz field equations

We present in this appendix the derivation of the differential equations obeyed by the fields
of the ansatz (4.33). We start with some general results which are useful to derive those
equations and then specify to the two different regimes of approximation considered in this
paper, the probe instanton and the inhomogeneous tachyon.

We first write down the expression for the inverse of the effective metric g̃ (5.1), which
is found to take a relatively simple form

− det g̃ g̃−1 =

 α0 −Xr − ~Xt

Xr αr ~Y t

~X ~Y gS

 , (F.1)

where we defined 2 scalars

α0 ≡ e8A + e6Aκ
(
(∂rτ)2 + (∂ξτ)2

)
, (F.2)

αr ≡ e4A
(
e4Af − w2(∂ξΦ)2 + κ(∂ξτ)2e2A

)
, (F.3)
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the 4-vector X with components

Xr ≡ e4Aw
(
e2A∂rΦ + κ∂ξτ(∂rΦ∂ξτ − ∂ξΦ∂rτ)

)
, (F.4)

Xi ≡ e4Axi
ξ
w
(
e2A∂ξΦ− κ∂rτ(∂rΦ∂ξτ − ∂ξΦ∂rτ)

)
, (F.5)

the 3-vector ~Y with components

Yi ≡ −e4Axi
ξ

(−w2∂rΦ∂ξΦ + e2Aκ∂rτ∂ξτ)) , (F.6)

and the symmetric 3-matrix gS with components

(gS)ii = e8A − e4Aw2
(

(∂rΦ)2 + (∂ξΦ)2
(

1− x2
i

ξ2

))
− (F.7)

− e2Aκw2(∂ξτ∂rΦ− ∂rτ∂ξΦ)2
(

1− x2
i

ξ2

)
+

+ e6Aκ

(
(∂rτ)2 + (∂ξτ)2

(
1− x2

i

ξ2

))
,

(gS)ij = −e2Axixj
ξ2

(
−e2Aw2(∂ξΦ)2 + e4Aκ(∂ξΦ)2 − κw2 (∂ξτ∂rΦ− ∂rτ∂ξΦ)2

)
. (F.8)

Provided these results, the equations of motion (C.1), (C.6) and (C.8) are simplified in the
following ways:

• The superscripts (L) and (R) can be removed from g̃.

• F
(L/R)C
C = (g̃−1)[MN ]F

(L/R)
NM = 0 because F (L/R)

0M = 0.

•
TrDNU

†U = 0 . (F.9)

• In terms of the redefined gauge fields (5.4), the following replacements can be performed

iDNU
†U →

√
2ÃN , (F.10)

1
4

[
D(M

(
Vf (λ, τ2)κτ2

√
−det g̃(L)

((
g̃(L)

)−1
)(MN)

DN)U
†
)
U − h.c.+ (L↔ R)

]

→ −i
√

2∂M
(
Vf (λ, τ2)κτ2√−det g̃

(
g̃−1

)(MN)
ÃN

)
−

− Vf (λ, τ2)κτ2√−det g̃
(
g̃−1

)(MN) [
ṼM , ÃN

]
, (F.11)

where A and V are defined in (4.5).

• Within the ansatz the matrices SMN and F (L/R)
MN can be written

F
(L/R)
MN =

(
0 0
0 F (L/R)

(4)

)
, (F.12)
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SMN =
(

0 0
0 S(4)

)
, (F.13)

where F (L/R)
(4) is an antisymmetric 4-matrix

F
(L/R) a
(4),ij = εaij

(
φ

(L/R)
1

)2
− 2

(
1 + φ

(L/R)
2

)
ξ2 + (F.14)

+
(
xiε

ajk − xjεaik
)
xk
ξDξφ

(L/R)
2 +

(
φ

(L/R)
1

)2
− 2

(
1 + φ

(L/R)
2

)
ξ4 +

+ (xiδja − xjδia)
Dξφ

(L/R)
1
ξ2 + xaε

ijkxk

(
1 + φ

(L/R)
2

)2

ξ4 ,

F
(L/R) a
(4),ir = −εaikxk

Drφ
(L/R)
2
ξ2 −

(
ξ2δia − xixa

) Drφ
(L/R)
1
ξ3 + xixa

F
(L/R)
ξr

ξ2 , (F.15)

where the covariant derivative Dφ is defined in (A.21) and the field strength Fµ̄ν̄
in (A.23). We recall that the abelian part of the field strength is included in the
effective metric g̃ and has the components

F̂
(L/R)
(4),r0 = ∂rΦ(r, ξ) , F̂

(L/R)
i0 = xi

ξ
∂ξΦ(r, ξ) . (F.16)

S(4) is a symmetric 4-matrix

(S(4))rr = 2(∂rθ +Ar)2 = 2Ã2
r , (F.17)

(S(4))ri = 2(Ar + ∂rθ)(Aξ + ∂ξθ)
xi
ξ

= 2ÃrÃξ
xi
ξ
, (F.18)

(S(4))ij = 2
(

(eiθφ+ e−iθφ∗)2

4ξ2

(
δij −

xixj
ξ2

)
+ (Aξ + ∂ξθ)2xixj

ξ2

)

= 2
(

(φ̃+ φ̃∗)2

4ξ2

(
δij −

xixj
ξ2

)
+ Ã2

ξ

xixj
ξ2

)
, (F.19)

where we recall that we defined the 2-vector (Aξ, Ar) = (A1, A2). Then, noting that
g̃−1 can be written

− det g̃ g̃−1 =
(

e8A + e6Aκ
(
(∂rτ)2 + (∂ξτ)2) −Xt

X S

)
, (F.20)

with S the symmetric 4-matrix

S ≡

 e4A
(
e4A − w2(∂ξΦ)2 + κ(∂ξτ)2e2A

)
~Y t

~Y gS

 , (F.21)
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the following expressions can be obtained for the matrices with raised indices

(
F (L/R)

)MN

= (−det g̃)−2

 0 XtF
(L/R)
(4) Σ

−ΣF (L/R)
(4) X ΣF (L/R)

(4) Σ

 , (F.22)

SMN = (−det g̃)−2

−XtSX −XtS(4)S

SS(4)X SS(4)S

 , (F.23)

(
F (L/R)

)MS (
F (L/R)

) N

S
= (−det g̃)−3

XtF
(L/R)
(4) SF (L/R)

(4) X −XtF
(L/R)
(4) SF (L/R)

(4) S

ΣF (L/R)
(4) SF (L/R)

(4) X SF (L/R)
(4) SF (L/R)

(4) S

 ,

(F.24)(
F (L/R)

)MN (
F (L/R)

)
NM

= (−det g̃)−2tr
(
SF (L/R)

(4) SF (L/R)
(4)

)
, (F.25)

where the symmetric and antisymmetric parts are easily identified.

F.1 Probe instanton

We consider first the case of the probe regime. We recall the expressions of the non-abelian
equations of motion in (C.6) and (C.8)

1
2

[
D(M

(
Vf (λ, τ2)κτ2√−det g̃

(
g̃−1

)(MN)
DN)U

†
)
U − h.c.

]
= JUCS , (F.26)

1
2DN

[
Vf (λ, τ2)

√
−det g̃ w2F (L)NM

]
(F.27)

= 1
2Vf (λ, τ2)

√
−det g̃

(
g̃−1

)MN
κτ2

(
iDNU

†U − 1
Nf

Tr(iDNU
†U) + h.c.

)
+ 2J (L)

CS .

With the quadratic expansion introduced in section 5.1, the abelian gauge field equa-
tions (C.1) are modified to take the same shape as the non-Abelian part

Nf∂N
[
Vf
(
λ, τ2

)√
−det g̃ w2F̂ (L)NM

]
(F.28)

= Vf
(
λ, τ2

)√
−det g̃

(
g̃−1

)MN
κτ2Tr

(
iDNU

†U + h.c.
)

+ 2Ĵ (L)
CS ,

where the result (F.9) was used to simplify the right-hand side.

SU(2) ansatz. Substituting the ansatz (4.13)–(4.15), (4.19)–(4.21) and (4.27) into the
equations of motion (F.26)–(F.28) yields the following system of equations for the fields of
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the ansatz (4.33)

xa

2ξ3σ
a

∂r
Vf (λ, τ2

)
κτ2 e3A√

1 + e−2Aκ (∂rτ)2
ξ2Ãr


+Vf

(
λ, τ2

)
κτ2e3A

√
1 + e−2Aκ (∂rτ)2

(
∂ξ(ξ2Ãξ) + 2φ̃1φ̃2

)]
= i

2J
U
CS , (F.29)

∂r

Vf (λ, τ2)w2eA ∂rΦ√
1 + e−2Aκ(∂rτ)2


+ Vf (λ, τ2)w2eA

√
1 + e−2Aκ(∂rτ)2 ∂ξ(ξ

2∂ξΦ)
ξ2 = −ĴCS 0 , (F.30)

eA√
1 + e−2Aκ(∂rτ)2

Vf (λ, τ2)w2x
a

ξ3

[
∂ξ(ξ2Fξr)− (iφ∗Drφ− iφDrφ

∗)
]

= 4Vf (λ, τ2)x
a

ξ

e3A√
1 + e−2Aκ(∂rτ)2

κτ2Ãr + 4J (L) a
CS r , (F.31)

εiakxk
2ξ2

[
VfeA

√
1 + e−2Aκ(∂rτ)2w2

(
iDξDξφ̃− iφ̃

|φ|2 − 1
ξ2 + h.c.

)

+

iDr

 VfeAw2√
1 + e−2Aκ(∂rτ)2

Drφ̃

+ h.c.


+ ξ2δia − xixa

2ξ3

[
VfeA

√
1 + e−2Aκ(∂rτ)2w2

(
DξDξφ̃− φ̃

|φ|2 − 1
ξ2 + h.c.

)

+

Dr

 VfeAw2√
1 + e−2Aκ(∂rτ)2

Drφ̃

+ h.c.


− xixa

2ξ4

[
VfeA

√
1 + e−2Aκ(∂rτ)2w2 (2iφ∗Dξφ+ h.c.) +

+2ξ2∂r

 VfeAw2√
1 + e−2Aκ(∂rτ)2

Fξr


= 4Vfe3A

√
1 + e−2Aκ(∂rτ)2κτ2

(
ξ2δia − xixa

2ξ3 (φ̃+ φ̃∗)− xixa
2ξ4 (−2ξ2Ãξ)

)
+ 4J (L) a

CS i ,

(F.32)

where we used the covariant quantities (A.21) and (A.23). The right-handed equations are
obtained by performing

φ→ −φ∗ , Aµ̄ → −Aµ̄ . (F.33)

It can be checked that (F.30), (F.31) and (F.32) yield the same form for the equations of
motion as what was found in [69] and [72] when the tachyon and the CS contribution are
set to 0. We derive the CS contribution in the next subsection.
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F.1.1 TCS contribution

The general form of the contribution of the TCS term to the equations of motion is presented
in appendix E. For the SU(2) ansatz (4.13)–(4.15) and (4.27), the CS currents Ĵ (L)

CSM , J (L) a
CSM

and JUCS in the probe approximation are found to be

Ĵ
(L)
CS 0 = Ĵ

(R)
CS 0 = −f1(τ)

4π2M3ξ2

((
1 + f3(τ)

f1(τ)

)
εµ̄ν̄ (Fµ̄ν̄ + ∂µ̄ (−iφ∗Dν̄φ+ h.c.))

+
(

3if2(τ)
f1(τ) − 1− f3(τ)

f1(τ)

)
εµ̄ν̄

(1
2Fµ̄ν̄

(
φ̃+ φ̃∗

)2
−Aµ̄∂ν̄

(
φ̃+ φ̃∗

)2
)

+ 2τ ′
(
f ′1(τ) + f ′3(τ)

f1(τ)

(
Ãξ
(
|φ|2 − 1

)
+ i

2
(
φ̃+ φ̃∗

) (
Dξφ̃−Dξφ̃

∗
)))

− 3iτ ′ f
′
2(τ)
f1(τ)Ãξ

(
φ̃+ φ̃∗

)2
)
, (F.34)

J
(L) a
CS r = −J (R) a

CS r

= f1(τ)
2π2M3ξ3x

a ∂ξΦ
((

1 + f3(τ)
f1(τ)

)(
1− |φ|2

)
+

+
(

3if2(τ)
f1(τ) − 1− f3(τ)

f1(τ)

) (φ̃+ φ̃∗
)2

2

 , (F.35)

J
(L) a
CS i = ξ2δia − xixa

2ξ3
f1(τ)εµ̄ν̄
2π2M3

(
− i

(
1 + f3(τ)

f1(τ)

)
∂µ̄ΦDν̄ φ̃+

+ 2
(

3if2(τ)
f1(τ) − 1− f3(τ)

f1(τ)

)
φ̃∂µ̄ΦÃν̄ + h.c.

)
+

− xixa
2ξ4

f1(τ)
2π2M3

(
− 2

(
1 + f3(τ)

f1(τ)

)
∂rΦ

(
|φ|2 − 1

)
+

+
(

3if2(τ)
f1(τ) − 1− f3(τ)

f1(τ)

)
∂rΦ

(
φ̃+ φ̃∗

)2
)

+

+ εiakxk
2ξ2

f1(τ)
2π2M3

((
1 + f3(τ)

f1(τ)

)
εµ̄ν̄(∂µ̄ΦDν̄ φ̃+ h.c.)+

+ f ′1(τ) + f ′3(τ)
f1(τ) τ ′

(
φ̃+ φ̃∗

)
∂ξΦ

)
. (F.36)

JUCS = σa
xa
2ξ3 ×

−i
π2M3

(
(f1(τ) + f3(τ)− 3if2(τ)) εµ̄ν̄(φ̃+ φ̃∗)∂µ̄Φ

(
Dν̄ φ̃+Dν̄ φ̃

∗
)

+

+ (f ′1(τ) + f ′3(τ))τ ′∂ξΦ
(
|φ|2 − 1

)
− 3i

2 f
′
2(τ)τ ′∂ξΦ

(
φ̃+ φ̃∗

)2
)
.

(F.37)

Note that only f1(τ) + f3(τ) and f2(τ) contribute to the equations of motion.
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F.1.2 Full EoMs

Substituting (F.34)–(F.37) into (F.29), (F.30), (F.31) and (F.32) yields the full set of 6 real
equations of motion for the 6 fields of the SU(2) ansatz (4.33) in the probe instanton limit
(where the tachyon modulus τ is a background field)

∂r
(
e2Ak κτ2ξ2Ãr

)
+ e2Ahκτ2

(
∂ξ(ξ2Ãξ) + 1

2i

(
φ̃2 −

(
φ̃∗
)2
))

= f1(τ) + f3(τ)− 3if2 (τ)
2π2M3 εµ̄ν̄

(
φ̃+ φ̃∗

)
∂µ̄Φ

(
Dν̄ φ̃+Dν̄ φ̃

∗
)

+ 1
2π2M3

(
f ′1 (τ) + f ′3 (τ)

)
τ ′∂ξΦ

(
|φ|2 − 1

)
− 3i

4π2M3 f
′
2 (τ) τ ′∂ξΦ

(
φ̃+ φ̃∗

)2
,

(F.38)

∂r
[
kw2 ξ2∂rΦ

]
+ hw2 ∂ξ

(
ξ2∂ξΦ

)
= f1(τ)

4π2M3

((
1 + f3(τ)

f1(τ)

)
εµ̄ν̄ (Fµ̄ν̄ + ∂µ̄(−iφ∗Dν̄φ+ h.c.)) +

+
(

3if2 (τ)
f1 (τ) − 1− f3 (τ)

f1 (τ)

)
εµ̄ν̄

(1
2Fµ̄ν̄

(
φ̃+ φ̃∗

)2
− Ãµ̄∂ν̄

(
φ̃+ φ̃∗

)2
)

+

+2τ ′ f
′
1 (τ) + f ′3 (τ)

f1 (τ)

(
Ãξ
(
|φ|2 − 1

)
+ i

2
(
φ̃+ φ̃∗

) (
Dξφ̃−Dξφ̃

∗
))
−

−3iτ ′ f
′
2 (τ)
f1 (τ)Ãξ

(
φ̃+ φ̃∗

)2
)
, (F.39)

kw2
[
∂ξ
(
ξ2Fξr

)
− (iφ∗Drφ− iφDrφ

∗)
]

= 4e2Ak κτ2ξ2Ãr

+ 2f1 (τ)
π2M3 ∂ξΦ

((
1 + f3 (τ)

f1 (τ)

)(
1− |φ|2

)
+ 1

2

(
3if2 (τ)
f1 (τ) − 1− f3 (τ)

f1 (τ)

)(
φ̃+ φ̃∗

)2
)
,

(F.40)

hw2
(
DξDξφ̃− φ̃

|φ|2 − 1
ξ2

)
+Dr

(
kw2Drφ̃

)
+ h.c.

= 4e2Ahκτ2φ̃+

+ 2f1(τ)εµ̄ν̄
π2M3

(
−i
(

1 + f3(τ)
f1(τ)

)
∂µ̄ΦDν̄ φ̃+

+2
(

3if2(τ)
f1(τ) − 1− f3(τ)

f1 (τ)

)
φ̃∂µ̄ΦÃν̄

)
+ h.c. , (F.41)

hw2
(
−iφ∗Dξφ̃+ h.c.

)
+ ξ2∂r

(
kw2Frξ

)
= 4e2Ahκτ2ξ2Ãξ

− 2f1(τ)
π2M3 ∂rΦ

((
1 + f3(τ)

f1(τ)

)(
1− |φ|2

)
+ 1

2

(
3if2(τ)
f1(τ) − 1− f3(τ)

f1(τ)

)(
φ̃+ φ̃∗

)2
)
,

(F.42)
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hw2
(
iDξDξφ̃− iφ̃

|φ|2 − 1
ξ2

)
+ iDr

(
kw2Drφ̃

)
+ h.c.

= 2f1(τ)
π2M3

((
1 + f3(τ)

f1(τ)

)
εµ̄ν̄∂µ̄ΦDν̄ φ̃+ f ′1 (τ) + f ′3 (τ)

f1 (τ) τ ′φ̃∂ξΦ
)

+ h.c. , (F.43)

where we defined

k (r) ≡ eA√
1 + e−2Aκ (∂rτ)2

Vf
(
λ, τ2

)
, h (r) ≡ eA

√
1 + e−2Aκ (∂rτ)2Vf

(
λ, τ2

)
.

(F.44)
(F.38)–(F.43) are consistent with the equations of motion derived in [69] (equation (19))
and [72] (equations (2.16)-(2.19)) in the limit where the tachyon goes to 0.32

F.1.3 Lorenz gauge

We write in this subsection the equations of motion (F.38)–(F.43) in the Lorenz gauge,
which corresponds to the constraint

∂rAr + ∂ξAξ = 0 . (F.45)

In this gauge, the equations of motion for the 2-dimensional gauge field Aµ̄ can be written
in an elliptic form, which is the appropriate form to solve the equations numerically via the
heat diffusion method. The full set of equations of motion in Lorenz gauge reads

∂r
(
e2Ak κτ2ξ2∂rθ

)
+ e2Ahκτ2∂ξ

(
ξ2∂ξθ

)
+ ∂r

(
e2Ak κτ2ξ2Ar

)
+ e2Ahκτ2

(
∂ξ
(
ξ2Aξ

)
+ 1

2i

(
φ̃2 −

(
φ̃∗
)2
))

= f1 (τ) + f3 (τ)− 3if2 (τ)
2π2M3 εµ̄ν̄

(
φ̃+ φ̃∗

)
∂µ̄Φ

(
Dν̄ φ̃+ h.c.

)
+ 1

2π2M3
(
f ′1 (τ) + f ′3 (τ)

)
τ ′∂ξΦ

(
|φ̃|2 − 1

)
− 3i

4π2M3 f
′
2 (τ) τ ′∂ξΦ

(
φ̃+ φ̃∗

)2
,

(F.46)

∂r
[
kw2 ξ2∂rΦ

]
+ hw2 ∂ξ

(
ξ2∂ξΦ

)
= f1 (τ)

4π2M3

((
1 + f3 (τ)

f1 (τ)

)
εµ̄ν̄

(
Fµ̄ν̄ + ∂µ̄

(
−iφ̃∗Dν̄ φ̃+ h.c.

))
+
(

3if2 (τ)
f1 (τ) − 1− f3 (τ)

f1 (τ)

)
εµ̄ν̄

(1
2Fµ̄ν̄

(
φ̃+ φ̃∗

)2
− Ãµ̄∂ν̄

(
φ̃+ φ̃∗

)2
)

+ 2τ ′ f
′
1 (τ) + f ′3 (τ)

f1 (τ)

(
Ãξ
(
|φ̃|2 − 1

)
+ i

2
(
φ̃+ φ̃∗

) (
Dξφ̃− h.c.

))
− 3iτ ′ f

′
2 (τ)
f1 (τ)Ãξ

(
φ̃+ φ̃∗

)2
)
, (F.47)

32Except that γ should be divided by 2 in (2.19) of [72] and multiplied by -1 in (2.17) and (2.18). Also,
to obtain the same coefficients for γ it is necessary to change the convention for the normalization of the
Abelian gauge field Φ: Φ→ Φ/

√
2Nf .
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kw2
[
ξ2
(
∂2
ξAr + ∂2

rAr
)

+ 2ξFξr −
(
iφ̃∗Drφ̃+ h.c.

)]
= 4e2Ak κτ2ξ2Ãr

+ 2f1 (τ)
π2M3 ∂ξΦ

((
1 + f3 (τ)

f1 (τ)

)(
1− |φ̃|2

)
+ 1

2

(
3if2 (τ)
f1 (τ) − 1− f3 (τ)

f1 (τ)

)(
φ̃+ φ̃∗

)2
)
,

(F.48)

hw2
(
DξDξφ̃− φ̃

|φ̃|2 − 1
ξ2

)
+Dr

(
kw2Drφ̃

)
+ h.c.

= 4e2Ahκτ2φ̃

+ 2f1(τ)εµ̄ν̄
π2M3

(
−i
(

1 + f3(τ)
f1(τ)

)
∂µ̄ΦDν̄ φ̃+

+2
(

3if2(τ)
f1(τ) − 1− f3(τ)

f1(τ)

)
φ̃∂µ̄ΦÃν̄

)
+ h.c. , (F.49)

hw2
(
−iφ̃∗Dξφ̃+ h.c.

)
+ ξ2kw2(∂2

ξAξ + ∂2
rAξ) + ξ2(kw2)′Frξ

= 4e2Ahκτ2ξ2Ãξ

− 2f1(τ)
π2M3 ∂rΦ

((
1 + f3(τ)

f1(τ)

)
(1− |φ̃|2) + 1

2

(
3if2(τ)
f1(τ) − 1− f3(τ)

f1(τ)

)
(φ̃+ φ̃∗)2

)
, (F.50)

hw2
(
iDξDξφ̃− iφ̃

|φ̃|2 − 1
ξ2

)
+ iDr

(
kw2Drφ̃

)
+ h.c.

= 2f1 (τ)
π2M3

((
1 + f3 (τ)

f1 (τ)

)
εµ̄ν̄∂µ̄ΦDν̄ φ̃+ f ′1 (τ) + f ′3 (τ)

f1 (τ) τ ′φ̃∂ξΦ
)

+ h.c. . (F.51)

F.2 Inhomogeneous tachyon

This appendix presents the expressions for the equations of motion for the ansatz fields (4.33)
in the case where the tachyon modulus τ is allowed to be dynamical.

The equations of motion involve the inverse effective metric which in this case takes
the following form

g̃−1 =



−e−2A 0 0 0 0
0 ∆rr −x1

ξ ∆ξr −x2
ξ ∆ξr −x3

ξ ∆ξr

0 −x1
ξ ∆ξr e−2A −

(
x1
ξ

)2
∆ξξ −x1

ξ
x2
ξ ∆ξξ −x1

ξ
x3
ξ ∆ξξ

0 −x2
ξ ∆ξr −x1

ξ
x2
ξ ∆ξξ e−2A −

(
x2
ξ

)2
∆ξξ −x2

ξ
x3
ξ ∆ξξ

0 −x3
ξ ∆ξr −x1

ξ
x3
ξ ∆ξξ −x2

ξ
x3
ξ ∆ξξ e−2A −

(
x3
ξ

)2
∆ξξ


,

(F.52)
where we defined the symbol ∆ as

∆ξξ ≡
e6Aκ (∂ξτ)2

−det g̃ = e−4Aκ (∂ξτ)2

1 + e−2Aκ ((∂rτ)2 + (∂ξτ)2) , (F.53)
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∆ξr ≡
e6Aκ ∂ξτ∂rτ

−det g̃ = e−4Aκ ∂ξτ∂rτ

1 + e−2Aκ ((∂rτ)2 + (∂ξτ)2) , (F.54)

∆rr ≡
e8A(1 + e−2Aκ (∂ξτ)2)

−det g̃ = e−2A (1 + e−2Aκ (∂ξτ)2)
1 + e−2Aκ ((∂rτ)2 + (∂ξτ)2) . (F.55)

The equations themselves are then obtained by extremizing the energy (5.16) with
respect to small deformations of the ansatz fields (4.33)

∂r
(
κτ2X e4A∆rrξ

2Ãr
)

+∂ξ
(
κτ2X e2A

(
1−e2A∆ξξ

)
ξ2Ãξ

)
− ∂r

(
κτ2X e4A∆ξrξ

2Ãξ
)
− ∂ξ

(
κτ2X e4A∆ξrξ

2Ãr
)

+ 1
2iκτ

2X e2A
(
φ̃2−

(
φ̃∗
)2
)

= εµ̄ν̄

2π2M3

[
(f1 (τ)+f3 (τ)−3if2 (τ))

(
φ̃+φ̃∗

)
∂µ̄Φ

(
Dν̄ φ̃+Dν̄ φ̃

∗
)

+∂µ̄Φ∂ν̄τ
((
f ′1 (τ)+f ′3 (τ)

)(
|φ|2−1

)
− 3i

2 f
′
2 (τ)

(
φ̃+φ̃∗

)2
)]

, (F.56)

∂r
[
w2X e2A∆rrξ

2∂rΦ
]
+∂ξ

[
w2X (1−e2A∆ξξ)ξ2∂ξΦ

]
− ∂r

[
w2X e2A∆ξrξ

2∂ξΦ
]
− ∂ξ

[
w2X e2A∆ξrξ

2∂rΦ
]

= f1(τ)
4π2M3 ε

µ̄ν̄
((

1+ f3(τ)
f1(τ)

)
(Fµ̄ν̄+∂µ̄(−iφ∗Dν̄φ+h.c.))+

+
(

3if2(τ)
f1(τ)−1− f3(τ)

f1(τ)

)(1
2Fµ̄ν̄

(
φ̃+φ̃∗

)2
−Ãµ̄∂ν̄

((
φ̃+φ̃∗

)2
))

+

+2∂ν̄τ
(
f ′1 (τ)+f ′3 (τ)

f1 (τ)

(
Ãµ̄
(
|φ|2−1

)
+ i

2
(
φ̃+φ̃∗

)(
Dµ̄φ̃−Dµ̄φ̃

∗
))
−

−3i f
′
2 (τ)

2f1 (τ)Ãµ̄
(
φ̃+φ̃∗

)2
))

, (F.57)

∂ξ
[
w2X e2A

[
∆rr

(
1−e2A∆ξξ

)
−e2A∆2

ξr

]
ξ2Fξr

]
−w2X e2A∆rr (iφ∗Drφ−iφDrφ

∗)+

+w2X e2A∆ξr (iφ∗Dξφ−iφDξφ
∗)

= 4κτ2X e4A∆rrξ
2Ãr−4κτ2X e4A∆ξrξ

2Ãξ+

+ 2f1 (τ)
π2M3 ∂ξΦ

((
1+ f3 (τ)

f1 (τ)

)(
1−|φ|2

)
+ 1

2

(
3if2 (τ)
f1 (τ)−1− f3 (τ)

f1 (τ)

)
(φ̃+φ̃∗)2

)
, (F.58)

Dξ

[
w2X

(
1−e2A∆ξξ

)
Dξφ̃

]
+Dr

[
w2X e2A∆rrDrφ̃

]
−

−Dξ

[
w2X e2A∆ξrDrφ̃

]
−Dr

[
w2X e2A∆ξrDξφ̃

]
−w2X φ̃ |φ|

2−1
ξ2 +h.c.

= 4κτ2X e2Aφ̃+

+ 2f1 (τ)εµ̄ν̄
π2M3

(
−i
(

1+ f3 (τ)
f1 (τ)

)
∂µ̄ΦDν̄ φ̃+

+2(3i f2(τ)
f1 (τ)−1− f3 (τ)

f1 (τ))φ̃∂µ̄ΦÃν̄
)

+h.c. , (F.59)
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∂r
[
w2X e2A

[
∆rr

(
1−e2A∆ξξ

)
−e2A∆2

ξr

]
ξ2Frξ

]
−

−w2X
(
1−e2A∆ξξ

)
(iφ∗Dξφ−iφDξφ

∗)+w2X e2A∆ξr (iφ∗Drφ−iφDrφ
∗)

= 4κτ2X e2A
(
1−e2A∆ξξ

)
ξ2Ãξ−4κτ2X e4A∆ξrξ

2Ãr−

− 2f1 (τ)
π2M3 ∂rΦ

((
1+ f3 (τ)

f1 (τ)

)(
1−|φ|2

)
+ 1

2

(
3if2 (τ)
f1 (τ)−1− f3 (τ)

f1 (τ)

)(
φ̃+φ̃∗

)2
)
, (F.60)

iDξ

[
w2X

(
1−e2A∆ξξ

)
Dξφ̃

]
+iDr

[
w2X e2A∆rrDrφ̃

]
−

−iDξ

[
w2X e2A∆ξrDrφ̃

]
−iDr

[
w2X e2A∆ξrDξφ̃

]
−iw2X φ̃ |φ|

2−1
ξ2 +h.c.

= 2f1 (τ)
π2M3 ε

µ̄ν̄
((

1+ f3 (τ)
f1 (τ)

)
∂µ̄ΦDν̄ φ̃+ f ′1 (τ)+f ′3 (τ)

f1 (τ) ∂ν̄τ φ̃∂µ̄Φ
)

+h.c. , (F.61)

∂r

[
Y
(
∂rτLDBI+

+e2AX
(

e2Aξ2κ(λ)τ2
(
∆rr,rÃ

2
r−∆ξξ,rÃ

2
ξ−2∆ξr,rÃrÃξ

)
+

+w (λ)2
(1

8
(
∆rr,r

(
1−e2A∆ξξ

)
−e2A∆rr∆ξξ,r−2e2A∆ξr,r∆ξr

)
ξ2 (Fµ̄ν̄)2 +

+ 1
2
(
−∆ξξ,r|Dξφ|2+∆rr,r|Drφ|2

)
− 1

2∆ξr,r (Drφ
∗Dξφ+h.c.)−

−ξ2
(
∆rr,r (∂rΦ)2−∆ξξ,r (∂ξΦ)2−2∆ξr,r∂ξΦ∂rΦ

))))]
+

+∂ξ
[
Y
(
∂ξτLDBI+

+e2AX
(

e2Aξ2κ(λ)τ2
(
∆rr,ξÃ

2
r−∆ξξ,ξÃ

2
ξ−2∆ξr,ξÃrÃξ

)
+

+w(λ)2
(1

8
(
∆rr,ξ

(
1−e2A∆ξξ

)
−e2A∆rr∆ξξ,ξ−2e2A∆ξr,ξ∆ξr

)
ξ2(Fµ̄ν̄)2+

+ 1
2
(
−∆ξξ,ξ |Dξφ|2+∆rr,ξ |Drφ|2

)
− 1

2∆ξr,ξ(Drφ
∗Dξφ+h.c.)−

−ξ2
(
∆rr,ξ(∂rΦ)2−∆ξξ,ξ(∂ξΦ)2−2∆ξr,ξ∂ξΦ∂rΦ

)) ))]
−

− δ

δτ
(logVf )LDBI

= 2X e2Aξ2κτ

(
e2A∆rrÃ

2
r+
(
1−e2A∆ξξ

)
Ã2
ξ+ (φ+φ∗)2

2ξ2 −2e2A∆ξrÃrÃξ

)

+ 1
π2M3 ε

µ̄ν̄∂µ̄Φ
[
(f ′1(τ)+f ′3(τ))

(
Ãν̄+ 1

2(−iφ∗Dν̄φ+h.c.)+ 1
4i∂ν̄(φ̃2−(φ̃∗)2)

)
+ 1

2(3if ′2(τ)−f ′1(τ)−f ′3(τ))(φ̃+φ̃∗)2Ãν̄

]
, (F.62)

where we defined

X ≡
√

1 + e−2Aκ ((∂rτ)2 + (∂ξτ)2)Vf (λ, τ) eA , (F.63)
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LDBI ≡ Nfξ
2X e4A+

+ X
(

e2Aξ2κ(λ)τ2×

×
(

e2A∆rrÃ
2
r +

(
1− e2A∆ξξ

)
Ã2
ξ + (φ̃+ φ̃∗)2

2ξ2 − 2e2A∆ξrÃrÃξ

)
+

+ w(λ)2
(1

8e2A
[
∆rr

(
1− e2A∆ξξ

)
− e2A∆2

ξr

]
ξ2(Fµ̄ν̄)2+

+ 1
2
((

1− e2A∆ξξ

)
|Dξφ|2 + e2A∆rr |Drφ|2

)
+

+
(
1− |φ|2

)2
4ξ2 − 1

2e2A∆ξr(Drφ
∗Dξφ+ h.c.)−

− ξ2
(
e2A∆rr(∂rΦ)2 +

(
1− e2A∆ξξ

)
(∂ξΦ)2−

− 2e2A∆ξr∂ξΦ∂rΦ
)))

, (F.64)

Y ≡ e−2Aκ

1 + e−2Aκ ((∂rτ)2 + (∂ξτ)2) , (F.65)

and introduced the following condensed notation

∆xy,r ≡
1
Y
δ∆xy

δ ∂rτ
, ∆xy,ξ ≡

1
Y
δ∆xy

δ ∂ξτ
, x, y ∈ {r, ξ} . (F.66)

These are equal to

∆rr,r = −2∂rτ∆rr , ∆rr,ξ = 2∂ξτ
[
−∆rr + e−2A

]
, (F.67)

∆ξξ,r = −2∂rτ∆ξξ , ∆ξξ,ξ = 2∂ξτ
[
−∆ξξ + e−2A

]
, (F.68)

∆ξr,r = −2∂rτ∆ξr + e−2A∂ξτ , ∆ξr,ξ = −2∂ξτ∆ξr + e−2A∂rτ . (F.69)

G Asymptotics of the probe instanton solution

We present in this appendix the analytical asymptotics near the boundaries of the 2-
dimensional space (r, ξ) of the bulk instanton solution in the probe limit. The leading
asymptotics will be necessary to determine the boundary conditions for the numerical
method used to compute the instanton solution.

G.1 UV asymptotics

We start by analyzing the asymptotics of the solution near the AdS-like UV boundary, that
is in the limit where r → 0, which are obtained by solving the equations of motion (F.38)–
(F.43) in this limit. This analysis involves the UV asymptotics of the background (2.14)
and (2.18)–(2.20). According to the holographic dictionary, the UV asymptotics contain
the external sources and vacuum expectation values (vev) for the operators dual to the
instanton bulk fields.
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At leading order in r, (F.39), (F.41), (F.42) and (F.43) respectively determine the
power-law behavior of the two independent solutions for Φ, φ̃1, Ãξ and φ̃2, which are the
components of the gauge fields (4.13)–(4.15), redefined to absorb the tachyon phase as
in (5.6). These power-laws correspond to the standard result for massless gauge fields
on AdS

ϕ = ϕ(0)(ξ)(1 + · · · ) + r2ϕ(2)(ξ)(1 + · · · ) , (G.1)
where ϕ represents all the above mentioned fields, the (0) index refers to the source for the
dual operator, the (2) index to a term proportional to the vev for that operator and the
dots terms that go to 0 at the boundary. Note that this behavior does not apply to Ãr as
the equations of motion are first order for Ãr in the r direction.

For the baryon state under study, the chemical potential is set to 0: Φ(0) = 0 and there
is no source for the gauge field at the boundary, which for the redefined gauge fields (5.6)
corresponds to

Ã
(0)
ξ = ∂ξθ(0, ξ) , φ̃

(0)
1 = sin θ(0, ξ) , φ̃

(0)
2 = − cos θ(0, ξ) , (G.2)

where θ is the phase in the tachyon ansatz (4.27). Near the boundary, the ansatz fields at
leading order therefore behave as

Φ = Φ(2)(ξ) r2(1 + · · · ) , (G.3)

φ̃1 = sin θ(0, ξ)(1 + · · · ) + φ̃
(2)
1 (ξ) r2(1 + · · · ) , (G.4)

φ̃2 = − cos θ(0, ξ)(1 + · · · ) + φ̃
(2)
2 (ξ) r2(1 + · · · ) , (G.5)

Ãξ = ∂ξθ(0, ξ)(1 + · · · ) + Ã
(2)
ξ (ξ) r2(1 + · · · ) . (G.6)

Then, the constraint (F.38) imposes that Ãr vanishes at the boundary, and behaves at most
linearly in r

Ãr = Ã(1)
r (ξ) r (1 + · · · ) , (G.7)

where Ã(1)
r obeys

∂ξ(ξ2∂ξθ(0, ξ))− sin(2θ(0, ξ)) + 4ξ2Ã(1)
r (ξ) = 0 . (G.8)

From the behavior of the background (2.14) and (2.18)–(2.20), we deduce the order of the
next terms in the UV expansion

Φ = Φ(2)(ξ) r2
(

1 +O
( 1
r log rΛ

))
, (G.9)

φ̃1 = sin θ(0, ξ) + φ̃
(2)
1 (ξ) r2

(
1 +O

( 1
r log rΛ

))
, (G.10)

φ̃2 = − cos θ(0, ξ) + φ̃
(2)
2 (ξ) r2

(
1 +O

( 1
r log rΛ

))
, (G.11)

Ãξ = ∂ξθ(0, ξ) + Ã
(2)
ξ (ξ) r2

(
1 +O

( 1
r log rΛ

))
, (G.12)

Ãr = Ã(1)
r (ξ) r

(
1 +O

( 1
r log rΛ

))
. (G.13)

Note the peculiar feature that the source mode does not receive r-dependent corrections
when moving away from the boundary. This property is specific to the chiral limit mq = 0.
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G.2 Asymptotics at ξ → ∞

We study here the EoMs (F.38)–(F.43) in the limit where ξ → ∞, given the boundary
conditions of the second column of table 1, which impose that the instanton energy is
finite. These asymptotics contain information about the tail of the meson cloud far from
the baryon, which determines the long range meson-exchange interaction between baryons.

We assume that the fields can be expanded as Taylor series in 1/ξ and analyse the
EoMs order by order in 1/ξ. This yields the following behavior for the instanton fields in
the limit ξ →∞

Φ(r, ξ) = Φ̂6(r)
ξ6 +O(ξ−7) , (G.14)

φ̃1(r, ξ) = φ̂1,1(r)
ξ

+ φ̂1,2(r)
ξ2 + φ̂1,3(r)

ξ3 + φ̂1,4(r)
ξ4 + φ̂1,5(r)

ξ5 +O(ξ−6) , (G.15)

φ̃2(r, ξ) = 1 + φ̂2,1
ξ

+ φ̂2,2
ξ2 + φ̂2,3

ξ3 + φ̂2,4(r)
ξ4 + φ̂2,5(r)

ξ5 +O(ξ−6) , (G.16)

Ãξ(r, ξ) = Âξ,2(r)
ξ2 + Âξ,3(r)

ξ3 + Âξ,4(r)
ξ4 + Âξ,5(r)

ξ5 +O(ξ−6) , (G.17)

Ãr(r, ξ) = Âr,3(r)
ξ3 + Âr,4(r)

ξ4 + Âr,5(r)
ξ5 + Âr,6(r)

ξ6 +O(ξ−7) , (G.18)

where φ̂2,1, φ̂2,2 and φ̂2,3 are constants and Âr,n is a linear combination (with r-dependent
coefficients) of φ̂′1,n−2, φ̂

′
1,n−4, · · · , Â′ξ,n−1, Â

′
ξ,n−3, · · · . The other coefficients obey second

order differential equations:

F ′′ +
(
kw2)′
kw2 F ′ = SF , F = φ̂2,n, Φ̂n , (G.19)

G′′ +
(
kw2)′
kw2 G′ − 4e2Ahκτ2

kw2 G = SG , G = φ̂1,n, Âξ,n , (G.20)

where k and h are defined in (F.44) and SG and SF are source terms that depend on lower
order coefficients. In particular

Sφ̂1,1
= Sφ̂1,2

= SÂξ,2 = SÂξ,3 = 0 . (G.21)

Note that, because of the UV boundary conditions of table 2, the boundary values of the
coefficients φ̂1,n, φ̂2,n and Âξ,n can all be written explicitly in terms of the asymptotics of
θ(0, ξ) at ξ →∞. In particular, this implies that φ̂2,1 = 0.

Another interesting observation is that the source terms are such that the solution at
ξ →∞ can be divided into two independent parity sets

Φ even , φ1 odd , φ2 even up to r-independent terms , Aξ even , Ar odd ,
(G.22)

or

Φ odd , φ1 even , φ2 odd up to r-independent terms , Aξ odd , Ar even .
(G.23)
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G.2.1 IR behavior of the large ξ coefficients

The homogeneous solutions of (G.19) are of the form

F (r) = c1 + c2

∫ dr
k(r)w(r)2 , (G.24)

where c1,2 are two independent constants. From (2.16) and (G.26), it is clear that the second
term in (G.24) is singular in the IR. For regularity in the IR c2 should therefore be set to 0
for every coefficients obeying (G.19). Note that in the UV, c2 parametrizes the freedom for
the vev term that goes like ∼ r2 as r → 0. Comparing with the UV expansions (G.3)–(G.6),
we see that this constraint imposes that Φ(2) and φ̃

(2)
2 are fixed in terms of θ(0, ξ), φ̃(2)

1
and Ã(2)

ξ .
Near the IR boundary, the homogeneous solutions of (G.20) are found to behave as

G (r) = c′1 exp
(
aIRτ

2
0

(
r

R

)2Cτ (
1 +O

(
r−2

)))

+ c′2 exp
(
− 2Cτ

3aIR (Cτ − 1)

(
κIR
wIR

)2
τ2

0

(
r

R

)2Cτ−2 (
1 +O

(
r−2

)))
. (G.25)

The first solution diverges in the IR so for all coefficients obeying (G.20), c′1 should be set
to 0. In terms of the UV expansion of (G.3)–(G.6), this should impose φ̃(2)

1 and Ã(2)
ξ in

terms of θ(0, ξ).

G.3 IR asymptotics

We consider in this subsection the asymptotic behavior of the fields near the IR boundary,
that is in the limit where r →∞. For each field, there exist generically two independent
solutions in the IR as in (G.24) and (G.25), only one of which is regular. The asymptotics
we present in the following are the unique regular asymptotics.

From the asymptotics of the background (2.16) and (2.22)–(2.24) we find the functions
k(r) and h(r) defined in (F.44) to behave in the IR as

k(r) ∼ WIRR

τ0Cτ

(√
3
2κIR

)−1/2

e2Ac+(5/3)λc
(
r

R

)3/2−Cτ
× (G.26)

× exp
(
−τ2

0

(
r

R

)2Cτ (
1 +O(r−2)

)
+ 2 r

2

R2

)
,

h(r) ∼ WIRτ0Cτ
R

(√
3
2κIR

)1/2

e(1/3)λc
(
r

R

)Cτ−1/2
× (G.27)

× exp
(
−τ2

0

(
r

R

)2Cτ (
1 +O(r−2)

)
+ 2 r

2

R2

)
.

The IR behavior of the fields is obtained by solving the equations of motion (F.38)–
(F.43) in the IR limit. In this limit the CS terms become negligible, which simplifies a lot
the EoMs.
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The IR behavior of Φ, φ̃1 and Ãξ is found to be separable in ξ and r

Φ (r) = 1
r
αΦ (ξ)

(
1 +O

(
r−2Cτ

))
, (G.28)

φ̃1 (r) = α1 (ξ) exp
(
−ζ

(
r

R

)2Cτ−2 (
1 +O

(
r−2

)))
, (G.29)

Ãξ (r) = αξ (ξ) exp
(
−ζ

(
r

R

)2Cτ−2 (
1 +O(r−2)

))
, (G.30)

where we defined the constant

ζ ≡ 2
3

Cτ
aIR(Cτ − 1)

(
κIR
wIR

)2
τ2

0 , (G.31)

and αΦ(ξ) obeys an independent linear ODE

α′′(ξ) + 2
ξ
α′(ξ)− 1

β
α(ξ) = 0 , (G.32)

with
β ≡

√
3
8

e−2AcκIRCτR

aIR
. (G.33)

(G.32) is compatible with the condition that Φ goes to 0 at ξ →∞ and admits a unique
solution up to overall normalization once the boundary condition that ∂ξΦ goes to 0 at
ξ → 0 is imposed.

From (G.29) and (G.30), the constraint (F.38) in the IR limit then fixes the leading
behavior for Ãr to be

Ãr(r) = αr(ξ)
r

exp
(
−ζ

(
r

R

)2Cτ−2 (
1 +O(r−2)

))
. (G.34)

We finally discuss the φ̃2 field, whose IR behavior is more subtle as the r and ξ

dependence cannot be factorized. Instead, the relevant ansatz is found to be of the form

φ̃2(r, ξ) = F

(
ξ

β log r

)
, (G.35)

where β is defined in (G.33) and the function F obeys a second order non-linear ODE

F ′′(X)− F (X)F (X)2 − 1
X2 + F ′(X) = 0 , X ≡ ξ

β log r . (G.36)

It can be checked numerically that (G.36) admits a unique solution compatible with the
boundary conditions

F (0) = −1 , F (∞) = 1 . (G.37)

The plot of the corresponding solution is shown in figure 2
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Figure 2. Numerical solution to (G.36) with the boundary conditions of (G.37).

G.4 Asymptotics at ξ = 0

We present here the asymptotics of the instanton solution near the center of the baryon
at ξ = 0. We assume that the fields are regular at ξ = 0 and can be expanded as Taylor
series. Then, solving the EoMs (F.38)–(F.43) order by order in ξ with the condition that
the gauge fields (4.13)–(4.15) are well defined at ξ = 0, yields the following asymptotics up
to order O(ξ4)

Φ (r, ξ) = Φ̄0 (r) + Φ̄2 (r) ξ2 + Φ̄4 (r) ξ4 +O
(
ξ6
)
, (G.38)

φ̃1 (r, ξ) = φ̄1,0 (r) ξ + φ̄1,3 (r) ξ3 +O
(
ξ5
)
, (G.39)

φ̃2 (r, ξ) = −1 + φ̄2,2 (r) ξ2 + φ̄2,4 (r) ξ4 +O
(
ξ6
)
, (G.40)

Ãξ (r, ξ) = Āξ,0 (r) + Āξ,2 (r) ξ2 + Āξ,4 (r) ξ4 +O
(
ξ6
)
, (G.41)

Ãr (r, ξ) = Ār,1 (r) ξ + Ār,3 (r) ξ3 +O
(
ξ5
)
, (G.42)

where Φ, φ̃2 and Ãξ are even and φ̃1 and Ãr are odd. All the coefficients of the expansions
are expressed in terms of the 4 functions Φ̄0, φ̄1,0, φ̄2,0 and Ār,0. Note that, as in the
ξ →∞ limit, the UV boundary conditions of table 2 imply that the boundary values of the
coefficients φ̄1,n, φ̄2,n and Āξ,n can all be written explicitly in terms of the asymptotics of
θ(0, ξ) at ξ → 0.
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