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## 1 Introduction

The study of quantum systems in the limit of large quantum numbers goes back to the early years of quantum theory in terms of the wкв approximation. In theories without an obvious expansion parameter, in many conformal field theories (CFTS) and in strongly coupled systems, it is often useful to look for special variables defining them, which under certain circumstances allow a new approximation scheme for the physical problems of interest. This is for example the case in the original semiclassical expansion in Quantum Mechanics, the large- $N$ limit in quantum field theory (QFT) $[1]^{1}$ and large-spin limits $[3,4]$. Recently, there has been a lot of interest in the study of QFT with global symmetries in the limit of large charge. For several CFT, the anomalous dimensions of primary operators with large charge have been computed [5-9].

[^0]One of the aspects of the large-charge expansion that is particularly interesting is its relation to the general study of symmetry breaking in non-relativistic systems [10-14]. This is a vast subject, which is probably far from being exhausted. In the type of theories we consider, the microscopic theory is a local relativistic theory, and we are interested in the large-charge sector. The type of non-relativistic breaking of symmetry we find is closer to the spontaneous symmetry probing explored in [15-17]. We will recover the same hybrid pattern of symmetry breaking we found in [6] when studying vectors models, but using large- $N$ methods as a way of dealing with the strong coupling of the original theory.

In [5], using an orthodox renormalization group (RG) approach to study the $O(2)$ -Wilson-Fisher fixed point theory in three-dimensions (among others), a number of universal features were uncovered at long distances in the large-charge sector. Among them is the existence of a type-I Nambu-Goldstone boson. In the nomenclature of [11], these are massless excitations whose low-energy dispersion relations take the form, $\omega \sim p$. In the case at hand the precise relation is fixed by conformal invariance to be $\omega=p / \sqrt{d-1}=p / \sqrt{2}$ in three space-time dimensions. At long distances, the large-charge sector of the theory can be described in terms of a well-defined effective field theory (EFT) for these Goldstone bosons, where the interactions are suppressed by inverse powers of the charge. Furthermore, the anomalous dimension of a primary field of charge $Q$ has the general form

$$
\begin{equation*}
\Delta(Q)=c_{3 / 2} Q^{3 / 2}+c_{1 / 2} Q^{1 / 2}+c_{0}+\mathcal{O}\left(Q^{-1 / 2}\right) \tag{1.1}
\end{equation*}
$$

The coefficients $c_{3 / 2}$ and $c_{1 / 2}$ depend on the theory, but the constant term $c_{0} \approx-0.0937254$ is universal and is a prediction of the theory. ${ }^{2}$

In [6] the analysis in [5] was extended to the $O(2 N)$ vector theory. We can choose the maximal Abelian subgroup $O(2)^{N}$ as a set of independent rotations on the $N$ orthogonal 2-planes inside $\mathbb{R}^{2 N}$, and put an arbitrary charge $Q_{i}$ on each of them. Let $\varphi_{j}, j=1, \ldots N$ be the complex variables describing the orthogonal two-planes where each $O(2)$ acts as a phase rotation. The semiclassical analysis shows that in this case, the minimal energy state corresponds to uniform rotations in each of the two-planes, with the same frequency $\varphi_{j}=\frac{A_{j}}{\sqrt{2}} e^{i \mu t}$. All two-planes share the same clock (this is reminiscent of the spontaneous symmetry probing phenomenon in [15]). The exponent $\mu$ depends on the details of the field theory, but for the scale-invariant theory, $\mu \sim Q^{1 /(d-1)}, Q=\sum_{i}\left|Q_{i}\right|$.

By perturbing in the scaling theory around the minimal state with large $Q_{i}$ charges in [6] we found that the low-energy theory contains $(N-1)$ type-II Goldstone bosons. In the terminology of [11], they correspond to excitations whose dispersion relation behaves like $\omega \sim p^{2}$ at low energy, i.e. they are Schrödinger particles. We find the same type-I Goldstone boson as in [5], and of course we recover the same Casimir energy contribution to the general form of the anomalous dimension for the lowest-lying operator of charge $Q$. It was also shown that the low-energy limit of this $O(2 N)$ model is described in terms of the Goldstone modes, and the interaction terms in the Hamiltonian are suppressed by powers of $Q$, in agreement with [5].

[^1]Using RG arguments similar to those in [5] we could have obtained the scale-invariant theory in [6], and then expanded around it. In this paper, we take a different point of view, that will be less heuristic, but will yield the same results and offer a simpler procedure to compute corrections in the large- $Q$ expansion.

The idea is to start with a general-principle definition of the partition function for a theory with well-defined global charge (see section 2.2). We work on $S_{\beta}^{1} \times S^{2}$, as we want to make use of the state-operator correspondence of CFT (a similar approach to the study of the $C P^{N-1}$ model at fixed monopole charge was used in [20-22]). In this case, the low-temperature limit will be dominated by the lowest-energy state carrying the charges imposed by the $\theta_{i}$ integrations. For large charges $Q_{i}$, the exponential prefactors oscillate very fast, and hence the leading contribution to the partition function will be dominated by saddle points. When analyzing the saddle point equations and their reliability, we first use zeta-function regularization to evaluate the path integral representing the trace, and then we study the interplay between the large- $Q$ and large- $N$ limits in different regimes. We recover the expected results. The $1 / Q$-expansion appears as a direct consequence of the heat-kernel expansion and is an asymptotic series in the technical sense. The use of large $N$ allows us to compute the unknown coefficients in the anomalous dimension (1.1), finding encouraging agreement with the lattice computations of $c_{3 / 2}$ and $c_{1 / 2}[23,24]$. The coefficient $c_{0}$ is of course obtained with the same value.

Using $S_{\beta}^{1}$ allows us to study the low-temperature regime, going beyond the earlier EFT results at $T=0$. It is interesting how the saddle-point expansion together with the large- $N$ limit reorganize the quantum expansion in such a way that we can easily recognize how the interplay between large $Q$ and large $N$ gives rise to the various terms. To discuss the properties of the universal (conformal) Goldstone boson we need to study the quantum structure at order $\mathcal{O}\left(N^{0}\right)$ in the auxiliary fields used to represent the large- $N$ formulation of the theory (section 4).

A nice check of the self-consistency of our arguments is that by using these techniques, but at zero charges, we recover that the leading operator contributing is the identity operator at the conformal point.

The plan of this article is as follows. In section 2, we study the action of the $O(2 N)$ vector model in three dimensions at the infrared fixed point at fixed global charge. We write down an effective action for the field $\hat{\lambda}$ which is promoted from Lagrange multiplier by integrating out the original fields $\varphi_{i} . \hat{\lambda}$ describes the fluctuations around the saddle point of the path integral, which we study in section 3 , making use of the zeta-function regularization. We separately explore the regimes of zero charge and zero temperature (section 3.3), finite charge and zero temperature (section 3.4) and finite charge and finite temperature (section 3.5). While the results obtained this far can be interpreted as leadingorder terms in $N$, we next identify the Goldstone spectrum by studying the relevant next-toleading order contributions in section 4 . We end with conclusions and outlook in section 5 and collect the necessary technical details pertaining to the zeta-functions in appendices A and B. In appendix C, the one-loop term in the propagator for $\hat{\lambda}$ is calculated.

## 2 The action

### 2.1 The infrared fixed point

We start with the Landau-Ginzburg model for $2 N$ real scalar fields in the vector representation of $O(2 N)$ in $(1+2)$ dimensions with Euclidean signature on $S_{\beta}^{1} \times \Sigma$, where $\Sigma$ is a Riemann surface. ${ }^{3}$ Keeping all the terms up to mass dimension three, we have

$$
\begin{equation*}
S_{\theta}\left[\varphi_{i}\right]=\sum_{i=1}^{N} \int \mathrm{~d} t \mathrm{~d} \Sigma\left[g^{\mu \nu}\left(\partial_{\mu} \varphi_{i}\right)^{*}\left(\partial_{\nu} \varphi_{i}\right)+r \varphi_{i}^{*} \varphi_{i}+\frac{u}{2}\left(\varphi_{i}^{*} \varphi_{i}\right)^{2}+\frac{v}{4}\left(\varphi_{i}^{*} \varphi_{i}\right)^{3}\right] \tag{2.1}
\end{equation*}
$$

where $\varphi_{i}$ are complex fields. Note that the term $r \varphi_{i}^{*} \varphi_{i}$ includes also the coupling to the scalar curvature of $\Sigma$, which in our case is constant. We will see that this model flows to the Wilson-Fisher (WF) in the infrared (IR) limit $u \rightarrow \infty$ when $r$ is fine-tuned to the value fixed by conformal coupling. The $|\varphi|^{6}$ term is marginally irrelevant.

We are interested in the canonical partition function at fixed charge, where we fix the charges $Q_{i}$ that act as rotations on the complex fields $\varphi_{i}$, i.e. the Noether charges

$$
\begin{equation*}
\hat{Q}_{i}=\int \mathrm{d} \Sigma j_{i}^{0}=i \int \mathrm{~d} \Sigma\left[\dot{\varphi}_{i}^{*} \varphi_{i}-\varphi_{i}^{*} \dot{\varphi}_{i}\right] \tag{2.2}
\end{equation*}
$$

The partition function takes the form

$$
\begin{align*}
Z\left(Q_{1}, \ldots, Q_{N}\right) & =\operatorname{Tr}\left[e^{-\beta H} \prod_{i=1}^{N} \delta\left(\hat{Q}_{i}-Q_{i}\right)\right]  \tag{2.3}\\
& =\int_{-\pi}^{\pi} \prod_{i=1}^{N} \frac{\mathrm{~d} \theta_{i}}{2 \pi} \prod_{i=1}^{N} e^{i \theta_{i} Q_{i}} \operatorname{Tr}\left[e^{-\beta H} \prod_{i=1}^{N} e^{-i \theta_{i} \hat{Q}_{i}}\right] .
\end{align*}
$$

In this Hamiltonian representation, charge quantization implies that the eigenvalues of the $\hat{Q}_{i}$ are integers. This in turn implies that the integrand is a $2 \pi$-periodic function in each of the $\theta_{i}$, allowing us to use the integration bounds of $-\pi$ and $\pi$.

The integral over $\theta_{i}$ can be solved in terms of an asymptotic expansion in $1 / Q_{i}$. In general such an expansion will receive contributions from the end points of the integration $\theta_{i}= \pm \pi$ and from the saddle points of the integrand. In our case, however, the integrand is a $(2 \pi)$-periodic function of $\theta_{i}$, so the contributions from the end points cancel each other and the leading contribution comes from the saddle point.

The trace describes the grand-canonical partition function for a theory with imaginary chemical potentials $\mu_{i}=i \theta_{i} / \beta$ associated to the currents $j_{i}^{0}$. The $\theta$-dependent terms break the original $O(2 N)$ symmetry to the $\mathrm{U}(N)$ that acts linearly on the complex fields $\varphi_{i}$. The saddle-point equation for $\theta_{i}$ is $i Q_{i}+\partial_{\theta_{i}} F_{g c}(i \theta / \beta)=0$, where $F_{\mathrm{gc}}$ is the corresponding free energy. We will be discussing compact manifolds, so we expect $F_{\mathrm{gc}}$ to be smooth and the derivatives to be well-defined. If the theory is $C P$-invariant, $F_{\mathrm{gc}}$ is necessarily an even function of $\mu$. The reason is that under $T$, the chemical potential transforms as $\mu \rightarrow-\mu$

[^2]and if the theory is $C P$ invariant, then $\mu \rightarrow-\mu$ has a to be a symmetry. It follows that at the saddle point $\theta$ has to be necessarily imaginary, since the derivative of $F_{g c}(\mu)$ is an odd real function: taking the complex conjugate of the equation one finds that at the minimum $\theta_{i}^{*}=-\theta_{i}$, and equivalently, the $\mu_{i}$ are real.

Since the current $j^{0}$ in the trace depends on the momenta, the sum over the momenta is non-trivial. The result can be understood in two equivalent ways:

- imposing a non-trivial boundary condition (BC) on the fields $\varphi_{i}$ around the thermal circle:

$$
\begin{equation*}
\operatorname{Tr}\left[e^{-\beta H-i \theta \cdot \hat{Q}}\right]=\int_{\varphi_{i}(\beta, x)=e^{i \theta_{i}} \varphi_{i}(0, x)} \mathcal{D} \varphi_{i} e^{-S\left[\varphi_{i}\right]} . \tag{2.4}
\end{equation*}
$$

Since the fields $\varphi_{i}$ are all scalars, shifting $\theta_{i}$ by $2 \pi$ results in the same boundary condition. We see again that the trace is a $2 \pi$-periodic function.

- introducing a constant background field in the time direction for the gauged $\mathrm{U}(1)$ symmetry and keeping periodic BC:

$$
\begin{equation*}
\operatorname{Tr}\left[e^{-\beta H-i \theta \cdot \hat{Q}}\right]=\int_{\varphi_{i}(\beta, x)=\varphi_{i}(0, x)} \mathcal{D} \varphi_{i} e^{-S_{\theta}\left[\varphi_{i}\right]}, \tag{2.5}
\end{equation*}
$$

where the gauged Euclidean action is

$$
\begin{equation*}
S_{\theta}\left[\varphi_{i}\right]=\sum_{i=1}^{N} \int \mathrm{~d} t \mathrm{~d} \Sigma\left[g^{\mu \nu}\left(D_{\mu}^{i} \varphi_{i}\right)^{*}\left(D_{\nu}^{i} \varphi_{i}\right)+r \varphi_{i}^{*} \varphi_{i}+\frac{u}{2}\left(\varphi_{i}^{*} \varphi_{i}\right)^{2}+\frac{v}{4}\left(\varphi_{i}^{*} \varphi_{i}\right)^{3}\right] \tag{2.6}
\end{equation*}
$$

and the covariant derivative is

$$
D_{\mu}^{i} \varphi_{i}= \begin{cases}\left(\partial_{0}+i \frac{\theta_{i}}{\beta}\right) \varphi_{i} & \text { if } \mu=0  \tag{2.7}\\ \partial_{i} \varphi & \text { otherwise }\end{cases}
$$

We are interested in the IR behavior where the theory flows to a WF point. We will show that this is the case in the limit $u \rightarrow \infty$ with $r$ and $v$ finite. In the standard approach to the vector model [1, 25] we start with a Hubbard-Stratonovich transformation [26, 27]. Introduce a Lagrange multiplier $\lambda$ and an auxiliary field $\eta$ :

$$
\begin{equation*}
\int \mathcal{D} \varphi_{i} e^{-S_{\theta}\left[\varphi_{i}\right]}=\int \mathcal{D} \varphi_{i} \mathcal{D} \lambda \mathcal{D} \eta e^{-S_{\theta}\left[\varphi_{i}, \lambda, \eta\right]}, \tag{2.8}
\end{equation*}
$$

where

$$
\begin{align*}
S_{\theta}\left[\varphi_{i}, \lambda, \eta\right]= & \sum_{i=1}^{N} \int \mathrm{~d} t \mathrm{~d} \Sigma\left[\left(D_{\mu}^{i} \varphi_{i}\right)^{*}\left(D_{\mu}^{i} \varphi_{i}\right)+r \varphi_{i}^{*} \varphi_{i}\right. \\
& \left.-\lambda\left(\eta-\left(\varphi_{i}^{*} \varphi_{i}+\frac{v}{4 u}\left(\varphi_{i}^{*} \varphi_{i}\right)^{2}\right)\right)-\frac{u}{2} \eta^{2}\right] \tag{2.9}
\end{align*}
$$

Integrating out $\lambda$ reproduces our action, up to an irrelevant $\left(\varphi^{*} \varphi\right)^{4}$ term. We can now trade $\left(\varphi_{i}^{*} \varphi_{i}\right)$ and $\left(\varphi_{i}^{*} \varphi_{i}\right)^{2}$ for $\eta^{2}$ and integrate out the field $\eta$ since it only appears quadratically. ${ }^{4}$ The result is a new action, without quartic or sextic interactions, that depends on $\varphi_{i}$ and the (former) Lagrange multiplier $\lambda$

$$
\begin{equation*}
\int \mathcal{D} \varphi_{i} \mathcal{D} \lambda \mathcal{D} \eta e^{-S_{\theta}\left[\varphi_{i}, \lambda, \eta\right]}=\int \mathcal{D} \varphi_{i} \mathcal{D} \lambda e^{-S_{\theta}\left[\varphi_{i}, \lambda\right]} \tag{2.10}
\end{equation*}
$$

where now

$$
\begin{equation*}
S_{\theta}\left[\varphi_{i}, \lambda\right]=\sum_{i=1}^{N} \int \mathrm{~d} t \mathrm{~d} \Sigma\left[\left(D_{\mu}^{i} \varphi_{i}\right)^{*}\left(D_{\mu}^{i} \varphi_{i}\right)+(r+\lambda) \varphi_{i}^{*} \varphi_{i}-\frac{\lambda^{2}}{2 u}+\frac{v}{4 u} \lambda\left(\varphi_{i}^{*} \varphi_{i}\right)^{2}\right] \tag{2.11}
\end{equation*}
$$

We are interested in the IR behavior of the system at the conformal point where $r$ is finetuned to remain of order $\mathcal{O}(1), u$ diverges and $v$ is generically of order $\mathcal{O}(1)$ since it is dimensionless. The last two terms are both irrelevant (they have mass dimension 4) and can be dropped without changing the physics of the problem. ${ }^{5}$ This is a clear example of universality. The physics at the fixed point is precisely the same independently of the values of the parameters in the initial (ultraviolet (UV)) action.

Since we are working at fixed charge, our problem has two intrinsic scales: the charge density $\rho_{i}=Q_{i} / V$ and the scale $u$ that has mass dimension 1 . We fix $Q_{i}$ such that the hierarchy

$$
\begin{equation*}
\frac{1}{L} \ll \Lambda \ll \rho_{i}^{1 / 2} \ll u \tag{2.12}
\end{equation*}
$$

is satisfied, where $L$ is the typical scale of the surface $\Sigma$, and $\Lambda$ is the energy scale for the physics that we want to study. In this regime we can safely approximate the action as

$$
\begin{equation*}
S_{Q}=\sum_{i=1}^{N}\left[-i \theta_{i} Q_{i}+\int \mathrm{d} t \mathrm{~d} \Sigma\left[\left(D_{\mu}^{i} \varphi_{i}\right)^{*}\left(D_{\mu}^{i} \varphi_{i}\right)+(r+\lambda) \varphi_{i}^{*} \varphi_{i}\right]\right] \tag{2.13}
\end{equation*}
$$

with $D_{0}^{i}=\partial_{0}+i \theta_{i} / \beta$. The $N$ modes are not independent since they share the same coupling to $\lambda$. This is why the system has $\mathrm{U}(N)$ symmetry as opposed to $\mathrm{U}(1)^{N}$.

### 2.2 The effective action for $\lambda$

The fields $\varphi_{i}$ appear quadratically in the action, and we can - at least formally - integrate them out. Their inverse propagator is

$$
\Delta^{-1}=\left(\begin{array}{cc}
0 & \left(\omega-\frac{\theta}{\beta}\right)^{2}+p^{2}+(r+\lambda)  \tag{2.14}\\
\left(\omega-\frac{\theta}{\beta}\right)^{2}+p^{2}+(r+\lambda) & 0
\end{array}\right)
$$

[^3]and it has zeros for
\[

$$
\begin{equation*}
\omega^{2}+(\sqrt{r+\lambda} \pm \mu)^{2}+\left(1 \pm \frac{\mu}{\sqrt{r+\lambda}}\right) p^{2} \mp \frac{\mu}{4(r+\lambda)^{3 / 2}} p^{4}+\cdots=0 . \tag{2.15}
\end{equation*}
$$

\]

Here we have introduced $\mu=i \theta / \beta$ since we know that on general grounds, $\theta$ at the saddle point is imaginary. The inverse propagator is non-singular, unless $\mu^{2}=r+\lambda$. In this case, the fields $\varphi_{i}$ will in general have non-trivial zero modes that need to be treated nonperturbatively. We will see that this situation can be interpreted in terms of Goldstone's theorem: a non-trivial vacuum expectation value (VEV) (zero mode) marks a spontaneous breaking of the global symmetry and the appearance of massless degrees of freedom (DOF) in the spectrum. Knowing that there can be a zero-mode for the $\varphi_{i}$, we decompose the fields into a constant part $A_{i}$ plus orthogonal fluctuations $u_{i}$ :

$$
\begin{equation*}
\varphi_{i}=\frac{1}{\sqrt{2}} A_{i}+u_{i}, \quad\left\langle u_{i}\right\rangle=0 . \tag{2.16}
\end{equation*}
$$

The action becomes (up to a total derivative)

$$
\begin{equation*}
S_{Q}=\sum_{i=1}^{N}\left[-i \theta_{i} Q_{i}+\int \mathrm{d} t \mathrm{~d} \Sigma\left[\left(D_{\mu}^{i} u_{i}\right)^{*}\left(D_{\mu}^{i} u_{i}\right)+\frac{\theta_{i}^{2} A_{i}^{2}}{2 \beta^{2}}+(r+\lambda)\left|\frac{A_{i}}{\sqrt{2}}+u_{i}\right|^{2}\right]\right] . \tag{2.17}
\end{equation*}
$$

It is convenient to also separate the field $\lambda$ into a constant part and orthogonal (spacetimedependent) fluctuations:

$$
\begin{equation*}
\lambda=\left(m^{2}-r\right)+\hat{\lambda}, \quad\langle\hat{\lambda}\rangle=0 \tag{2.18}
\end{equation*}
$$

Now we can perform the quadratic path integral over the $u_{i}$ :

$$
\begin{equation*}
Z\left(Q_{1}, \ldots, Q_{N}\right)=\int \prod_{i=1}^{N} \frac{\mathrm{~d} \theta_{i}}{2 \pi} \mathcal{D} u^{i} \mathcal{D} \lambda e^{-S_{Q}\left[u^{i}, \lambda\right]}=\int \prod_{i=1}^{N} \frac{\mathrm{~d} \theta_{i}}{2 \pi} \mathcal{D} \hat{\lambda} \prod_{i=1}^{N} e^{i \theta_{i} Q_{i}} e^{-S_{\theta}[\hat{\lambda}]} \tag{2.19}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{\theta}[\hat{\lambda}]=\sum_{i=1}^{N}\left[V \beta\left(\frac{\theta_{i}^{2}}{\beta^{2}}+m^{2}\right) \frac{A_{i}^{2}}{2}+\operatorname{Tr}\left[\log \left(-D_{\mu}^{i} D_{\mu}^{i}+m^{2}+\hat{\lambda}\right)\right]-\frac{A_{i}^{2}}{2} \operatorname{Tr}(\hat{\lambda} \Delta \hat{\lambda})\right] . \tag{2.20}
\end{equation*}
$$

$\operatorname{Tr}\left(\hat{\lambda} \Delta^{i} \hat{\lambda}\right)$ is a non-local term,

$$
\begin{equation*}
\operatorname{Tr}\left(\hat{\lambda} \Delta^{i} \hat{\lambda}\right)=\int \mathrm{d} t \mathrm{~d} \Sigma \mathrm{~d} t^{\prime} \mathrm{d} \Sigma^{\prime} \hat{\lambda}(t, x) \Delta^{i}\left(t-t^{\prime}, x-x^{\prime}\right) \hat{\lambda}\left(t^{\prime}, x^{\prime}\right) \tag{2.21}
\end{equation*}
$$

written in terms of the propagator $\Delta^{i}(t, x)$ for the field $u^{i}$ :

$$
\begin{equation*}
\left(-D_{\mu}^{i} D_{\mu}^{i}+m^{2}\right) \Delta^{i}(r)=\frac{1}{\sqrt{g}} \delta(r) . \tag{2.22}
\end{equation*}
$$

We can now separate the zero-modes in the action, expanding the functional determinant as a formal series:

$$
\begin{align*}
S_{\theta}[\hat{\lambda}]= & \sum_{i=1}^{N}\left[V \beta\left(\frac{\theta_{i}^{2}}{\beta^{2}}+m^{2}\right) \frac{A_{i}^{2}}{2}+\operatorname{Tr}\left[\log \left(-D_{\mu}^{i} D_{\mu}^{i}+m^{2}\right)\right]-\frac{A_{i}^{2}}{2} \operatorname{Tr}\left(\hat{\lambda} \Delta^{i} \hat{\lambda}\right)\right. \\
& \left.-\sum_{n=2}^{\infty} \frac{(-1)^{n}}{n} \operatorname{Tr}\left(\Delta^{i} \hat{\lambda}\right)^{n}\right], \tag{2.23}
\end{align*}
$$

where $\Delta \hat{\lambda}$ are non-local terms written in terms of the propagator as

$$
\begin{equation*}
\operatorname{Tr}\left(\Delta^{i} \hat{\lambda}\right)^{n}=\int \mathrm{d} r_{1} \ldots \mathrm{~d} r_{n} \hat{\lambda}\left(r_{1}\right) \ldots \hat{\lambda}\left(r_{n}\right) \prod_{i} \Delta^{i}\left(r_{i}-r_{i-1}\right), \quad r_{0}=r_{n} \tag{2.24}
\end{equation*}
$$

Our final result is an effective action for the fluctuations $\hat{\lambda}$ which depends on the parameters $m^{2}, A_{i}$ and $\theta_{i}$.

We have redefined the quantum structure of the problem: instead of our original fields $\varphi_{i}$, we now have an action in terms of $\hat{\lambda}$, which has been promoted to a collective field from a Lagrange multiplier. The information about the fixed point and the symmetry-breaking pattern is contained in the zero-mode $m^{2}$, which acts as a RG flow parameter.

## 3 The saddle point

In the previous section we have found an effective action for the field $\hat{\lambda}$. It describes the fluctuations around the saddle point of the path integral. ${ }^{6}$ In this section we will find the saddle point as a function of the control parameters $Q$ and $\beta$ and discuss the behavior of the system in the limit where the fluctuations can be neglected. We will see in the following that this assumption is consistent in the large $N$ limit.

### 3.1 Saddle point equations

The saddle point equations are obtained deriving the effective action with respect to $m^{2}$, $A_{i}$ and $\theta_{i}$ at $\hat{\lambda}=0$ :

$$
\begin{cases}\frac{\partial S_{Q}}{\partial m^{2}}=\sum_{i=1}^{N}\left[V \beta \frac{A_{i}^{2}}{2}+\frac{\partial}{\partial m^{2}} \operatorname{Tr}\left[\log \left(-D_{\mu}^{i} D_{\mu}^{i}+m^{2}\right)\right]\right]=0, &  \tag{3.1}\\ \frac{\partial S_{Q}}{\partial \theta_{i}}=\frac{\theta_{i}}{\beta} V A_{i}^{2}+\frac{\partial}{\partial \theta_{i}} \operatorname{Tr}\left[\log \left(-D_{\mu}^{i} D_{\mu}^{i}+m^{2}\right)\right]-i Q_{i}=0, & i=1, \ldots, N \\ \frac{\partial S_{Q}}{\partial A_{i}}=V \beta\left(\frac{\theta_{i}^{2}}{\beta^{2}}+m^{2}\right) A_{i}=0, & i=1, \ldots, N .\end{cases}
$$

The first equation relates $m^{2}$ to the quantum effects summed up in the functional determinant. The value taken at the saddle point contains information about the dimensionality and the symmetries of the problem. We will use this value at zero charge to verify

[^4]that we sit indeed at the conformal point, while at large charge it will be the controlling parameter of the asymptotic expansion. In this sense, $m^{2}$ plays the same role as the (leading term of the) effective potential in the EFT.

The second equation shows how the charges $Q_{i}$ are distributed between the VEV $A_{i}$ and the fluctuations $u^{i}$ that are summed in the functional determinant. We will see explicitly that for $\beta \rightarrow \infty$ the fluctuation part vanishes and all the charge comes from the VEV.

The third equation shows that a non-vanishing VEV is only possible if $\theta_{i}^{2}=-m^{2} \beta^{2}$. This is precisely the same condition $\mu^{2}=r+\lambda=m^{2}$ that we had found above for the $\varphi_{i}$ to contain massless modes.

If we neglect the fluctuations $\hat{\lambda}$, we can identify the functional determinant with the grand-canonical (fixed chemical potential) free energy:

$$
\begin{equation*}
F_{g c}^{*<t}(i \theta)=\sum_{i=1}^{N}\left[V\left(\frac{\theta_{i}^{2}}{\beta^{2}}+m^{2}\right) \frac{A_{i}^{2}}{2}+\frac{1}{\beta} \operatorname{Tr}\left[\log \left(-D_{\mu}^{i} D_{\mu}^{i}+m^{2}\right)\right]\right] . \tag{3.2}
\end{equation*}
$$

The canonical (fixed charge) free energy is then
where the value of $\theta$ is fixed by the saddle point condition. This is a non-trivial consistency check of our construction: at the saddle point we reproduce the usual Legendre transform that relates the two thermodynamic potentials.

### 3.2 Zeta-function regularization

The functional determinant that appears in eq. (3.1) needs to be regularized. In view of using the state/operator correspondence, we are interested in the theory living on a twosphere. It is therefore convenient to use the zeta function regularization as it does not affect the compactification manifold (see [32, 33] for an introduction).

In the zeta function scheme we introduce the sum over the eigenvalues of the operator $-D_{\mu} D^{\mu}+m^{2}$,

$$
\begin{equation*}
\zeta(s \mid \theta, \Sigma, m)=\sum_{n \in \mathbb{Z}} \sum_{p}\left(\left(\frac{2 \pi n}{\beta}+\frac{\theta}{\beta}\right)^{2}+E(p)^{2}+m^{2}\right)^{-s} . \tag{3.4}
\end{equation*}
$$

The $E^{2}(p)$ are the eigenvalues of the Laplacian on $\Sigma$,

$$
\begin{equation*}
\triangle f_{p}(x)+E(p)^{2} f_{p}(x)=0 \tag{3.5}
\end{equation*}
$$

and we have used the fact that the $\theta$-terms shift the Matsubara frequencies on the thermal circle from $2 \pi n / \beta$ to $2 \pi n / \beta+\theta / \beta$.

Then we write the functional determinant as

$$
\begin{equation*}
\operatorname{Tr}\left[\log \left(-D_{\mu} D^{\mu}+m^{2}\right)\right]=\sum_{n \in \mathbb{Z}} \sum_{p} \log \left(\left(\frac{2 \pi n}{\beta}+\frac{\theta}{\beta}\right)^{2}+E(p)^{2}+m^{2}\right) \tag{3.6}
\end{equation*}
$$

and its derivatives that appear in the saddle point equations are:

$$
\begin{align*}
\frac{\partial}{\partial m^{2}} \operatorname{Tr}\left[\log \left(-D_{\mu} D^{\mu}+m^{2}\right)\right] & =\sum_{n \in \mathbb{Z}} \sum_{p}\left(\left(\frac{2 \pi n}{\beta}+\frac{\theta}{\beta}\right)^{2}+E(p)^{2}+m^{2}\right)^{-1}  \tag{3.7}\\
& =\left.\zeta(s \mid \theta, \Sigma, m)\right|_{s=1}, \\
\frac{\partial}{\partial \theta} \operatorname{Tr}\left[\log \left(-D_{\mu} D^{\mu}+m^{2}\right)\right] & =\frac{2}{\beta} \sum_{n \in \mathbb{Z}} \sum_{p} \frac{\frac{2 \pi n}{\beta}+\frac{\theta}{\beta}}{\left(\frac{2 \pi n}{\beta}+\frac{\theta}{\beta}\right)^{2}+E(p)^{2}+m^{2}}  \tag{3.8}\\
& =-\left.\frac{1}{s} \frac{\partial}{\partial \theta} \zeta(s \mid \theta, \Sigma, m)\right|_{s=0}
\end{align*}
$$

Collecting the above results, we can write the zeta-function-regulated saddle point equations:

$$
\begin{cases}\frac{\partial S_{Q}}{\partial m^{2}}=\sum_{i=1}^{N}\left[\frac{V \beta}{2} A_{i}^{2}+\zeta\left(1 \mid \theta_{i}, \Sigma, m\right)\right]=0, & \frac{\partial S_{Q}}{\partial \theta_{i}}=-i Q+\frac{\theta_{i}}{\beta} V A_{i}^{2}+\left.\frac{1}{s} \frac{\partial}{\partial \theta_{i}} \zeta\left(s \mid \theta_{i}, \Sigma, m\right)\right|_{s=0}=0,  \tag{3.9}\\ \frac{i=1, \ldots, N}{\partial A_{i}}=V \beta\left(\frac{\theta_{i}^{2}}{\beta^{2}}+m^{2}\right) A_{i}=0, & i=1, \ldots, N .\end{cases}
$$

Finally, it is also convenient to write the $\operatorname{Tr} \log (\cdot)$ term in this regularization, using the identity $\log (x)=-\left.\frac{\mathrm{d} x^{-s}}{\mathrm{~d} s}\right|_{s=0}$ :

$$
\begin{align*}
\operatorname{Tr}\left[\log \left(-D_{\mu} D^{\mu}+m^{2}\right)\right] & =-\left.\frac{\mathrm{d}}{\mathrm{~d} s} \sum_{n \in \mathbb{Z}} \sum_{p}\left(\left(\frac{2 \pi n}{\beta}+\frac{\theta}{\beta}\right)^{2}+E(p)^{2}+m^{2}\right)^{-s}\right|_{s=0} \\
& =-\left.\frac{\mathrm{d}}{\mathrm{~d} s} \zeta(s \mid \theta, \Sigma, m)\right|_{s=0} \tag{3.10}
\end{align*}
$$

A technical remark. In the following, we will use Mellin's representation of the zeta function:

$$
\begin{equation*}
\zeta(s \mid \theta, \Sigma, m)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} t^{s} e^{-m^{2} t} \sum_{n \in \mathbb{Z}} e^{-\left(\frac{2 \pi n}{\beta}+\frac{\theta}{\beta}\right)^{2} t} \operatorname{Tr}\left[e^{\Delta_{\Sigma} t}\right] . \tag{3.11}
\end{equation*}
$$

This has a number of advantages from our point of view. In the large-charge limit, we expect $m$ to be large for dimensional reasons. In this case it will act as a regulator for the integral which, for $m \gg 1$, localizes around $t=0$. The integrand separates the contribution of the modes on the thermal circle clearly from the contribution of the internal manifold $\Sigma$. The former is a theta function which has a simple behavior for $t \rightarrow 0$ and is manifestly $2 \pi$ invariant in $\theta$ (see the Poisson-resummed form in eq. (A.3)); the latter can be expanded for small $t$ using Weyl's asymptotic formula in eq. (A.4) [34]. We use these properties extensively in the appendix to compute special values of the zeta functions in different limits.

### 3.3 Zero charge, zero temperature: the conformal coupling

Let us stop a moment to examine the case without fixing the charge. Here, the main contribution comes from $Q=0$. We can use this point as a litmus test to see whether the
limit $u \rightarrow \infty$ that we have taken indeed leads to a CFT. We study the special case of zero temperature on the sphere, $\beta \rightarrow \infty$ and $\Sigma=S^{2}$. At the fixed point, $m^{2}$ must reproduce the coupling of a conformal massless scalar:

$$
\begin{equation*}
m^{2}=\xi R=\frac{1}{8} \times \frac{2}{r_{0}^{2}}, \tag{3.12}
\end{equation*}
$$

where $R$ is the Ricci scalar of $\Sigma$ and $r_{0}$ the radius of the two-sphere. Moreover, the free energy must vanish,

$$
\begin{equation*}
F(Q=0)=0, \tag{3.13}
\end{equation*}
$$

as by the state/operator correspondence it corresponds to the conformal dimension of the lowest operator of charge zero, which is the identity:

$$
\begin{equation*}
F(0)=r \Delta(\mathbb{1})=0 . \tag{3.14}
\end{equation*}
$$

For $\beta \rightarrow \infty$, the zeta function $\zeta(s \mid \theta, \Sigma, m)$ does not depend on $\theta$, and is proportional to the zeta function on the compactification manifold $\Sigma$. To see this, one can either start from the expression for finite $\beta$ and take the limit (see eq. (A.13)), or compute directly the zeta function summing over the eigenvalues on the (infinite) thermal circle,

$$
\begin{align*}
\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \zeta(s \mid \theta, \Sigma, m) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \omega \sum_{p}\left((\omega+i \mu)^{2}+E(p)^{2}+m^{2}\right)^{-s}  \tag{3.15}\\
& =\frac{\Gamma\left(s-\frac{1}{2}\right)}{2 \sqrt{\pi} \Gamma(s)} \sum_{p}\left(E(p)^{2}+m^{2}\right)^{1 / 2-s}=\frac{\Gamma\left(s-\frac{1}{2}\right)}{2 \sqrt{\pi} \Gamma(s)} \zeta\left(\left.s-\frac{1}{2} \right\rvert\, \Sigma, m\right),
\end{align*}
$$

where the sum runs over the eigenvalues $E(p)^{2}$ of the Laplacian on $\Sigma$. For the particular values that we need in the saddle point equation and for the free energy, we get

$$
\begin{array}{r}
\zeta(1 \mid \theta, \Sigma, m) \xrightarrow[\beta \rightarrow \infty]{ } \frac{\beta}{2} \zeta\left(\left.\frac{1}{2} \right\rvert\, \Sigma, m\right), \\
-\left.\frac{\mathrm{d}}{\mathrm{~d} s} \zeta(1 \mid \theta, \Sigma, m)\right|_{s \rightarrow 0} \xrightarrow[\beta \rightarrow \infty]{ } \beta \zeta\left(\left.-\frac{1}{2} \right\rvert\, \Sigma, m\right) . \tag{3.1}
\end{array}
$$

If we do not fix the charge, there is no integration over the $\theta_{i}$ and the saddle point equations are

$$
\left\{\begin{array}{l}
\frac{\beta}{2} \sum_{i=1}^{N}\left[V A_{i}^{2}+\zeta\left(\left.\frac{1}{2} \right\rvert\, S^{2}, m\right)\right]=0,  \tag{3.18}\\
V \beta m^{2} A_{i}=0,
\end{array} \quad i=1, \ldots, N .\right.
$$

Since there are no external scales, based on naturalness we expect $m^{2}$ to be of order $\mathcal{O}(1)$ and the appropriate expansion of the zeta function to be the one given in eq. (B.5) in terms of Hurwitz zeta functions,

$$
\begin{equation*}
\zeta\left(s \mid S^{2}, m\right)=2 \sum_{k=0}^{\infty}\binom{-s}{k} \zeta\left(2 s+2 k-1, \frac{1}{2}\right)\left(m^{2}-\frac{1}{4}\right)^{k} . \tag{3.19}
\end{equation*}
$$

The important observation is that this is a Taylor series with constant term $2 \zeta\left(2 s-1, \frac{1}{2}\right)$ which vanishes both for $s=1 / 2$ and $s=-1 / 2$.

For $s=1 / 2$, we have

$$
\begin{equation*}
\zeta\left(\left.\frac{1}{2} \right\rvert\, S^{2}, m\right)=-\frac{\pi^{2}}{2}\left(m^{2}-\frac{1}{4}\right)+\frac{\pi^{4}}{8}\left(m^{2}-\frac{1}{4}\right)^{2}+\ldots \tag{3.20}
\end{equation*}
$$

so the solution to the saddle point equation is

$$
\left\{\begin{array}{l}
m^{2}=\frac{1}{4},  \tag{3.21}\\
A_{i}=0,
\end{array}\right.
$$

reproducing as hoped the conformal coupling (3.12).
As expected, there are no zero modes for the fields $\varphi_{i}$ and the information about the conformal point is entirely contained in the value of $m^{2}$.

If we neglect the fluctuations $\hat{\lambda}$, the free energy of the system is given by the value of the action at the saddle, which in our scheme depends on the zeta function in $s=-1 / 2$ :

$$
\begin{equation*}
\zeta\left(\left.-\frac{1}{2} \right\rvert\, S^{2}, m\right)=-\frac{\pi^{2}}{8}\left(m^{2}-\frac{1}{4}\right)^{2}+\frac{\pi^{4}}{96}\left(m^{2}-\frac{1}{4}\right)^{3}+\ldots \tag{3.22}
\end{equation*}
$$

and vanishes:

$$
\begin{equation*}
F^{\circledast}(0)=-\left.\frac{1}{\beta} \log (Z(Q))\right|_{Q=0} \approx V \frac{A_{i}^{2}}{2}+\left.\zeta\left(\left.-\frac{1}{2} \right\rvert\, S^{2}, m\right)\right|_{m^{2}=\frac{1}{4}, A_{i}=0}=0, \tag{3.23}
\end{equation*}
$$

as predicted by the identity in eq. (3.14).

### 3.4 Finite charge, zero temperature: the broken phase

Now that we have verified that we are in fact at the conformal point, we can study the case of $Q \neq 0, T=0$ which should reproduce the EFT predictions of [5, 6].

Using the low-temperature limit of the zeta function in eq. (3.15), the saddle point equations reduce to

$$
\begin{cases}\frac{1}{2} \beta V v^{2}+\frac{N \beta}{2} \zeta\left(\left.\frac{1}{2} \right\rvert\, \Sigma, m\right)=0, &  \tag{3.24}\\ i Q_{i}-\frac{\theta_{i}}{\beta} V A_{i}^{2}=0, & i=1, \ldots, N, \\ 2 V \beta\left(m^{2}+\frac{\theta_{i}^{2}}{\beta^{2}}\right) A_{i}=0, & i=1, \ldots, N,\end{cases}
$$

where we have used the fact that the zeta function does not depend on $\theta$ and we have introduced

$$
\begin{equation*}
v^{2}=\sum_{i=1}^{N} A_{i}^{2} . \tag{3.25}
\end{equation*}
$$

From the second equation we see that if $Q_{i}>0, A_{i}$ cannot vanish: at zero temperature, the charge is completely contained in the zero modes of the fields $\varphi_{i}$. From the third equation, we see that all the $\theta_{i}$ are equal and take precisely the value $\theta_{i}=\theta=\operatorname{im} \beta$ where the $\varphi_{i}$ contain massless modes. This is consistent with our observations in section 2.2 about $\theta_{i}$
being imaginary at the saddle point and the existence of zero modes. We are in a broken phase, and we will see in the next section that the massless modes can be interpreted as Goldstone fields arranged in representations of the unbroken $\mathrm{U}(N-1)$ group.

The zero modes take the values

$$
\begin{equation*}
A_{i}^{2}=\frac{Q_{i}}{m V} \tag{3.26}
\end{equation*}
$$

and the remaining equations are

$$
\left\{\begin{array}{l}
m \zeta\left(\left.\frac{1}{2} \right\rvert\, \Sigma, m\right)=-\frac{Q}{N},  \tag{3.27}\\
v^{2}=\frac{Q}{m V}
\end{array}\right.
$$

where

$$
\begin{equation*}
Q=\sum_{i=1}^{N} Q_{i} . \tag{3.28}
\end{equation*}
$$

As predicted in [6], the saddle point depends only on the sum of the charges $Q_{i}$. This was to be expected, as the problem has a $\mathrm{U}(N)$ symmetry which can be used to rotate all the charges and the only invariant under this rotation is their sum. In the EFT, this appears as a property of the homogeneous ground state at fixed charge.

If we neglect the fluctuations $\hat{\lambda}$, the corresponding free energy is then given by ${ }^{7}$

$$
\begin{equation*}
F^{\circledast<}(Q)=-\frac{1}{\beta} \sum_{i=1}^{N}\left[i \theta_{i} Q_{i}-\beta \zeta\left(\left.-\frac{1}{2} \right\rvert\, \Sigma, m\right)\right]=m Q+N \zeta\left(\left.-\frac{1}{2} \right\rvert\, \Sigma, m\right), \tag{3.29}
\end{equation*}
$$

where $m$ is the saddle point value.
Our final result for the free energy at fixed charge $Q$ at leading order in the fluctuations of $\lambda$ on $\mathbb{R} \times \Sigma$ is

$$
\left\{\begin{array}{l}
F_{\Sigma}^{e_{\Sigma}}(Q)=m Q+N \zeta\left(\left.-\frac{1}{2} \right\rvert\, \Sigma, m\right),  \tag{3.30}\\
m \zeta\left(\left.\frac{1}{2} \right\rvert\, \Sigma, m\right)=-\frac{Q}{N} .
\end{array}\right.
$$

The natural parameter that appears is $Q / N$ which we hold fix. In the following we will study the systems in the limit of $Q / N \gg 1$ in order to express the zeta functions as asymptotic expansions.

We use Mellin's representation of the zeta function,

$$
\begin{equation*}
\zeta(s \mid \Sigma, m)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} t^{s} e^{-m^{2} t} \operatorname{Tr}\left[e^{\Delta_{\Sigma} t}\right] . \tag{3.31}
\end{equation*}
$$

In the limit of large $Q / N$, we expect $m$ to be parametrically large, so we can use the corresponding asymptotic expansion where the integral localizes around $t \rightarrow 0$. The trace over the eigenvalues of the Laplacian is expressed using Weyl's asymptotic formula in terms of heat kernel coefficients:

$$
\begin{equation*}
\operatorname{Tr}\left(e^{\Delta_{\Sigma} t}\right)=\sum_{n=0}^{\infty} K_{n} t^{n / 2-1} . \tag{3.32}
\end{equation*}
$$

[^5]The heat kernel coefficients $K_{n}$ can be computed using geometric invariants of the surface $\Sigma$ (see [35, 36] for a detailed introduction) and one finds that if $\Sigma$ has no boundary, all the odd coefficients vanish, $K_{2 n+1}=0$. The leading coefficients are given in terms of the volume $V$ and the scalar curvature $R$ of $\Sigma$,

$$
\begin{equation*}
K_{0}=\frac{V}{4 \pi}, \quad K_{2}=\frac{V R}{24 \pi} \tag{3.33}
\end{equation*}
$$

Each consecutive order in the large-charge expansion is obtained by taking the next term in the heat kernel expansion.

Let us explicitly consider some special cases for the manifold $\Sigma$.
The torus $\boldsymbol{\Sigma}=\boldsymbol{T}^{\mathbf{2}}$. The only non-vanishing heat kernel coefficient is $K_{0}$. So, up to exponential corrections of order $\mathcal{O}\left(e^{-m}\right)$, we can use eq. (B.3):

$$
\begin{equation*}
\zeta\left(s \mid T^{2}, m\right)=\frac{V}{4 \pi(s-1)} m^{2-2 s} \tag{3.34}
\end{equation*}
$$

At the saddle point,

$$
\begin{align*}
m_{T^{2}}(Q) & =\sqrt{\frac{4 \pi}{V}}\left(\frac{Q}{2 N}\right)^{1 / 2}  \tag{3.35}\\
\frac{F_{T^{2}}^{\otimes \gtrless}(Q)}{2 N} & =\frac{2}{3} \sqrt{\frac{4 \pi}{V}}\left(\frac{Q}{2 N}\right)^{3 / 2} \tag{3.36}
\end{align*}
$$

As expected, in the limit $Q / N \gg 1$, at the saddle point $m \gg 1$.
There is an independent verification of this result. In [30], the authors compute a one-loop effective action for the $O(2 N)$ model, and they find that at leading order in $N$ there is an effective potential,

$$
\begin{equation*}
V_{1-\text { loop }}(\varphi)=\frac{16 \pi^{2}}{3 N^{2}}\left(\varphi^{i} \varphi^{i}\right)^{3} \tag{3.37}
\end{equation*}
$$

This is the same type of effective potential considered in [6]. Matching the conventions we find that the leading contribution to the energy of the homogeneous ground state of the effective action agrees precisely with the free energy that we have computed,

$$
\begin{equation*}
E_{1 \text {-loop }}=\frac{2 \sqrt{2 \pi}}{3 \sqrt{N V}} Q^{3 / 2} \tag{3.38}
\end{equation*}
$$

The unit sphere $\boldsymbol{\Sigma}=\boldsymbol{S}^{\mathbf{2}}$. To study the $Q /(2 N) \gg 1$ limit, we can use the explicit integral representation of the heat kernel [37]:

$$
\begin{equation*}
\operatorname{Tr}\left[e^{\triangle_{S^{2}} t}\right]=2 \frac{e^{t / 4}}{\sqrt{\pi} t^{3 / 2}} \int_{0}^{1} \mathrm{~d} y y \frac{e^{-y^{2} / t}}{\sin (y)} \tag{3.39}
\end{equation*}
$$

Using it we can find an integral representation of the zeta function (see eq. (B.14)). The expression is quite involved but one can show that there is a natural asymptotic expansion

|  |  | lattice | leading $N$ | error |
| ---: | ---: | ---: | ---: | ---: |
| $O(2)$ | $c_{3 / 2}$ | 0.337 | 0.471 | $40 \%$ |
|  | $c_{1 / 2}$ | 0.266 | 0.236 | $10 \%$ |
| $O(4)$ | $c_{3 / 2}$ | 0.301 | 0.333 | $10 \%$ |
|  | $c_{1 / 2}$ | 0.294 | 0.333 | $13 \%$ |

Table 1. Lattice results for the coefficients $c_{3 / 2}$ and $c_{1 / 2}$ in the large-charge expansion of the conformal dimension $\Delta(Q)=c_{3 / 2} Q^{3 / 2}+c_{1 / 2} Q^{1 / 2}+\ldots$ in the $O(2)$ and $O(4)$ models [23, 24], compared with the large- $N$ result in eq. (3.42).
in terms of the mass of a conformally coupled scalar $\left(m^{2}-1 / 4\right)$. In appendix B we show that there is an optimal truncation at the fourth term,

$$
\begin{align*}
\zeta\left(s \mid S^{2}, m\right)= & \frac{1}{s-1}\left(m^{2}-\frac{1}{4}\right)^{1-s}+\frac{1}{12}\left(m^{2}-\frac{1}{4}\right)^{-s}+\frac{7 s}{480}\left(m^{2}-\frac{1}{4}\right)^{-1-s} \\
& +\frac{31 s(s+1)}{8064}\left(m^{2}-\frac{1}{4}\right)^{-2-s} \cdots \tag{3.40}
\end{align*}
$$

We can then express $m$ and $F$ as asymptotic expansions in $1 / Q$ :

$$
\begin{align*}
& m_{S^{2}}(Q)=\left(\frac{Q}{2 N}\right)^{1 / 2}+\frac{1}{12}\left(\frac{Q}{2 N}\right)^{-1 / 2}+\frac{7}{1440}\left(\frac{Q}{2 N}\right)^{-3 / 2}+\frac{71}{120960}\left(\frac{Q}{2 N}\right)^{-5 / 2}+\ldots  \tag{3.41}\\
& \frac{F_{S^{2}}^{2 \times}(Q)}{2 N}=\frac{2}{3}\left(\frac{Q}{2 N}\right)^{3 / 2}+\frac{1}{6}\left(\frac{Q}{2 N}\right)^{1 / 2}-\frac{7}{720}\left(\frac{Q}{2 N}\right)^{-1 / 2}-\frac{71}{181440}\left(\frac{Q}{2 N}\right)^{-3 / 2}+\ldots \tag{3.42}
\end{align*}
$$

By the state-operator correspondence, this last expression is also the conformal dimension of the lowest operator of charge $Q$ for the theory on $\mathbb{R}^{3}$,

$$
\begin{equation*}
\Delta(Q)=r F_{S^{2}}(Q) \tag{3.43}
\end{equation*}
$$

These conformal dimensions were also computed on the lattice for $N=1$ and $N=2$ in $[23,24]$. Although this is far from the regime of validity of our approximation, the values are definitely in the same ballpark and for the $O(4)$ model the discrepancy is of the order of $10 \%$, see table 1 for details.

The saddle equations (3.30) are valid for any value of the charge. So we can also use them in the opposite limit of $Q / N \ll 1$, where the correct asymptotic expansion of the zeta function on the sphere is the one in eq. (B.5). In this approximation we are close to the zero-charge case discussed in section 3.3. Expanding at next-to-leading-order (NLO) we find that $m$ receives a $Q / N$ correction to the conformal coupling value

$$
\begin{equation*}
m=\frac{1}{2}+\frac{8}{\pi^{2}} \frac{Q}{2 N}+\mathcal{O}\left(\left(\frac{Q}{2 N}\right)^{2}\right) \tag{3.44}
\end{equation*}
$$

and the corresponding conformal dimension is

$$
\begin{equation*}
\Delta(Q)=N\left(\frac{Q}{2 N}+\frac{8}{\pi^{2}}\left(\frac{Q}{2 N}\right)^{2}+\mathcal{O}\left(\left(\frac{Q}{2 N}\right)^{3}\right)\right) \tag{3.45}
\end{equation*}
$$

The leading term was to be expected because in this limit we can identify the lowest operator of charge $Q$ with $\varphi^{Q}$, which has engineering dimension $Q / 2$.

Generic Riemann surface. Each term in the heat kernel expansion corresponds to a term in the large-charge expansion of the free energy. For a generic Riemann surface $\Sigma$ without boundaries, the odd heat kernel coefficients vanish and the expansion is in integer powers of $1 / Q$ (as opposed to $1 / Q^{1 / 2}$ ). Since the expansion starts at $Q^{3 / 2}$, there are only two terms that are not suppressed at large charge in the expansion of $F(Q)$. To compute them, we only need to keep the first two terms in Weyl's asymptotic expansion. For a surface of volume $V$ and scalar curvature $R$ we find

$$
\begin{align*}
m_{\Sigma} & =\sqrt{\frac{4 \pi}{V}}\left(\frac{Q}{2 N}\right)^{1 / 2}+\frac{R}{24} \sqrt{\frac{V}{4 \pi}}\left(\frac{Q}{2 N}\right)^{-1 / 2}+\ldots  \tag{3.46}\\
\frac{F_{\Sigma}^{*}}{2 N} & =\frac{2}{3} \sqrt{\frac{4 \pi}{V}}\left(\frac{Q}{2 N}\right)^{3 / 2}+\frac{R}{12} \sqrt{\frac{V}{4 \pi}}\left(\frac{Q}{2 N}\right)^{1 / 2}+\ldots \tag{3.47}
\end{align*}
$$

This formula reveals the existence of a $Q$-expansion, whose coefficients contain a manifolddependent part and a model-dependent part. The result is in complete agreement with the predictions of the EFT of [5, 6]: for large $Q$, the free energy scales like $Q^{3 / 2}$, and we have an expansion in $1 / Q$. The dependence on the manifold enters via the volume and the scalar curvature, with the latter controlling the first correction to the leading scaling. In the effective field theory, this dependence on the manifold is a consequence of the homogeneity of the ground state. However, within the EFT picture, the model-dependent coefficients are not accessible. In the path-integral formulation we adopted here, we can compute them from first principles.

### 3.5 Finite charge, finite temperature: the unbroken phase

Let us now consider the case of $Q \neq 0, T \neq 0$. The crucial observation is that for finite $\beta$ the zeta function $\zeta(1 \mid \theta, \Sigma, m)$ diverges at the massless point $\theta=i m \beta$ (this is manifest in the expression in eq. (A.11)). It follows that the zero modes $A_{i}$ must vanish and the saddle point equations are

$$
\left\{\begin{array}{l}
\sum_{i=1}^{N} \zeta\left(1 \mid \theta_{i}, \Sigma, m\right)=0,  \tag{3.48}\\
i Q_{i}+\left.\frac{1}{s} \frac{\partial \zeta\left(s \mid \theta_{i}, \Sigma, m\right)}{\partial \theta_{i}}\right|_{s=0}=0, \quad i=1, \ldots, N .
\end{array}\right.
$$

We can think of this as a phase transition from the broken phase at $T=0$ to an unbroken phase where we still have $\mathrm{U}(N)$ symmetry. Consistently with Goldstone's theorem, there are no massless modes and all the charge lives in the fluctuations (second equation). The transition happens at $T=0$ because we have chosen from the beginning to consider the IR limit $u \rightarrow \infty$ and there are no other scales. From this point of view, we can think of this regime as describing a CFT at finite temperature.

For ease of notation we will consider in the following the case when there is a single fixed charge that rotates all the fields in the same way, so that all the $Q_{i}$ and all the $\theta_{i}$ are equal. The saddle point equations (3.9) reduce to

$$
\left\{\begin{array}{l}
N \zeta(1 \mid \theta, \Sigma, m)=0,  \tag{3.49}\\
i Q+\left.N \frac{1}{s} \frac{\partial \zeta(s \mid \theta, \Sigma, m)}{\partial \theta}\right|_{s=0}=0
\end{array}\right.
$$

For simplicity we will also limit ourselves to the case of $\Sigma=T^{2}$ so that the zeta function on $S_{\beta}^{1} \times T^{2}$ can be written explicitly in terms of special functions as given in eq. (B.4):

$$
\begin{equation*}
\zeta\left(s \mid \theta, T^{2}, m\right)=\frac{V \beta m^{3-2 s}}{8 \pi^{3 / 2} \Gamma(s)}\left(\Gamma\left(s-\frac{3}{2}\right)+4\left(\frac{2}{m \beta}\right)^{3 / 2-s} \sum_{p=1}^{\infty} \frac{K_{s-3 / 2}(m \beta p)}{p^{3 / 2-s}} \cos (p \theta)\right) \tag{3.50}
\end{equation*}
$$

The saddle point equations become: ${ }^{8}$

$$
\left\{\begin{array}{l}
m \beta+\log \left(\left(1-e^{-m \beta-i \theta}\right)\left(1-e^{-m \beta+i \theta}\right)\right)=0  \tag{3.51}\\
\frac{4 \pi}{V} Q+\frac{2 m N}{\beta} \log \left(\frac{1-e^{-m \beta+i \theta}}{1-e^{-m \beta-i \theta}}\right)+\frac{2 N}{\beta^{2}}\left(\operatorname{Li}_{2}\left(e^{-m \beta+i \theta}\right)-\operatorname{Li}_{2}\left(e^{-m \beta-i \theta}\right)\right)=0
\end{array}\right.
$$

and the expected $2 \pi$-periodicity in $\theta$ is manifest. It is convenient to introduce the new variables

$$
\begin{equation*}
x=e^{-m \beta}, \quad y=e^{i \theta} \tag{3.52}
\end{equation*}
$$

so that the first saddle point equation reduces to

$$
\begin{equation*}
x+\frac{1}{x}-y-\frac{1}{y}=1, \quad \text { i.e. } \cosh (m \beta)-\cos (\theta)=\frac{1}{2} \tag{3.53}
\end{equation*}
$$

where we see explicitly that $m^{2}+\theta^{2} / \beta^{2} \neq 0$ so that there are no massless modes among the original fields $\varphi_{i}$ and all the zero modes vanish $A_{i}=0$.

We are interested in the low-temperature $(\beta \gg 1)$ expansion, so it is convenient to solve the equation for $y$. At low temperatures $(x \rightarrow 0)$ this gives

$$
\begin{equation*}
y=x+x^{2}+\ldots \quad \text { i.e. } \theta=i\left(m \beta-e^{-m \beta}\right)+\ldots \tag{3.54}
\end{equation*}
$$

This is encouraging since in the limit of zero temperature we recover the result $\theta=i m \beta$ discussed in the previous section. This behavior is consistent with a continuous phase transition at $\beta=\infty$.

The other saddle point equation is transcendental, but can be solved perturbatively around $\beta \rightarrow \infty$. Using the expression of $y=y(x)$ and expanding at first order in $e^{-m \beta}$ we have (at leading order in $N$ )

$$
\begin{equation*}
-\frac{4 \pi}{V} \frac{Q}{N}+2 m^{2}+\frac{1}{3 \beta^{2}} \pi^{2}-2 \frac{e^{-m \beta}}{\beta}\left(m+\frac{1}{\beta}\right)+\mathcal{O}\left(e^{-2 m \beta}\right)=0 \tag{3.55}
\end{equation*}
$$

Looking for a solution of the form

$$
\begin{equation*}
m=m_{0}+e^{-m_{0} \beta} m_{1} \tag{3.56}
\end{equation*}
$$

we find

$$
\begin{equation*}
m_{0}^{2}=\frac{4 \pi}{V} \frac{Q}{2 N}-\frac{\pi^{2}}{6 \beta^{2}}, \quad m_{1}=\frac{1}{2 m_{0} \beta^{2}} \tag{3.57}
\end{equation*}
$$

[^6]At leading order, neglecting the fluctuations $\hat{\lambda}$, the free energy is

$$
\begin{align*}
F^{* 凶 \otimes}(Q, \beta)= & -\frac{V}{6 \pi} m^{2} N-i \frac{Q}{\beta} \theta-\frac{V N}{2 \pi \beta^{3}}\left[m \beta\left(\operatorname{Li}_{2}\left(e^{-m \beta-i \theta}\right)+\operatorname{Li}_{2}\left(e^{-m \beta+i \theta}\right)\right)\right. \\
& \left.+\left(\operatorname{Li}_{3}\left(e^{-m \beta-i \theta}\right)+\operatorname{Li}_{3}\left(e^{-m \beta+i \theta}\right)\right)\right] . \tag{3.58}
\end{align*}
$$

Substituting the values of $\theta$ and $m$ at the fixed point and expanding in inverse powers of $Q$ we find

$$
\begin{align*}
\frac{F^{\text {è }}}{2 N}= & \frac{2}{3} \sqrt{\frac{4 \pi}{V}}\left(\frac{Q}{2 N}\right)^{3 / 2}-\frac{\pi^{2}}{6 \beta^{2}} \sqrt{\frac{V}{4 \pi}}\left(\frac{Q}{2 N}\right)^{1 / 2}-\frac{1}{\beta^{3}} \frac{V}{4 \pi} \zeta(3)+\mathcal{O}\left(Q^{-1 / 2}\right) \\
& +\exp \left[-\beta\left(\frac{Q}{2 N}\right)^{1 / 2} \sqrt{\frac{4 \pi}{V}}\right]\left(\frac{1}{\beta^{2}} \sqrt{\frac{V}{4 \pi}}\left(\frac{Q}{2 N}\right)^{1 / 2}+\mathcal{O}\left(Q^{0}\right)\right) \tag{3.59}
\end{align*}
$$

In the limit $\beta \rightarrow \infty$ we recover the broken-phase result of eq. (3.35). The transition is continuous, even though in the broken phase all the charge is in the zero modes while here it is in the fluctuations.

It is convenient to introduce a new parameter $\rho$ as the total charge density divided by the rank of the symmetry group,

$$
\begin{equation*}
\rho=\frac{Q}{2 N} \frac{4 \pi}{V}, \tag{3.60}
\end{equation*}
$$

and the free energy density divided by the rank takes the simpler form

$$
\begin{equation*}
\frac{4 \pi}{V} \frac{F^{\otimes /}}{2 N}=\frac{2}{3} \rho^{3 / 2}-\frac{\pi^{2}}{6 \beta^{2}} \rho^{1 / 2}-\frac{\zeta(3)}{\beta^{3}}+\cdots+e^{-\beta \sqrt{\rho}}\left(\frac{\rho^{1 / 2}}{\beta^{2}}+\ldots\right) . \tag{3.61}
\end{equation*}
$$

This is an expansion of the type $F(\rho, \beta)=\rho^{3 / 2} f\left(1 /\left(\beta \rho^{1 / 2}\right)\right)$, which is what one expects in general for a quantity of dimension 3 (the energy density) in a problem with two typical scales $\rho$ and $\beta$ in the limit where one of them ( $1 / \beta$ in this case) is treated perturbatively.

Having the low-temperature expansion of the free energy, we can compute the corresponding entropy:

$$
\begin{equation*}
\mathcal{S}^{\star \nabla}=\beta^{2} \frac{\partial F}{\partial \beta}=\frac{\pi}{6} N V \frac{\rho^{1 / 2}}{\beta}+\frac{3 N V \zeta(3)}{2 \pi \beta^{2}}+\cdots-\frac{N V}{2 \pi} e^{-\beta \sqrt{\rho}}\left(\rho+2 \frac{\rho^{1 / 2}}{\beta}+\ldots\right) . \tag{3.62}
\end{equation*}
$$

At zero temperature $\beta \rightarrow \infty$, the entropy vanishes and this is consistent with the EFT result that the low-energy dynamics is controlled by an isolated ground state.

Finally, we can express the masses of the modes in eq. (2.15) in terms of $m$ and $\beta$. We find

$$
\begin{equation*}
M_{+}=2 m+\cdots=2 \rho^{1 / 2}+\ldots ; \quad M_{-}=\frac{e^{-m \beta}}{\beta}+\cdots=\frac{e^{-\beta \sqrt{\rho}}}{\beta}+\ldots \tag{3.63}
\end{equation*}
$$

One of the masses is associated to the fixed charge, $M_{+}=\mathcal{O}(m)=\mathcal{O}\left(Q^{1 / 2}\right)$, the other one to the inverse temperature $\beta, M_{-}=\mathcal{O}\left(\frac{1}{\beta} e^{-\beta \sqrt{Q}}\right)$. In the limit $\beta \rightarrow \infty$, the latter becomes massless. These are the Goldstone modes that we will discuss in detail in the next section.

## 4 The Goldstones

Up to this point, $N$ has been a generic parameter. We have derived the saddle point equations and then computed the free energy assuming that the fluctuations $\hat{\lambda}$ could be neglected. This can be made more precise starting from the action (2.23). In the standard treatment of the large- $N$ limit [25, 38], a natural rescaling of the quantum fluctuations is introduced that results in a self-consistent $1 / N$ expansion. In our case, we rescale the fluctuations as $\hat{\lambda} \rightarrow \hat{\lambda} / N^{1 / 2}$. In this way we introduce a hierarchy among the terms in the effective action. The results of the previous section are now understood as the leading effects in $1 / N$ and we can study the system perturbatively. From now on we will take the limit

$$
\begin{equation*}
N \gg 1 . \tag{4.1}
\end{equation*}
$$

This argument requires all the leading order terms in the action (which contribute to the saddle) to be of the same order $\mathcal{O}(N)$. In our case, this includes also the charge-fixing term $i \theta Q$, which means that also $Q$ is of order $\mathcal{O}(N)$. In other words, we work at fixed $Q / N$. This is in fact quite natural from our point of view: $Q$ is the sum of the $N$ charges $Q_{i}$ that we have fixed in the beginning and we take each of them to be of order $\mathcal{O}\left(N^{0}\right) .{ }^{9}$

Our saddle-point result in eq. (3.30) is valid for any value of $Q / N$. We have however observed that the zeta functions have a natural expansion in terms of the parameter $Q / N \gg 1$. This means that we are effectively working in the hierarchy

$$
\begin{equation*}
1 \ll N \ll Q \ll N^{2} . \tag{4.2}
\end{equation*}
$$

Equivalently, we have two large numbers, $N$ and $Q / N$, with $N \gg Q / N$ controlling the splitting between tree-level and quantum effects in the theory and $Q / N$ giving an expansion of the physical observables at each fixed order in $N$.

Of the phases discussed above, the broken phase is the most interesting because we expect new physics at the next-to-leading order. One of the predictions of $[5,6]$ is that in the large-charge expansion of the free energy in this phase there is a universal $Q^{0}$ term. Its physical origin is the Casimir energy of a Goldstone mode with dispersion relation $\omega=$ $p / \sqrt{2}$. This dispersion relation is dictated by the tracelessness of the energy-momentum tensor, and we refer to this mode as the conformal Goldstone. Since this term is $N$ independent, it has to appear as part of the first $1 / N$ correction to the (order $N$ ) results of the previous section. In the following we will consider the broken phase $Q>0, T=0$ and will compute the $\mathcal{O}\left(N^{0}\right)$ corrections pertinent to the Casimir energy.

In order to see the Goldstone modes explicitly we need to take a step back. Consider the action for the $u_{i}$ and use the fact that, as we have found in section 3.3, at the saddle point all the thetas are equal, $\theta_{i}=\operatorname{im} \beta$ :

$$
\begin{align*}
S_{Q}= & -i \theta Q+\left.\left(\frac{\theta^{2}}{\beta^{2}}+m^{2}\right) \frac{v^{2}}{2} V \beta\right|_{\theta=i m \beta} \\
& +\sum_{i=1}^{N} \int \mathrm{~d} t \mathrm{~d} \Sigma\left[\left(D_{\mu} u_{i}\right)^{*}\left(D_{\mu} u_{i}\right)+m^{2}\left|u_{i}\right|^{2}+\frac{A_{i}}{\sqrt{2}} \hat{\lambda}\left(u_{i}+u_{i}^{*}\right)+\hat{\lambda}\left|u_{i}\right|^{2}\right], \tag{4.3}
\end{align*}
$$

[^7]where $Q$ is again the total charge and $v^{2}$ is the sum of the squares of the VEV,
\[

$$
\begin{equation*}
Q=\sum_{i=1}^{N} Q_{i}, \quad v^{2}=\sum_{i=1}^{N} A_{i}^{2} . \tag{4.4}
\end{equation*}
$$

\]

It is convenient to decouple the mode which lies in the direction of the VEV $A_{i}$. For this reason we introduce an orthonormal basis of $\mathbb{C}^{N}$ with generators that satisfy

$$
\begin{equation*}
e^{0}=\frac{\left(A_{1}, \ldots, A_{N}\right)}{v}, \quad e^{I} \cdot e^{0}=0, \quad e^{I} \cdot e^{J}=\delta^{I J}, \quad I, J=1, \ldots, N-1, \tag{4.5}
\end{equation*}
$$

and we project the fields $u^{i}$ on it. The Hamiltonian then reads

$$
\begin{align*}
S_{Q}= & m \beta Q+\int \mathrm{d} t \mathrm{~d} \Sigma\left[\left(D_{\mu} u^{0}\right)^{*}\left(D_{\mu} u^{0}\right)+m^{2}\left|u^{0}\right|^{2}+\frac{v}{\sqrt{2}} \hat{\lambda}\left(u^{0}+\left(u^{0}\right)^{*}\right)+\hat{\lambda}\left|u^{0}\right|^{2}\right] \\
& +\sum_{I=1}^{N-1} \int \mathrm{~d} t \mathrm{~d} \Sigma\left[\left(D_{\mu} u^{I}\right)^{*}\left(D_{\mu} u^{I}\right)+m^{2}\left|u^{I}\right|^{2}+\hat{\lambda}\left|u^{I}\right|^{2}\right] . \tag{4.6}
\end{align*}
$$

The VEV breaks the initial $\mathrm{U}(N)$ symmetry to the $\mathrm{U}(N-1)$ that rotates the fields $u^{I}$. This singles out naturally the field $u^{0}$ which, together with the former Lagrange multiplier $\hat{\lambda}$, will give rise to the expected conformal Goldstone mode.

Type-II Goldstones. The action for each of the $u^{I}$ is given by

$$
\begin{equation*}
S_{Q}\left[u_{i}\right]=\left.\int \mathrm{d} t \mathrm{~d} \Sigma\left[\left(D_{\mu} u^{I}\right)^{*}\left(D_{\mu} u\right)+m^{2}\left|u^{I}\right|^{2}+\hat{\lambda}\left|u^{I}\right|^{2}\right]\right|_{\theta=i m \beta} \tag{4.7}
\end{equation*}
$$

This is expressed in terms of $m^{2}$, which at the saddle point is proportional to our fixed control parameter $Q / N$ (see eq. (3.47)). The inverse propagator reads

$$
\Delta^{-1}=\frac{1}{2}\left(\begin{array}{cc}
0 & \omega^{2}+p^{2}+2 i m \omega  \tag{4.8}\\
\omega^{2}+p^{2}-2 i m \omega & 0
\end{array}\right) .
$$

We have two modes and the corresponding dispersion relations are given by the poles of the propagator:

$$
\begin{equation*}
\omega^{2}+\frac{p^{4}}{4 m^{2}}+\ldots=0, \quad \quad \omega^{2}+4 m^{2}+2 p^{2}+\ldots=0 . \tag{4.9}
\end{equation*}
$$

The first mode is massless and describes a particle with quadratic dispersion relation. We recognize the expected $(N-1)$ non-relativistic or type-II Goldstone modes of [6]. These modes are naturally arranged into the fundamental representation of the unbroken $\mathrm{U}(N-1)$ that acts on the subset of generators $e^{I}, I=1, \ldots, N-1$ of $\mathbb{C}^{N}$. Each of these modes counts as two DOF [11] as each of them is associated to a pair of unbroken Chevalley generators. In the charged background, these generators become canonically conjugate, i.e. form a Heisenberg algebra, and result in only one field. This result is valid for any value of the mass parameter $m$, which itself does not need to be large.

The conformal Goldstone. The conformal Goldstone mode appears as a combination of $u^{0}$ (from now on, for ease of notation $u^{0}=u$ ) and $\hat{\lambda}$. Our strategy is to integrate out the other $u^{I}$ and write an effective action for these fields. We start again with the partition function

$$
\begin{equation*}
Z(Q)=\int \mathcal{D} u \mathcal{D} \lambda \mathcal{D} u^{I} e^{-S_{Q}\left[u, \hat{\lambda}, u^{I}\right]}=\int \mathcal{D} u \mathcal{D} \lambda e^{-S_{Q}[u, \hat{\lambda}]} \tag{4.10}
\end{equation*}
$$

where

$$
\begin{align*}
S_{Q}[u, \lambda]= & m \beta Q+(N-1) \operatorname{Tr}\left[\log \left(-D_{\mu} D^{\mu}+m^{2}\right)\right] \\
& +\int \mathrm{d} t \mathrm{~d} \Sigma\left[\left(D_{\mu} u\right)^{*}\left(D_{\mu} u\right)+m^{2}|u|^{2}+\frac{v}{\sqrt{2(N-1)}} \hat{\lambda}\left(u+u^{*}\right)\right.  \tag{4.11}\\
& \left.+\frac{\hat{\lambda}}{\sqrt{N-1}}|u|^{2}\right]+\sum_{n=2}^{\infty} \frac{(-1)^{n+1}}{n(N-1)^{n / 2-1}} \operatorname{Tr}(\Delta \hat{\lambda})^{n} .
\end{align*}
$$

We have decomposed $\lambda$ as

$$
\begin{equation*}
\lambda=m^{2}-r+\frac{\hat{\lambda}}{\sqrt{N-1}} . \tag{4.12}
\end{equation*}
$$

Being universal, the mode that we are looking for has to appear at order $\mathcal{O}\left(N^{0}\right)$. Assuming that all the charges that we have fixed at the beginning are of order one, $Q_{i}=$ $\mathcal{O}\left(N^{0}\right)$, we see that $Q$ scales like $\mathcal{O}(N)$. Then the first line of eq. (4.11) is of order $\mathcal{O}(N)$ (apart from the obvious -1 piece), since at the saddle point the mass is of order $m=\mathcal{O}\left((Q / N)^{1 / 2}\right)=\mathcal{O}\left(N^{0}\right)$. Moreover, the VEV is of order $v=\mathcal{O}\left((Q N)^{1 / 4}\right)=\mathcal{O}\left(N^{1 / 2}\right)$, which means that the second line is of order $\mathcal{O}\left(N^{0}\right)$. The first one of the non-local terms is of order $\mathcal{O}\left(N^{0}\right)$. The other terms are suppressed at least as $\mathcal{O}\left(N^{-1 / 2}\right)$. This is consistent with the general analysis at the beginning of this section. The only limit that we need to take is $N \gg 1$. The structure of the Goldstone fields remains the same for any value of $Q / N$.

If we concentrate only on the terms that depend on $u$ and $\hat{\lambda}$, at order $\mathcal{O}\left(N^{0}\right)$ we obtain the quadratic action

$$
\begin{equation*}
S^{(2)}[u, \hat{\lambda}]=\int \mathrm{d} t \mathrm{~d} \Sigma\left[\left(D_{\mu} u\right)^{*}\left(D_{\mu} u\right)+m^{2}|u|^{2}+\frac{v}{\sqrt{2(N-1)}} \hat{\lambda}\left(u+u^{*}\right)\right]-\frac{1}{2} \operatorname{Tr}(\Delta \hat{\lambda})^{2}, \tag{4.13}
\end{equation*}
$$

where $m$ and $v$ are the values at the saddle point. It is convenient to write everything in terms of the fixed control parameter $m$ using eq. (3.24):

$$
\begin{equation*}
v^{2} V=-(N-1) \zeta\left(\left.\frac{1}{2} \right\rvert\, \Sigma, m\right), \tag{4.14}
\end{equation*}
$$

and the Euclidean action is given by

$$
\begin{align*}
S^{(2)}[u, \hat{\lambda}]= & \int \mathrm{d} t \mathrm{~d} \Sigma\left[\partial_{\mu} u^{*} \partial_{\mu} u-m\left(\partial_{0} u^{*} u-u^{*} \partial_{0} u\right)\right. \\
& \left.+\sqrt{-\frac{\zeta\left(\left.\frac{1}{2} \right\rvert\, \Sigma, m\right)}{2 V}} \hat{\lambda}\left(u+u^{*}\right)\right]-\frac{1}{2} \operatorname{Tr}(\Delta \hat{\lambda})^{2} . \tag{4.15}
\end{align*}
$$



Figure 1. Feynman diagram representing the correction $B(\omega, p)$ to the $\hat{\lambda}$ propagator coming from a loop of the $u^{I}$.
$\operatorname{Tr}(\Delta \hat{\lambda})^{2}$ is a non-local term that is completely expressed in terms of the propagator of the fields $u^{I}$ (remember that this term comes from the expansion of the $\left.\operatorname{Tr}(\log (\cdot))\right)$ :

$$
\begin{equation*}
\operatorname{Tr}(\Delta \hat{\lambda})^{2}=\int \mathrm{d} t_{1} \mathrm{~d} \Sigma_{1} \mathrm{~d} t_{2} \mathrm{~d} \Sigma_{2}\left[\hat{\lambda}\left(t_{1}, x_{1}\right) \hat{\lambda}\left(t_{2}, x_{2}\right) \Delta\left(t_{1}-t_{2}, x_{1}-x_{2}\right)^{2}\right] \tag{4.16}
\end{equation*}
$$

In terms of Feynman diagrams, this is the effect of a bubble of $u^{I}$ on the propagator of $\hat{\lambda}$ due to the interaction $\hat{\lambda}\left|u^{I}\right|^{2}$ in the action in eq. (4.7), see figure 1. In the $u \rightarrow \infty$ limit that we have taken in order to be at the conformal point, this is the leading contribution to the propagator and its low energy limit is computed in appendix C. The resulting one-loop effective action at quadratic order is

$$
\begin{align*}
S^{(2)}[u, \hat{\lambda}]= & \int \mathrm{d} t \mathrm{~d} \Sigma\left[\partial_{\mu} u^{*} \partial^{\mu} u+m\left(u^{*} \partial_{0} u-u \partial_{0} u^{*}\right)+\sqrt{-\frac{\zeta\left(\left.\frac{1}{2} \right\rvert\, \Sigma, m\right)}{2 V}} \hat{\lambda}\left(u+u^{*}\right)\right. \\
& \left.-\frac{\zeta\left(\left.\frac{3}{2} \right\rvert\, \Sigma, m\right)}{8 V} \hat{\lambda}^{2}\right] \tag{4.17}
\end{align*}
$$

There is no kinetic term for $\hat{\lambda}$ so we can integrate it out:

$$
\begin{equation*}
S^{(2)}[u]=\int \mathrm{d} t \mathrm{~d} \Sigma\left[\partial_{\mu} u^{*} \partial^{\mu} u+m\left(u^{*} \partial_{0} u-u \partial_{0} u^{*}\right)-\frac{\zeta\left(\left.\frac{1}{2} \right\rvert\, \Sigma, m\right)}{\zeta\left(\left.\frac{3}{2} \right\rvert\, \Sigma, m\right)}\left(u+u^{*}\right)^{2}\right] . \tag{4.18}
\end{equation*}
$$

The leading-order contribution in the $1 / Q$ expansion of this term comes from the leading term in the heat kernel expansion of the zeta function,

$$
\begin{equation*}
\zeta(s \mid \Sigma, m)=\frac{K_{0}}{s-1} m^{2-2 s}+\ldots \tag{4.19}
\end{equation*}
$$

and we find

$$
\begin{equation*}
S^{(2)}[u]=\int \mathrm{d} t \mathrm{~d} \Sigma\left[\partial_{\mu} u^{*} \partial^{\mu} u+m\left(u^{*} \partial_{0} u-u \partial_{0} u^{*}\right)+m^{2}\left(u+u^{*}\right)^{2}\right] . \tag{4.20}
\end{equation*}
$$

The inverse propagator is

$$
\Delta^{-1}=\frac{1}{2}\left(\begin{array}{cc}
2 m^{2} & \omega^{2}+p^{2}+2 i m \omega+m^{2}  \tag{4.21}\\
\omega^{2}+p^{2}-2 i m \omega+m^{2} & 2 m^{2}
\end{array}\right) .
$$

Its zeros describe a massless and a massive DOF, with dispersion relations

$$
\begin{equation*}
\omega^{2}+\frac{1}{2} p^{2}+\ldots=0, \quad \quad \omega^{2}+8 m^{2}+\frac{3 p^{2}}{2}+\ldots=0 \tag{4.22}
\end{equation*}
$$

The first one is the expected universal conformal Goldstone mode found in [5]. In the limit where $Q_{i} \gg 1$, it is controlled by a simple effective action:

$$
\begin{equation*}
S[\chi]=\int \mathrm{d} t \mathrm{~d} \Sigma\left[\left(\partial_{t} \chi\right)^{2}+\frac{1}{2}(\nabla \chi)^{2}\right]+\mathcal{O}\left(Q^{-1 / 2}\right) \tag{4.23}
\end{equation*}
$$

and its contribution to the free energy is

$$
\begin{equation*}
F[\chi]=\frac{1}{2 \sqrt{2}} \zeta\left(\left.-\frac{1}{2} \right\rvert\, \Sigma, 0\right), \tag{4.24}
\end{equation*}
$$

where the $1 /(2 \sqrt{2})$ is characteristic of a real scalar of velocity $1 / \sqrt{2}$. In the case of the two-sphere, using eq. (B.9) we find $F[\chi]=-0.0937 \ldots$

## 5 Conclusions

This article is dedicated to exploring the symmetry-breaking properties of the conformal $O(2 N)$ vector model in the large-charge limit as presented in [5, 6], but considering the dependence on the number of fields. We started with a first-principles definition of the theory, and then proceeded to study the interplay between the large- $N$ and large- $Q$ limits. We recover previous results using different techniques, which we expect to be able to use to systematically analyze many other theories, with and without supersymmetry (for supersymmetric theories, see for instance the results in [39-41]).

Our approach allows us moreover to work at finite temperature. We observe for $u=\infty$ that the symmetry breaking takes place at $T=0$, while at finite temperature there is an unbroken phase. The phase transition between the two phases is continuous.

The non-trivial resummation of quantum effects of the theory which takes place in our approach may be at the origin of a small puzzle: in [6] we found that in the simplest EFT the product of the two leading coefficients in the large-charge expansion is $c_{3 / 2} c_{1 / 2}=1 / 12$; in this paper we find $c_{3 / 2} c_{1 / 2}=1 / 9$. This difference may be due to a different splitting between tree-level and quantum corrections in the two treatments. In this paper however, we have used the large- $N$ expansion to explore systematically a region of the original theory that may have couplings $\sim \mathcal{O}(1)$, and the standard large- $N$ lore would indicate this computation to be more reliable.

Starting from our results, there are a number of open questions to address in the future:

- We have compared our predictions for $c_{3 / 2}$ and $c_{1 / 2}$ to lattice data for $N=2$. Future lattice studies for $N>2$ will allow a more accurate comparison with our predictions.
- In this article, we have computed the leading order in $N$ and the contributions of the Goldstones to the subleading corrections. It would be interesting to calculate further subleading corrections in the $1 / N$ expansion, which might also shed light on the puzzle regarding the product $c_{3 / 2} c_{1 / 2}$.
- We have concentrated on the limit $Q / N \gg 1$, but our construction remains valid for any value of this ratio. In eq. (3.45) we have found a small-charge expansion for the conformal dimensions. This regime certainly deserves a more detailed study.
- Recently, the $4-\epsilon$ expansion at large charge has been studied [42-44], making use of a double-scaling limit where $Q \epsilon$ was held fixed. It would be interesting to explore $\epsilon$-expansions in the present context.
- Here, we focused on the $O(2 N)$ vector model. One could extend the large- $N$ treatment also to theories at large charge with matrix-valued fields, such as the ones studied in [8, 9, 45].
- The large-charge expansion can be used also to discuss dualities, that we typically expect to become perturbatively treatable in the large-charge limit. Interestingly, a construction similar to the one used in this paper with systems at large- $N$ and fixed charge $Q$ has appeared in the literature [46, 47] in connection with Fermi-boson duality. This seems to be a promising starting point for both a large-charge and an EFT analysis.
- In this paper, we have worked directly at criticality. It is however possible to work at finite $|\varphi|^{4}$ coupling $u$ and to follow the RG flow. A similar double-scaling limit as alluded to above might be helpful for this and helpful in computing strong/weak ratios of observables such as the entropy, as discused for example in [48, 49].
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## A The zeta function on $S_{\beta}^{1} \times \Sigma$

In this appendix we discuss the zeta function for the operator $-D_{\mu} D^{\mu}+m^{2}$, or equivalently the operator $-\partial_{t}^{2}-\triangle+m^{2}$ on $S_{\beta}^{1} \times \Sigma$ with twisted boundary conditions $\varphi(\beta, x)=e^{i \theta} \varphi(0, x)$ in the limit of $m \gg 1$.

Let $E(p)^{2}$ be the eigenvalues of $\Sigma$ (that we assume compact). Then the eigenvalues of our operator are

$$
\begin{equation*}
\operatorname{spec}\left(-D_{\mu} D^{\mu}+m^{2}\right)=\left\{\left.\left(\frac{2 \pi n}{\beta}+\frac{\theta}{\beta}\right)^{2}+E(p)^{2}+m^{2} \right\rvert\, n \in \mathbb{Z}, p \in \operatorname{spec}\left(\triangle_{\Sigma}\right)\right\} \tag{A.1}
\end{equation*}
$$

Using the Mellin representation we can write:

$$
\begin{equation*}
\zeta(s \mid \theta, \Sigma, m)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} t^{s} e^{-m^{2} t} \sum_{n \in \mathbb{Z}} e^{-\left(\frac{2 \pi n}{\beta}+\frac{\theta}{\beta}\right)^{2} t} \sum_{p} e^{-E(p)^{2} t} . \tag{A.2}
\end{equation*}
$$

If $m \gg 1$ the integral localizes around $t=0$. This allows us to decouple the $S^{1}$ contribution from the $\Sigma$ contribution.

For the time part, we observe that this is a theta function, and we can Poisson resum it in order to obtain an expansion in $e^{-1 / t}$ that can be easily expanded for small $t$ :

$$
\sum_{n \in Z} e^{-\left(\frac{2 \pi n}{\beta}+\frac{\theta}{\beta}\right)^{2} t}=\theta\left[\begin{array}{c}
\frac{\theta}{2 \pi}  \tag{A.3}\\
0
\end{array}\right]\left(0, \frac{4 \pi i t}{\beta^{2}}\right)=\frac{1}{2 \sqrt{\pi}} \frac{\beta}{t^{1 / 2}}\left(1+2 \sum_{p=1}^{\infty} \cos (p \theta) e^{-p^{2} \beta^{2} /(4 t)}\right)
$$

In this form, we see explicitly that the zeta function is $2 \pi$-periodic in $\theta$ as we knew from the general arguments given in section 2 .

In the limit $t \rightarrow 0$ it is convenient to expand the $\Sigma$-dependent term using Weyl's asymptotic formula [34-36]

$$
\begin{equation*}
\operatorname{Tr}\left(e^{\triangle_{\Sigma} t}\right)=\sum_{n=0}^{\infty} K_{n} t^{n / 2-1} \tag{A.4}
\end{equation*}
$$

where $K_{n}$ are the heat kernel coefficients. These coefficients can be expressed in terms of the geometry of the manifold. In general, if $\Sigma$ has no boundary the odd coefficients vanish, $K_{2 n+1}=0$. The important ones for our calculations are

$$
\begin{equation*}
K_{0}=\frac{1}{(4 \pi)^{d / 2}} V, \quad K_{2}=\frac{1}{6(4 \pi)^{d / 2}} \int R \mathrm{~d} \Sigma \tag{A.5}
\end{equation*}
$$

where $d$ is the number of dimensions (for us $d=2$ ), $V$ is the volume and $R$ is the scalar curvature of $\Sigma$.

We can now write the large- $m$ expansion of $\zeta(s \mid \theta, \Sigma, m)$ in terms of the zeta function on the $S^{1}$ alone:

$$
\begin{align*}
\zeta(s \mid \theta, \Sigma, m) & =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} t^{s} e^{-m^{2} t} \sum_{n \in \mathbb{Z}} e^{-\left(\frac{2 \pi n}{\beta}+\frac{\theta}{\beta}\right)^{2} t} \sum_{n=0}^{\infty} K_{n} t^{n / 2-1}  \tag{A.6}\\
& =\sum_{n=0}^{\infty} K_{n} \frac{\Gamma\left(s+\frac{n}{2}-1\right)}{\Gamma(s)} \zeta\left(\left.s+\frac{n}{2}-1 \right\rvert\, \theta, m\right)
\end{align*}
$$

The zeta function on the twisted circle can be evaluated explicitly:

$$
\begin{align*}
\zeta(s \mid \theta, m) & =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} t^{s} e^{-m^{2} t} \theta\left[\begin{array}{c}
\theta /(2 \pi) \\
0
\end{array}\right]\left(0, \frac{4 \pi i t}{\beta^{2}}\right) \\
& =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} t^{s} e^{-m^{2} t} \frac{1}{2 \sqrt{\pi}} \frac{\beta}{t^{1 / 2}}\left(1+2 \sum_{p=1}^{\infty} \cos (p \theta) e^{-p^{2} \beta^{2} /(4 t)}\right)  \tag{A.7}\\
& =\frac{\beta m^{1-2 s}}{2 \sqrt{\pi} \Gamma(s)}\left(\Gamma\left(s-\frac{1}{2}\right)+4\left(\frac{2}{m \beta}\right)^{1 / 2-s} \sum_{p=1}^{\infty} \frac{K_{s-1 / 2}(m \beta p)}{p^{1 / 2-s}} \cos (p \theta)\right)
\end{align*}
$$

where $K_{s}(z)$ is the modified Bessel function of the second kind that for the values we are interested in takes the simple form

$$
\begin{equation*}
K_{ \pm 1 / 2}(z)=\sqrt{\frac{\pi}{2}} \frac{e^{-z}}{z^{1 / 2}}, \quad K_{ \pm 3 / 2}(z)=\sqrt{\frac{\pi}{2}} \frac{e^{-z}}{z^{3 / 2}}(1+z) \tag{A.8}
\end{equation*}
$$

If we just keep the first two terms $K_{0}$ and $K_{2}$ in the heat-kernel expansion we can evaluate explicitly the zeta function for the values that we need in the saddle equations and in the free energy:

$$
\begin{align*}
\left.\frac{\mathrm{d} \zeta(s \mid \theta, \Sigma, m)}{\mathrm{d} s}\right|_{s=0}= & K_{0}\left(\frac{2 m^{2} \beta}{3}+2 \frac{m}{\beta}\left(L i_{2}\left(e^{-m \beta+i \theta}\right)+L i_{2}\left(e^{-m \beta-i \theta}\right)\right)\right.  \tag{A.9}\\
& \left.+\frac{2}{\beta^{2}}\left(L i_{3}\left(e^{-m \beta+i \theta}\right)+L i_{3}\left(e^{-m \beta-i \theta}\right)\right)\right) \\
& -K_{2} \log (2(\cosh (m \beta)-\cos (\theta))) \\
\left.\frac{1}{s} \frac{\mathrm{~d} \zeta(s \mid \theta, \Sigma, m)}{\mathrm{d} \theta}\right|_{s=0}= & \frac{2 i K_{0}}{\beta^{2}}\left(m \beta \log \left(\frac{1-e^{-m \beta-i \theta}}{1-e^{-m \beta+i \theta}}\right)+L i_{2}\left(e^{-m \beta+i \theta}\right)-L i_{2}\left(e^{-m \beta-i \theta}\right)\right) \\
& -K_{2} \frac{\sin (\theta)}{\cosh (m \beta)-\cos (\theta)}  \tag{A.10}\\
\zeta(1 \mid \theta, \Sigma, m)= & -K_{0} \log (2(\cosh (m \beta)-\cos (\theta)))+K_{2} \frac{\beta \sinh (m \beta)}{2 m(\cosh (m \beta)-\cos (\theta))} \tag{A.11}
\end{align*}
$$

Zero temperature. In the limit $\beta \rightarrow \infty$ we can approximate the theta function keeping only the first term:

$$
\theta\left[\begin{array}{c}
\frac{\theta}{2 \pi}  \tag{A.12}\\
0
\end{array}\right]\left(0, \frac{4 \pi i t}{\beta^{2}}\right) \approx \frac{1}{2 \sqrt{\pi}} \frac{\beta}{t^{1 / 2}}
$$

This means that the zeta function on $S_{\infty}^{1} \times \Sigma$ is rewritten in terms of the zeta function on $\Sigma$ alone:

$$
\begin{align*}
\zeta(s \mid \theta, \Sigma, m) & =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} t^{s} e^{-m^{2} t} \sum_{n \in Z} e^{-\left(\frac{2 \pi n}{\beta}+\frac{\theta}{\beta}\right)^{2} t} \sum_{p} e^{-E(p)^{2} t} \\
& \approx \frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} t^{s} e^{-m^{2} t} \frac{1}{2 \sqrt{\pi}} \frac{\beta}{\ell t^{1 / 2}} \sum_{p} e^{-E(p)^{2} t}+\ldots  \tag{A.13}\\
& =\beta \frac{\Gamma\left(s-\frac{1}{2}\right)}{2 \sqrt{\pi} \Gamma(s)} \zeta\left(\left.s-\frac{1}{2} \right\rvert\, \Sigma, m\right)
\end{align*}
$$

## B The zeta function on the torus and the two-sphere

In this appendix we want to write an asymptotic expression for the zeta function for the operator $-\triangle+m^{2}$ on the two-torus and the two-sphere. In general, given the eigenvalues $E(p)^{2}$ of the Laplacian we can write the zeta function as a Mellin transform,

$$
\begin{equation*}
\zeta\left(s \mid S^{2}, m\right)=\frac{1}{\Gamma(s)} \int \frac{\mathrm{d} t}{t} t^{s} \operatorname{Tr}\left[e^{\left(\Delta-m^{2}\right) t}\right]=\frac{1}{\Gamma(s)} \int \frac{\mathrm{d} t}{t} t^{s} e^{-m^{2} t} \sum_{p} e^{-E(p)^{2} t} \tag{B.1}
\end{equation*}
$$

We will be mainly interested in the limit of $m \gg 1$, where we expect the integral to be localized around $t=0$. In this region we can use Weyl's asymptotic formula in eq. (A.4) to express the trace and find immediately that

$$
\begin{equation*}
\zeta(s \mid \Sigma, m)=\sum_{n=0}^{\infty} K_{n} \frac{\Gamma\left(s+\frac{n}{2}-1\right)}{\Gamma(s)} m^{2-n-2 s} \tag{B.2}
\end{equation*}
$$

The torus. When $\Sigma=T^{2}$, the only non-vanishing heat kernel coefficient is $K_{0}=V /(4 \pi)$, so we obtain immediately

$$
\begin{equation*}
\zeta\left(s \mid T^{2}, m\right)=\frac{V}{4 \pi(s-1)} m^{2-2 s}, \tag{B.3}
\end{equation*}
$$

and for $S_{\beta}^{1} \times T^{2}$, using eq. (A.6):

$$
\begin{equation*}
\zeta\left(s \mid \theta, T^{2}, m\right)=\frac{V \beta m^{3-2 s}}{8 \pi^{3 / 2} \Gamma(s)}\left(\Gamma\left(s-\frac{3}{2}\right)+4\left(\frac{2}{m \beta}\right)^{3 / 2-s} \sum_{p=1}^{\infty} \frac{K_{s-3 / 2}(m \beta p)}{p^{3 / 2-s}} \cos (p \theta)\right) . \tag{B.4}
\end{equation*}
$$

The two-sphere. In the case of the two-sphere of unit radius $S^{2}$ we need to distinguish two limits, $m \rightarrow 0$ and $m \rightarrow \infty$. In either case we will obtain an expansion in $m^{2}-1 / 4$ which can be understood in terms of conformal coupling: $1 / 4$ is precisely $R / 8$ for a unit sphere, so $m^{2}-1 / 4$ is the squared mass for a conformally-coupled scalar field (this is of course a manifestation of the Breitenlohner-Freedman bound [50]).

In the $m \rightarrow 0$ limit we can use a binomial expansion valid for $0<m^{2}<1 / 2$.

$$
\begin{align*}
\zeta\left(s \mid S^{2}, m\right) & =\sum_{l=0}^{\infty}(2 l+1)\left(l(l+1)+m^{2}\right)^{-s}=2 \sum_{l=0}^{\infty}\left(l+\frac{1}{2}\right)^{-2 s+1}\left(1+\frac{m^{2}-\frac{1}{4}}{\left(l+\frac{1}{2}\right)^{2}}\right)^{-s} \\
& =2 \sum_{l=0}^{\infty}\left(l+\frac{1}{2}\right)^{-2 s+1} \sum_{k=0}^{\infty}\binom{-s}{k}\left(\frac{m^{2}-\frac{1}{4}}{\left(l+\frac{1}{2}\right)^{2}}\right)^{k} \\
& =2 \sum_{k=0}^{\infty} \sum_{l=0}^{\infty}\binom{-s}{k}\left(l+\frac{1}{2}\right)^{-2 s-2 k+1}\left(m^{2}-\frac{1}{4}\right)^{k} \\
& =2 \sum_{k=0}^{\infty}\binom{-s}{k} \zeta\left(2 s+2 k-1, \frac{1}{2}\right)\left(m^{2}-\frac{1}{4}\right)^{k} \tag{B.5}
\end{align*}
$$

The result is a series in $m^{2}-1 / 4$, with coefficients expressed in terms of Hurwitz zeta functions $\zeta(s, a)$. In the cases of interest, $s= \pm 1 / 2$ and we can use the fact that

$$
\begin{equation*}
\zeta\left(2 n, \frac{1}{2}\right)=\left(2^{2 n}-1\right) \zeta(2 n)=(-1)^{n+1}\left(2^{2 n}-1\right) \frac{B_{2 n}(2 \pi)^{2 n}}{2(2 n)!}, \tag{B.6}
\end{equation*}
$$

where $B_{2 n}$ are the Bernoulli numbers. The first terms of the series are then

$$
\begin{align*}
\zeta\left(\left.-\frac{1}{2} \right\rvert\, S^{2}, m\right) & =-\frac{\pi^{2}}{8}\left(m^{2}-\frac{1}{4}\right)^{2}+\frac{\pi^{4}}{96}\left(m^{2}-\frac{1}{4}\right)^{3}+\ldots  \tag{B.7}\\
\zeta\left(\left.\frac{1}{2} \right\rvert\, S^{2}, m\right) & =-\frac{\pi^{2}}{2}\left(m^{2}-\frac{1}{4}\right)+\frac{\pi^{4}}{8}\left(m^{2}-\frac{1}{4}\right)^{2}+\ldots \tag{B.8}
\end{align*}
$$

In the special case of $m=0$, one needs to separate the mode $l=0$ and finds

$$
\begin{align*}
\zeta\left(s \mid S^{2}, 0\right) & =2 \sum_{k=0}^{\infty} \sum_{l=1}^{\infty}\binom{-s}{k}\left(l+\frac{1}{2}\right)^{-2 s-2 k+1}\left(-\frac{1}{4}\right)^{k}  \tag{B.9}\\
& =\sum_{k=0}^{\infty}(-1)^{k}\binom{-s}{k} 2^{1-2 k} \zeta\left(2 s+2 k-1, \frac{3}{2}\right)
\end{align*}
$$

This is the expression obtained in [51]. The series converges very rapidly and can be evaluated numerically to give $1 /(2 \sqrt{2}) \zeta\left(\left.-\frac{1}{2} \right\rvert\, S^{2}, 0\right)=-0.0937254 \ldots$ for the zero-point energy of the conformal Goldstone in eq. (4.24).

In the opposite limit of $m \rightarrow \infty$, we start from the asymptotic expression for the trace of the exponential [37]:

$$
\begin{equation*}
\operatorname{Tr}\left[e^{\triangle t}\right]=\sum_{\ell=0}^{\infty}(2 \ell+1) e^{-\ell(\ell+1) t}=2 \frac{e^{t / 4}}{\sqrt{\pi} t^{3 / 2}} \int_{0}^{1} \mathrm{~d} y y \frac{e^{-y^{2} / t}}{\sin (y)} . \tag{B.10}
\end{equation*}
$$

We can write this integral in terms of an asymptotic expansion for small $t$,

$$
\begin{equation*}
2 \int_{0}^{1} \mathrm{~d} y y \frac{e^{-y^{2} / t}}{\sin (y)}=\int_{-1}^{1} \mathrm{~d} y y \frac{e^{-y^{2} / t}}{\sin (y)} \approx \int_{-\infty}^{\infty} \mathrm{d} y y \frac{e^{-y^{2} / t}}{\sin (y)}+R(t), \tag{B.11}
\end{equation*}
$$

where $R(t)$ is an exponential correction. The integral can be computed expanding the integrand in series,

$$
\begin{equation*}
\frac{y}{\sin (y)}=\sum_{n=0}^{\infty} \frac{(-1)^{n+1} 2\left(2^{2 n-1}-1\right) B_{2 n}}{(2 n)!} y^{2 n} . \tag{B.12}
\end{equation*}
$$

We can rewrite the zeta function as

$$
\begin{align*}
\zeta\left(s \mid S^{2}, m\right) & =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} t^{s} e^{-m^{2} t} \operatorname{Tr}\left[e^{\Delta t}\right]  \tag{B.13}\\
& =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} t^{s} e^{-m^{2} t} \frac{e^{t / 4}}{\sqrt{\pi} t^{3 / 2}} \int_{-\infty}^{\infty} \mathrm{d} y e^{-y^{2} / t} \sum_{n=0}^{\infty} \frac{(-1)^{n+1} 2\left(2^{2 n-1}-1\right) B_{2 n}}{(2 n)!} y^{2 n} .
\end{align*}
$$

Exchanging the order of sum and integration we can solve the integrals:

$$
\begin{align*}
\zeta\left(s \mid S^{2}, m\right) & =\frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} t^{s} e^{-m^{2} t} \frac{e^{t / 4}}{\sqrt{\pi} t^{3 / 2}} \int_{-\infty}^{\infty} e^{-y^{2} / t} \sum_{n=0}^{\infty} \frac{(-1)^{n+1} 2\left(2^{2 n-1}-1\right) B_{2 n}}{(2 n)!} y^{2 n}(\mathrm{~B}  \tag{B.14}\\
& =\sum_{n=0}^{\infty} \frac{(-1)^{n+1} 2\left(2^{2 n-1}-1\right) B_{2 n}}{(2 n)!} \frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{\mathrm{d} t}{t} t^{s} e^{-m^{2} t} \frac{e^{t / 4}}{\sqrt{\pi} t^{3 / 2}} \int_{-\infty}^{\infty} e^{-y^{2} / t} y^{2 n} .
\end{align*}
$$

The integral over $y$ is Gaussian, and the integral over $t$ is expressed in terms of gamma functions. The final result is

$$
\begin{align*}
\zeta\left(s \mid S^{2}, m\right) & =\left(m^{2}-\frac{1}{4}\right)^{1-s} \sum_{n=0}^{\infty} \frac{(-1)^{n+1}\left(1-2^{1-2 n}\right) B_{2 n}}{n+s-1}\binom{n+s-1}{n} \frac{1}{\left(m^{2}-\frac{1}{4}\right)^{n}}  \tag{B.15}\\
& =\frac{1}{s-1}\left(m^{2}-\frac{1}{4}\right)^{1-s}+\frac{1}{12}\left(m^{2}-\frac{1}{4}\right)^{-s}+\frac{7 s}{480}\left(m^{2}-\frac{1}{4}\right)^{-1-s}+\ldots
\end{align*}
$$

The expansion is asymptotic and the optimal truncation depends on $s$. In the cases of interest, $s= \pm 1 / 2$, the optimal truncation is at the fourth term (see figure 2).

Finally, we can derive an asymptotic expansion for the heat kernel coefficients:

$$
\begin{align*}
\operatorname{Tr}\left[e^{\Delta t}\right] & =2 \frac{e^{t / 4}}{\sqrt{\pi} t^{3 / 2}} \int_{0}^{1} \mathrm{~d} y y \frac{e^{-y^{2} / t}}{\sin (y)}=\sum_{n=0}^{\infty}\left(\sum_{p=0}^{n} \frac{(-1)^{p+1}\left(-2+4^{p}\right) B_{2 p}}{\Gamma(p+1) \Gamma(1+n-p)}\right) \frac{1}{4^{n}} t^{n-1}  \tag{B.16}\\
& =\frac{1}{t}+\frac{1}{3}+\frac{1}{15} t+\frac{4}{315} t^{2}+\ldots
\end{align*}
$$

and use it to write the zeta function $\zeta\left(s \mid \theta, S^{2}, m\right)$ using eq. (A.6).


Figure 2. Ratio of two consecutive coefficients in the asymptotic expansion of $\zeta\left(s \mid S^{2}\right)$ for $s= \pm 1 / 2$. In both cases the optimal truncation is at the fourth term. After that coefficient of the next-order term becomes larger than the previous one.

## C The one-loop term in the propagator for $\hat{\lambda}$

In this appendix we compute the low-energy contribution to the $\lambda$ propagator coming from a loop of $u^{i}$ (see figure 1 ).

$$
\begin{equation*}
\operatorname{Tr}(\Delta \hat{\lambda})^{2}=\int \mathrm{d} t_{1} \mathrm{~d} \Sigma_{1} \mathrm{~d} t_{2} \mathrm{~d} \Sigma_{2} \hat{\lambda}\left(t_{1}, x_{1}\right) \hat{\lambda}\left(t_{2}, x_{2}\right) \Delta\left(t_{1}-t_{2}, x_{1}-x_{2}\right)^{2} \tag{C.1}
\end{equation*}
$$

As usual, it is convenient to go to Fourier space and rewrite the square of the propagator as

$$
\begin{equation*}
\Delta\left(t-t^{\prime}, x-x^{\prime}\right)^{2}=\int \frac{\mathrm{d} \omega}{2 \pi} \sum_{p} e^{i \omega\left(t-t^{\prime}\right)} \phi_{p}\left(x-x^{\prime}\right) B(\omega, p) \tag{C.2}
\end{equation*}
$$

where $\left\{\phi_{p}\right\}$ is a complete set of eigenfunctions of the Laplacian $\triangle_{\Sigma}$. For a generic manifold, the expression for $B(\omega, p)$ is quite involved since it depends on the product of three functions $\phi_{p}(x)$ (on the sphere, for example, it depends on Wigner's $3 j$ symbol). In order to recover the Goldstone mode, we concentrate on the low-energy behavior and just need to compute $B(0,0)$ :

$$
\begin{equation*}
B(0,0)=\frac{\beta}{2 \pi} \int \mathrm{~d} \omega \sum_{p} \Delta(\omega, p) \Delta(-\omega,-p) \tag{C.3}
\end{equation*}
$$

By definition the propagator $\Delta(\omega, p)$ is

$$
\begin{equation*}
\Delta(\omega, p)=\frac{1}{\left(\omega+\frac{\theta}{\beta}\right)^{2}+E(p)^{2}+m^{2}} \tag{C.4}
\end{equation*}
$$

In the zero-temperature limit we can apply our zeta-function regularization scheme (the computation is similar to the one in eq. (3.15)):

$$
\begin{equation*}
B(0,0)=\frac{\beta}{2 \pi} \int \mathrm{~d} \omega \sum_{p} \frac{1}{\left(\omega^{2}+E(p)^{2}+m^{2}\right)^{2}}=\frac{\beta}{4} \sum_{p} \frac{1}{\left(E(p)^{2}+m^{2}\right)^{3 / 2}}=\frac{\beta}{4} \zeta\left(\left.\frac{3}{2} \right\rvert\, \Sigma, m\right) \tag{C.5}
\end{equation*}
$$

Putting this back in the expression for $\operatorname{Tr}(\Delta \hat{\lambda})^{2}$ and using the orthogonality of the basis of the $\phi_{p}$ we find

$$
\begin{equation*}
\operatorname{Tr}(\Delta \hat{\lambda})^{2} \approx \int \frac{\mathrm{~d} \omega}{2 \pi} \sum_{p} \hat{\lambda}(\omega, p) \hat{\lambda}(-\omega,-p) \frac{\beta}{4 V} \zeta\left(\left.\frac{3}{2} \right\rvert\, \Sigma, m\right) \tag{C.6}
\end{equation*}
$$
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[^0]:    ${ }^{1}$ Yaffe [2] discusses the sense in which large- $N$ limits of various quantum theories are equivalent to classical limits.

[^1]:    ${ }^{2}$ For the calculation via the zeta-function regularization, see [18]. This value was verified numerically in [19] in the context of the $C P^{N-1}$ model.

[^2]:    ${ }^{3}$ Since we are ultimately interested in using the state-operator correspondence of conformal field theory, we will mostly work on $\Sigma=S^{2}$.

[^3]:    ${ }^{4}$ The contour of integration for the Lagrange multiplier is chosen so to reproduce the result of perturbation theory in terms of a simple semiclassical computation. In this sense the auxiliary fields are a form of parametrizing many possible potentials that are related to the same infrared fixed point. Here we follow standard practice [28].
    ${ }^{5}$ This is consistent with the observation in $[29,30]$ that the $|\varphi|^{6}$ term is marginally irrelevant in presence of the $|\varphi|^{4}$ term.

[^4]:    ${ }^{6}$ The integration over the $\theta_{i}$ angles are treated in terms of asymptotic expansions. The leading contributions come from saddle points in the complex plane since the integrand is $2 \pi$-periodic and the contributions at $\theta_{i}= \pm \pi$ cancel each other [31].

[^5]:    ${ }^{7}$ The contribution from the zero modes to the energy vanishes at the saddle point.

[^6]:    ${ }^{8} \mathrm{Li}_{s}(z)$ is the polylogarithm function $\mathrm{Li}_{s}(z)=\sum_{k=1}^{\infty} \frac{z^{k}}{k^{s}}$. For $s=1, \operatorname{Li}_{1}(z)=-\log (1-z)$.

[^7]:    ${ }^{9}$ This is to be contrasted with the situation in [9] where the fixed charge corresponds to an adjoint action and $Q$ is of order $\mathcal{O}\left(N^{2}\right)$.

