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1 Introduction

Construction of consistent interacting field theories is an old and challenging problem.

At the free level elementary fields in the Minkowski space can be identified with unitary

irreducible representations of the Poincare group, which have been classified long time

ago [1], for a review see e.g. [2]. For interacting theories constructed perturbatively the

main consistency requirement is that the physical degrees of freedom defined at the free

level interact without breaking Poincare invariance.

A natural way to construct Poincare invariant theories is to use Lorentz tensors. Having

contracted tensor indices appropriately one automatically ensures Lorentz invariance of the

action. If, moreover, the action does not depend on coordinates explicitly, then it is also

translationally invariant. In this way, Lorentz tensors allow to make all Poincare symmetry

of the theory manifest.

What makes the manifestly covariant approach much less trivial is that, unless special

care is taken, it introduces unwanted degrees of freedom. For consistency these extra

degrees of freedom should be removed from the theory, usually, either by constraints or
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as a result of gauge invariance. In particular, for massless fields with spin greater than

one-half description in terms of Lorentz tensors requires these fields to be gauge ones. To

avoid unwanted degrees of freedom at the interacting level gauge invariance should also be

preserved. This leads to the manifestly Lorentz covariant deformation procedure, which

amounts to a simultaneous deformation of the action and gauge transformations in a way

that the action remains gauge invariant. For massless higher-spin fields this approach was

used by many authors and leads to the conclusion that non-trivial local interactions of

higher-spin fields in flat space cannot exist, see e.g. [3–5].1

An alternative approach is to abandon Lorentz tensors and control Poincare symmetry

explicitly by requiring that the Noether charges, deformed order by order, obey commu-

tation relations of the Poincare algebra. A particular version of this procedure is the

light-cone approach [9–11], which we will use in this paper. A somewhat unattractive fea-

ture of the light-cone approach is that it requires manual control of all symmetries and as a

result at first sight appears less economical than the manifestly Lorentz covariant one. On

the other hand, it has an advantage of being completely general. It is quite remarkable that

already at the cubic order by giving up manifest Lorentz covariance one can find additional

consistent local interactions.2 These exotic vertices are known for a long time [11, 14–16],

but only recently it was emphasised that they are missing in the manifestly Lorentz covari-

ant classification [17].3 Moreover, presence of the exotic vertices turns out to be crucial

for consistency of higher-spin interactions at the quartic order [14, 15]. In particular, they

are present in the chiral higher-spin theory [19], which is a cubic theory consistent to all

orders in interactions, see also [14, 15].

In this paper we study the light-cone consistency conditions in four-dimensional flat

space-time and show that they can be rephrased as the Ward identities for the off-shell

light-cone amplitudes. This terminology deserves clarification. Firstly, a term ‘Ward iden-

tity’ is usually used for constraints on the S-matrix, imposed by gauge invariance. In the

light-cone approach gauge freedom is completely fixed and the constraints that we call

‘Ward identities’ appear as a consequence of invariance of the S-matrix with respect to

the global Poincare symmetry algebra. Nevertheless, we then show that these constraints

are equivalent to the constraints imposed by gauge invariance in manifestly covariant ap-

proaches, thus justifying a name ‘Ward identities’ that we use for them. Secondly, by an

‘off-shell amplitude’ we, essentially, mean an amputated correlator, that is a correlator

where propagators associated with external lines are removed, but external momenta are

not put on-shell. In the following, these light-cone amplitudes will be built from the light-

cone Hamiltonian according to the light-cone Feynman rules to be specified in the text.

1There are also other types of no-go arguments, e.g. [6, 7]. For a comprehensive review on no-go theorems

for massless higher-spin interactions and how they can be circumvented, see [8].
2At least formally, the exotic vertices can be written in the Lorentz covariant form, but this requires

non-localities [12, 13].
3Note that within the manifestly covariant framework there exist some additional lower-derivative defor-

mations of the gauge algebra and gauge transformations, that cannot be promoted to the action level, see

e.g. [4, 18]. It would be interesting to see whether they are related to the exotic vertices from the light-cone

approach.
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Next, we solve these Ward identities and show that their general solution can be com-

pactly written employing the spinor-helicity language as an arbitrary function of spinor con-

tractions, obeying natural homogeneity constraints.4 The relation between the light-cone

deformation procedure and the spinor-helicity approach was observed before. In [20, 21]

it was found that the cubic light-cone interactions can be easily rewritten in the spinor-

helicity form. The associated three-point amplitudes reproduce those found in [22]. Then,

in [23, 24] the connection with the spinor-helicity approach was used to study the quartic

sector of the light-cone consistency equations.5

In the present paper we show that the relation between the light-cone deformation pro-

cedure and the spinor-helicity representation is not accidental. Instead, spinor contractions

and associated homogeneity constraints appear inevitably from the light-cone consistency

conditions. Moreover, being essentially off-shell the light-cone approach provides a natural

off-shell continuation of amplitudes written in the spinor-helicity representation. In this

way, by combining benefits of the two approaches we obtain an attractive tool to study

consistent theories of massless fields: on one hand, it is manifestly covariant, which makes

it efficient and, on the other hand, it is completely general and hence captures all consistent

local interactions.

The plan of the paper is as follows. In section 2 we review the basics of the light-cone

deformation procedure. We start with the free theory and show how requiring closure of

the Poincare algebra one derives kinematical and dynamical constraints. In section 3 we

show that the dynamical constraints can be equivalently rewritten as the Ward identities

for the light-cone amplitude. To this end, in section 3.1 we first rewrite them in terms

of the light-cone Hamiltonian only. In section 3.2 we collect some extra notations and

identities necessary to streamline the following analysis. Next, in section 3.3 we show that

after some manipulations the light-cone consistency conditions acquire a form of the Ward

identities for the amplitude, that contains contact diagrams, exchanges with one internal

line and extra terms bilinear in the light-cone Hamiltonian. After that, in section 3.4 we

show that these extra terms produce contributions of exchanges with two internal lines as

well as other terms, which are cubic in the light-cone Hamiltonian. Applying this procedure

iteratively we recover the Ward identity for the complete amplitude in section 3.5. This

result is summarised in Proposition 1. Then, in section 4 we derive a general solution of the

Ward identity. The solution is summarised in Proposition 2. Interpretation of these results

in terms of the spinor-helicity approach is given in section 5. We present our conclusions

and discuss possible extension in section 6. Appendix A summarises our conventions.

4Following the higher-spin literature we use ‘spinor-helicity’ just to term a representation for the total

amplitude when it is given as a function of spinor products. In contrast, originally it rather means a set of

tools employed to evaluate QCD Feynman diagrams, which include: the spinor-helicity representation for

the polarisation vectors, prescriptions for a convenient choice of reference spinors, factorisation of external

momenta in terms of spinors, etc.
5In a slightly different context the relation between the light-cone gauge and the spinor-helicity approach

was found in [25]. Namely, the spinor-helicity approach was identified as fixing the space-cone gauge, which

is closely related to the light-cone one.
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2 Basics

In this section we review the basics of the light-cone deformation procedure for massless

fields in four-dimensional flat space-time.

2.1 Free massless fields in the light-cone gauge

The Poincare algebra commutation relations are given by

[P a, P b] = 0,

[Jab, P c] = P aηbc − P bηac,

[Jab, Jcd] = Jadηbc − Jbdηac − Jacηbd + Jbcηad, (2.1)

where xa = {x−, x+, x, x̄}. For more details on our conventions see appendix A. It admits

helicity-λ representations

P a · Φλ ≡ ∂aΦλ,

Jab · Φλ ≡ (xa∂b − xb∂a + Sab)Φλ, (2.2)

where Sab is the spin part of the angular momentum. In the light-cone gauge

S+a · Φλ = 0, Sab∂a · Φλ = 0. (2.3)

The first condition in (2.3) implies that the only non-vanishing components of Sab are Sxx̄,

Sx− and Sx̄−. The second condition allows to express all of them in terms of Sxx̄

Sx− · Φλ = −Sxx̄ · ∂

∂+
Φλ, Sx̄− · Φλ = Sxx̄ · ∂̄

∂+
Φλ. (2.4)

Thus, the helicity representation is specified by the action of Sxx̄ generating the Wigner

little group. It is conventional to define

Sxx̄ · Φλ = −λΦλ, (2.5)

where λ is the helicity.

Free action and canonical analysis. The canonically normalised action for the set of

free massless fields is given by

S2 ≡
∫

d4xL2, L2 = −1

2

∑

λ

∂aΦ
−λ∂aΦλ. (2.6)

Here we do not impose any restrictions on the spectrum of values of λ except that opposite

helicities should enter together. For example, for the spin s field one has λ = {s,−s} and

L2 = −∂aΦ
−s∂aΦs. (2.7)

In the scalar case λ = 0 and

L2 = −1

2
∂aΦ

0∂aΦ0. (2.8)
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In the light-cone coordinates ∂− is the time derivative, so the canonical momentum is

Πλ ≡ δL2

δ(∂−Φλ)
= −∂+Φ−λ. (2.9)

Then, the Poisson bracket is

[∂+Φλ(x⊥, x+),Φµ(y⊥, x+)]P = δλ+µ,0δ3(x⊥, y⊥), (2.10)

where we use x⊥ ≡ {x, x̄, x−}. The canonical Hamiltonian is given by

H2 ≡
∑

λ

∫

d3x⊥(Πλ∂−Φλ − L2) =
∑

λ

∫

d3x⊥∂Φ−λ∂̄Φλ, (2.11)

where one integrates over equal-time hypersurfaces.

It is not hard to see that due to the fact that the Lagrangian (2.6) is first order in time

derivatives, the theory features constraints. Their analysis has been discussed by many

authors, for a review see e.g. [26]. As a result, to account for the constraints one should

replace the Poisson bracket by the Dirac one

[∂+Φλ(x⊥, x+),Φµ(y⊥, x+)] =
1

2
δλ+µ,0δ3(x⊥, y⊥), (2.12)

or, equivalently,

[Φλ(x⊥, x+),Φµ(y⊥, x+)] =
1

∂+
x − ∂+

y

δλ+µ,0δ3(x⊥, y⊥). (2.13)

The canonical Hamiltonian (2.11) and the Dirac bracket (2.13) define the time evolu-

tion

∂−F (Φ) = [F (Φ), H2]. (2.14)

In particular, one can verify that

∂−Φλ(x) = [Φλ(x), H2] = −∂∂̄

∂+
Φλ(x), (2.15)

which is consistent with the variation of (2.6).

Noether currents and charges. The action (2.6) is invariant with respect to transfor-

mations (2.2). The associated Noether currents are well known

P i → T i,j =
∑

λ

δL2

δ(∂jΦλ)
∂iΦλ − ηijL2,

J ij → Lij,k = xiT j,k − xjT i,k +Rij,k, (2.16)

where Rij,k is the spin current

Rij,k =
∑

λ

δL2

δ(∂kΦλ)
Sij · Φλ (2.17)

and Sij was given in (2.4), (2.5).
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Accordingly, we define the Noether charges

P i
2 =

∫

d3x⊥T i,+, J ij
2 =

∫

d3x⊥Lij,+, (2.18)

which with a slight abuse of notations we denoted by the same symbols as the algebra

generators themselves. For simplicity we choose the integration hypersurface to be x+ = 0.

Explicitly the charges (2.18) read

P i
2 = −

∑

λ

∫

d3x⊥∂+Φ−λpi2Φ
λ, J ij

2 = −
∑

λ

∫

d3x⊥∂+Φ−λjij2 Φλ, (2.19)

where

p+2 = ∂+, p−2 = −∂∂̄

∂+
, p2 = ∂, p̄2 = ∂̄,

j+−
2 = −x−∂+, jxx̄2 = x∂̄ − x̄∂ − λ,

jx+2 = x∂+, jx−2 = −x
∂∂̄

∂+
− x−∂ + λ

∂

∂+
,

jx̄+2 = x̄∂+, jx̄−2 = −x̄
∂∂̄

∂+
− x−∂̄ − λ

∂̄

∂+
. (2.20)

This representation coincides with the original one (2.2) up to terms that vanish on x+ = 0

and on the mass-shell. As expected, the charges (2.19) generate the algebra action via the

commutator

[Φλ, P i
2] = pi2Φ

λ, [Φλ, J ij
2 ] = jij2 Φλ. (2.21)

Moreover, the charge P−
2 associated with the light-cone time translation is the canonical

Hamiltonian H2 (2.11).

Fourier transform. It is convenient to make the Fourier transform with respect to

spatial coordinates x−, x and x̄

Φ(x, x+) = (2π)−
3

2

∫

e+i(x−p++x̄p+xp̄)Φ(p, x+)d3p⊥,

Φ(p, x+) = (2π)−
3

2

∫

e−i(x−p++x̄p+xp̄)Φ(x, x+)d3x⊥, (2.22)

followed by a change of variables p = iq. This allows to avoid complex factors and effectively

amounts to the substitution

∂

∂xi
→ qi, xi → − ∂

∂qi
. (2.23)

We will also use q⊥ ≡ {q, q̄, q+} and β ≡ q+.

In these terms the canonical commutator reads

[Φλ1(q⊥1 , x
+),Φλ2(q⊥2 , x

+)] =
δλ1+λ2,0δ3(q⊥1 + q⊥2 )

β1 − β2
(2.24)
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and the Noether charges are

P i
2 =

∑

λ

∫

d3q⊥1 d
3q⊥2 δ

3(q⊥1 + q⊥2 )β1Φ
−λ(q⊥1 , x

+)pi2(q2, ∂2)Φ
λ(q⊥2 , x

+),

J ij
2 =

∑

λ

∫

d3q⊥1 d
3q⊥2 δ

3(q⊥1 + q⊥2 )β1Φ
−λ(q⊥1 , x

+)jij2 (q2, ∂2)Φ
λ(q⊥2 , x

+), (2.25)

where

p+2 = q+, p−2 = −qq̄

β
, p2 = q, p̄2 = q̄,

j+−
2 =

∂

∂β
β, jxx̄2 = Nq −Nq̄ − λ,

jx+2 = −β
∂

∂q̄
, jx−2 =

∂

∂q̄

qq̄

β
+ q

∂

∂β
+ λ

q

β
,

jx̄+2 = −β
∂

∂q
, jx̄−2 =

∂

∂q

qq̄

β
+ q̄

∂

∂β
− λ

q̄

β
(2.26)

and

Nq ≡ q
∂

∂q
, Nq̄ ≡ q̄

∂

∂q̄
. (2.27)

2.2 Introducing interactions consistently

At the interacting level the action receives non-linear corrections and so do the

charges (2.25). The only consistency requirement that one imposes is that they still gener-

ate the Poincare algebra. The standard lore of the light-cone approach is that it is sufficient

to deform only the generators, that are transversal to the light-cone x+ = 0 [27]. These are

H ≡ P−, J ≡ Jx−, J̄ ≡ J x̄− (2.28)

and they are called dynamical generators.6 The remaining generators are called kinemati-

cal. Let us collectively denote byD andK the charges of the dynamical and the kinematical

generators respectively. Then, at the non-linear level

D = D2 + δD, K = K2. (2.29)

Accordingly, one can break the Poincare algebra commutation relations into classes

depending on the types of generators they feature. The simplest type of commutators is

[K,K] = K, (2.30)

as it is automatically satisfied at the non-linear level. Other two groups of commutators

[K,D] = K ⇒ [K, δD] = 0, (2.31)

[K,D] = D ⇒ [K, δD] = δD (2.32)

6In fact, one can even succeed by deforming only P
−, but then this deformation rather plays a role of

the amplitude than of the Hamiltonian, as it will be discussed later, i.e. see Proposition 1.

– 7 –



J
H
E
P
1
2
(
2
0
1
6
)
1
1
7

are very similar to each other. They both result in linear differential equations on defor-

mations δD, which will be called kinematical constraints. These constraints can be solved

easily for δD at any order of deformation. The last type of commutators is

[D,D] = 0 (2.33)

and it presents the main difficulty of the light-cone deformation procedure. We will now

consider these issues one by one in more details.

Deformation. A general ansatz for the dynamical generators at the non-linear level is

H = H2 +
∑

n

Hn, J = J2 +
∑

n

Jn, J̄ = J̄2 +
∑

n

J̄n, (2.34)

where

Hn =
1

n!

∑

λi

∫

d3nq⊥δ3

(
n∑

i=1

q⊥i

)

hλ1...λn
n

n∏

i=1

Φλi(q⊥i ),

Jn =
1

n!

∑

λi

∫

d3nq⊥δ3

(
n∑

i=1

q⊥i

)[

jλ1...λn
n − 1

n
hλ1...λn
n

(
∑

j

∂

∂q̄j

)] n∏

i=1

Φλi(q⊥i ),

J̄n =
1

n!

∑

λi

∫

d3nq⊥δ3
( n∑

i=1

q⊥i

)[

j̄λ1...λn
n − 1

n
hλ1...λn
n

(
∑

j

∂

∂qj

)] n∏

i=1

Φλi(q⊥i ). (2.35)

Here hn, jn and j̄n generalise operators appearing in (2.26). They all depend on transversal

momenta q⊥i , but not on q−i . On the one hand, q−i -independence of interaction vertices can

always be achieved by field redefinitions, using the fact that on-shell

q−i ≈ h2(q
⊥
i ) ≡ −qiq̄i

βi
. (2.36)

On the other hand, interactions that are free of time derivatives are convenient, as they do

not deform the canonical bracket.

In (2.35) the momentum delta-functions ensure translation invariance along spatial

directions, which implies that the kinematical constraints arising from commutators with

P2, P̄2 and P+
2 are automatically satisfied. The h-dependent corrections in the ansatzes

for Jn and J̄n in (2.35) is just a standard trick which slightly simplifies the remaining

kinematical constraints for j and j̄.

Kinematical constraints. To evaluate the remaining kinematical constraints it is con-

venient to use

[F (Φ), J ij
2 ] = [Φ, J ij

2 ]
δF (Φ)

δΦ
= jij2 Φ

δF (Φ)

δΦ
, (2.37)
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which is a result of consecutive application of (2.21) to each Φ entering F (Φ). Employ-

ing (2.37) to evaluate commutators with Hn, we find

[Jx+
2 , Hn] = 0 ⇒ δ3

(
n∑

i=1

q⊥i

)
n∑

i=1

βi
∂

∂q̄i
hλ1...λn
n = 0, (2.38)

[J x̄+
2 , Hn] = 0 ⇒ δ3

(
n∑

i=1

q⊥i

)
n∑

i=1

βi
∂

∂qi
hλ1...λn
n = 0, (2.39)

[Jxx̄
2 , Hn] = 0 ⇒ δ3

(
n∑

i=1

q⊥i

)
n∑

i=1

(Nqi −Nq̄i + λi)h
λ1...λn
n = 0, (2.40)

[J+−
2 , Hn] +Hn = 0 ⇒ δ3

(
n∑

i=1

q⊥i

)
n∑

i=1

βi
∂

∂βi
hλ1...λn
n = 0. (2.41)

Constraints for jn and j̄n are analogous and can be found, e.g. in [19].

The first two conditions (2.38), (2.39) imply that hn can depend on qi and q̄i only

through their particular combinations with βi

P̄ij ≡ q̄iβj − q̄jβi, Pij ≡ qiβj − qjβi. (2.42)

The remaining two conditions (2.40), (2.41) simply specify the homogeneity degrees of hn
on its arguments.

Dynamical commutators. Let us now consider the dynamical equation

[H, J ] = 0 ⇒ [H2, Jn] + [H3, Jn−1] + · · ·+ [Hn−1, J3] + [Hn, J2] = 0. (2.43)

The charges H2 and J2 are already known, so the first and the last commutators can be

readily computed. Employing (2.37) for H2 we find

[H2, Jn] = − 1

n!

∑

λi

∫

d3nq⊥δ

( n∑

i=1

q⊥i

)

H{i}

[

jλ1...λn
n +

1

n

(
∑

j

∂

∂q̄j

)

hλ1...λn
n

] n∏

i=1

Φλi(q⊥i ),

(2.44)

where

H{i} ≡
n∑

i=1

h2(q
⊥
i ). (2.45)

Analogously, the last commutator in (2.43) gives

[Hn, J2] =
1

n!

∑

λi

∫

d3nq⊥δ

( n∑

i=1

q⊥i

)

J {i}hλ1...λn
n

n∏

i=1

Φλi(q⊥i ), (2.46)

where

J {i} =
n∑

i=1

(

− qiq̄i
βi

∂

∂q̄i
− qi

∂

∂βi
+ λi

qi
βi

)

. (2.47)
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Eventually, (2.43) becomes

− 1

n!

∑

λi

∫

d3nq⊥δ

( n∑

i=1

q⊥i

)

H{i}

[

jλ1...λn
n +

1

n

(
∑

j

∂

∂q̄j

)

hλ1...λn
n

] n∏

i=1

Φλi(q⊥i )

+
1

n!

∑

λi

∫

d3nq⊥δ

( n∑

i=1

q⊥i

)

J {i}hλ1...λn
n

n∏

i=1

Φλi(q⊥i )

+ [H3, Jn−1] + · · ·+ [Hn−1, J3] = 0. (2.48)

The equation [H, J̄ ] = 0 is analogous. Moreover, [H, J ] = 0 and [H, J̄ ] = 0 together

imply that the last consistency condition [J, J̄ ] = 0 is also satisfied [19]. Hence, in order to

proceed it is enough to learn how to solve (2.48) efficiently.

3 Towards the Ward identity

It is hard not to notice that the light-cone consistency condition (2.48) is reminiscent

of some constraint imposed on the total amplitude made of H. Indeed, along with a

contribution from the contact n-point interaction hn, it contains terms [Hm, Jn+2−m], which

are naturally associated with the exchanges involving m- and (n + 2 −m)-point vertices.

On the other hand, it is not at all obvious how to make this relation precise. Firstly, (2.48)

contains J and H on equal footing. While H is trivially related to the vertices the way

they appear in the action, for J this relation is less obvious. Secondly, it is not immediately

clear how (2.48) produces contributions associated with exchanges involving two or more

internal lines.

In the amplitude language, the main consistency requirement any interacting field

theory should satisfy is that the S-matrix is Poincare invariant. Given that the S-matrix

is essentially the transition amplitude between the on-shell states of the free theory, the

Poincare algebra acts on the S-matrix by the free theory generators. Of course, one expects

that consistency conditions in different approaches are related to each other. Hence, the

light-cone consistency condition (2.48) should be related to Poincare invariance of the S-

matrix with respect to the free theory transformations. Our goal in this section is to clarify

this relation. This will enable us to rewrite the light-cone consistency conditions in the

S-matrix-like form and then solve them in section 4.

More precisely, we will show that

[H, J ] = 0 ⇔ [A, J2] = 0,

[H, J̄ ] = 0 ⇔ [A, J̄2] = 0, (3.1)

where A will be specified later. At this point we just note that A, similarly to H, is given by

a space-time integral, where as a kernel instead of h one has a certain off-shell continuation

of the amplitude built of h. Moreover, one can then trivially show that

[H,K] = 0 ⇔ [A,K] = 0, (3.2)
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were K are kinetic generators as well as

[A,H] = HA ≈ 0. (3.3)

Combining (3.1)–(3.3) together, we find that the light-cone consistency conditions imply

Poincare invariance of the S-matrix, as expected. However, we would like to emphasise,

that (3.1)–(3.3) hold off-shell. Also, let us stress that despite these formulas will be derived

for massless particles in flat four-dimensional space, they are, clearly, completely general

and should be valid for any number of dimensions, types of particles and the value of the

cosmological constant.

3.1 Eliminating J

What complicates the analysis of (2.48) is that it has to be solved for two unknowns hn
and jn. At the same time, conceptually, it is clear that once hn is known one can find

the action, which, if Poincare-invariant, defines jn. So, our first goal is to eliminate jn in

favour of hn.

An important observation, which will be used extensively throughout the paper is that

the operator, that acts on hn in (2.48) has the following property

(

J {i} −H{i} 1

n

n∑

i=1

∂

∂q̄i

)( n∑

i=1

q⊥i

)

∝
( n∑

i=1

q⊥i

)

. (3.4)

This allows to use momentum conservation inside hn without changing its contribution

to (2.48). On the other hand, since

[
1

n

n∑

i=1

∂

∂q̄i
,

n∑

j=1

q̄j

]

= 1, (3.5)

one can always add to hn terms proportional to the total momentum

hλ1...λn
n → h̃λ1...λn

n = hλ1...λn
n + α

n∑

j=1

q̄j , (3.6)

so that

jλ1...λn
n +

1

n

(
∑

j

∂

∂q̄j

)

h̃λ1...λn
n = 0 (3.7)

is satisfied. In other words, once a solution hn of (2.48) is found, one can replace it

with h̃n, which additionally satisfies (3.7). Moreover, using the fact that hn enters Hn

multiplied by the momentum conserving delta function, the replacement of hn with h̃n

leaves commutators [Hn, Jm] intact as well. In the following we will omit the tilde and

write just hn. Clearly, a similar argument works for j̄n.

The condition (3.7) allows to solve for jn in terms of hn. This leads to

Jn = − 1

n!

∑

λi

∫

d3nq⊥dε̄δ̇(ε̄)δ

( n∑

i=1

q⊥i + ε̄

)

hλ1...λn
n

n∏

i=1

Φλi(q⊥i ), (3.8)
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where we found convenient to introduce an extra variable ε̄ to write a derivative of the

momentum conserving delta-function in a more concise and symmetric form. Comparing

it with (2.35) we find that this derivative is the only difference between Hn and Jn.

This has the following simple interpretation. Given that at the non-linear level from

all P i one deforms only P−, using (2.16) we find

δLx−,+ = xδT−,+ + δRx−,+, δLx̄−,+ = x̄δT−,+ + δRx̄−,+. (3.9)

Integrating it over x+ = 0 and making the Fourier transform, one can express δJx− and

δJ x̄− in terms of δP−. Taking into account definitions (2.35) one can see that (3.7), (3.8)

just mean that in (3.9) the spin current remains undeformed, δR = 0.

With (3.7) imposed, the consistency condition (2.48) simplifies to

[H3, J
z−
n−1] + · · ·+ [Hn−1, J

z−
3 ] +

1

n!

∑

λi

∫

d3nq⊥δ

( n∑

i=1

q⊥i

)

J {i}hλ1...λn
n

n∏

i=1

Φλi(q⊥i ) = 0.

(3.10)

To evaluate commutators we use

[F (Φ), G(Φ)] = [Φi,Φj ]
δF (Φ)

δΦi

δG(Φ)

δΦj
. (3.11)

A straightforward computation gives

[Hn, Jm] + [Hm, Jn] =
1

(n− 1)!

1

(m− 1)!

∑

λi,λj

∫

d3nq⊥i d
3mq⊥j δ

( n∑

i=1

q⊥i

)

δ

( n+m∑

j=n+1

q⊥j

)

δ(q⊥1 + q⊥n+1)δ
λ1+λn+1,0

β1 − βn+1

(
∂

∂q̄1
− ∂

∂q̄n+1

)

hλ1...λn
n hλn+1...λn+m

m

n∏

i=2

Φλi(q⊥i )
n+m∏

j=n+2

Φλj (q⊥j ).

(3.12)

Note that when m = n one has [Hn, Jn] only once and thus obtains only a half of the right

hand side of (3.12).

3.2 Identities and notations

So far we were quite explicit with the variables that h depends on, momentum conserving

delta-functions, contractions with fields, etc. To remove unnecessary information that just

repeats form line to line, we introduce shortcut notations. Let us illustrate them by the

example of (3.12) which we will write as

[Hn, Jm] + [Hm, Jn] =
1

(n− 1)!

1

(m− 1)!

1

βij − βji

(
∂

∂q̄ij
− ∂

∂q̄ji

)

h{i}n (q⊥ij )h
{j}
m (q⊥ji ). (3.13)

Here {i} refers to the set of indices carried by the variables h
{i}
n depends on. The set {i} has

a special element ij , which is associated with a field, that was removed by the commutator.
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The same holds for h
{j}
m . Dependence of h on special momenta will be important, so it is

written explicitly. The momentum conserving delta-functions in our new notations impose

∑

{i}

q⊥i = 0,
∑

{j}

q⊥j = 0, q⊥ij + q⊥ji = 0. (3.14)

In the following they will be implicit. We will also use

{i}j ≡ {i}/ij , {i− j} ≡ {i}j ∪ {j}i. (3.15)

Below (3.13) will be related to an exchange involving vertices hn and hm with {i} and

{j} labelling fields entering the first and the second vertices respectively. Moreover, {i}j
and {j}i label external legs of the diagram, while ij and ji are labels for the exchanged

field, see figure 1.

Next, one has

(
∑

{i}j

~qi

)2

≡ 2

(
∑

{i}j

qi

)(
∑

{i}j

q̄i

)

+ 2

(
∑

{i}j

βi

)(
∑

{i}j

q−i

)

≈ −2

(

−
∑

{i}j

βi

)(

h2

(

−
∑

{i}j

q⊥i

)

+
∑

{i}j

h2(q
⊥
i )

)

= −2βijH{i}, (3.16)

where we used (~q)2 ≡ 2q−q+ + 2qq̄ for the momentum squared. Then si defined by

si ≡ −2βijH{i} (3.17)

can be interpreted as the Mandelstam variable. Note that in (3.16) we employed q−i ≈
h2(q

⊥
i ) for external particles, which holds only when they are on-shell. So, (3.16) should

be taken just as a motivation for definition (3.17), which is understood off-shell. We also

introduce the symmetric Mandelstam variable

si,j ≡
1

2
(si + sj) = −1

2
(βij − βji)(H{i} −H{j}). (3.18)

Below we will use a slightly modified version of (3.4)

(

J {i} −H{i} ∂

∂q̄ij

)(
∑

{i}

q⊥i

)

∝
(
∑

{i}

q⊥i

)

(3.19)

as well as

(J {i} + J {j})(q⊥ij + q⊥ji ) ∝ (q⊥ij + q⊥ji ). (3.20)

Finally, we introduce a notation for q⊥ij when it is expressed in terms of external momenta

Q⊥
i ≡ −

∑

{i}j

q⊥i , Q⊥
i,j =

1

2
(Q⊥

i −Q⊥
j ). (3.21)
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h{i}
n h{j}

m

s−1
i,j

ij ji

︸ ︷︷ ︸

{i}j
︸ ︷︷ ︸

{j}i

Figure 1. This figure illustrates our conventions on labelling external and internal lines in the case

of two vertices.

3.3 Single exchanges

First we note that

1

2
(H{i} −H{j})

(
∂

∂q̄ij
− ∂

∂q̄ji

)

h{i}n (q⊥ij )h
{j}
m (q⊥ji )

=

(

H{i} ∂

∂q̄ij
+H{j} ∂

∂q̄ji

)

h{i}n

(
1

2
(q⊥ij − q⊥ji )

)

h{j}m

(
1

2
(q⊥ji − q⊥ij )

)

, (3.22)

where the arguments q⊥ij and q⊥ji should be replaced before evaluating derivatives as indi-

cated. Then the right hand side of (3.13) can be written as

[Hn, Jm] + [Hm, Jn] (3.23)

=
1

(n− 1)!

1

(m− 1)!

1

si,j

(

−H{i} ∂

∂q̄ij
−H{j} ∂

∂q̄ji

)

h{i}n

(
1

2
(q⊥ij − q⊥ji )

)

h{j}m

(
1

2
(q⊥ji − q⊥ij )

)

,

where si,j was defined in (3.18).

Next we proceed by adding and subtracting J {i} + J {j}, so as to produce operators

that commute with the total momentum as in (3.19)

[Hn, Jm] + [Hm, Jn]

=
1

(n− 1)!

1

(m− 1)!

1

si,j

(

J {i} + J {j} −H{i} ∂

∂q̄ij
−H{j} ∂

∂q̄ji

)

h{i}n

(
1

2
(q⊥ij − q⊥ji )

)

h{j}m

(
1

2
(q⊥ji − q⊥ij )

)

− 1

(n− 1)!

1

(m− 1)!

1

si,j

(

J {i} + J {j}

)

h{i}n

(
1

2
(q⊥ij − q⊥ji )

)

h{j}m

(
1

2
(q⊥ji − q⊥ij )

)

. (3.24)

The operator that appears in the first term permits us to use momentum conservation inside

hm and hn, so we can eliminate q⊥ij and q⊥ji in favour of external momenta. After that hn
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and hm no longer depend on exchanged momenta explicitly, hence differential operators

acting on them can be dropped. As a result, for the first term in (3.24) we obtain

1

(n− 1)!

1

(m− 1)!

1

si,j

(

J {i} + J {j} −H{i} ∂

∂q̄ij
−H{j} ∂

∂q̄ji

)

h{i}n

(
1

2
(q⊥ij − q⊥ji )

)

h{j}m

(
1

2
(q⊥ji − q⊥ij )

)

=
1

(n− 1)!

1

(m− 1)!

1

si,j
J {i−j}h{i}n (Q⊥

i,j)h
{j}
m (Q⊥

j,i), (3.25)

where {i− j} and Q⊥
i,j were defined in (3.15) and (3.21).

Employing (3.20), the second term reads

− 1

(n− 1)!

1

(m− 1)!

1

si,j

(
J {i} + J {j}

)
h{i}n

(
1

2
(q⊥ij − q⊥ji )

)

h{j}m

(
1

2
(q⊥ji − q⊥ij )

)

= − 1

(n− 1)!

1

(m− 1)!

1

si,j

(
J {i} + J {j}

)
h{i}n (q⊥ij )h

{j}
m (q⊥ji ). (3.26)

Combining both contributions, we find that

[Hn, Jm] + [Hm, Jn] =
1

(n− 1)!

1

(m− 1)!

1

si,j
J {i−j}h{i}n (Q⊥

i,j)h
{j}
m (Q⊥

j,i)

− 1

(n− 1)!

1

(m− 1)!

1

si,j

(
J {i} + J {j}

)
h{i}n (q⊥ij )h

{j}
m (q⊥ji ). (3.27)

To interpret this result, first note that in the first term J {i−j} acts only on external

momenta. Let us denote it just by J . In section 4 it will be shown that si,j commutes

with J . Using these facts one can rewrite the consistency condition (3.10) as

n−2∑

k=0

[Hn−k, Jk+2] =J
(

1

n!
h{i}n +

n−3∑

k=1

1

(n− k − 1)!

1

(k + 1)!
h
{i}
n−k(Q

⊥
i,j)

1

si,j
h
{j}
k+2(Q

⊥
j,i)

)

(3.28)

−
n−3∑

k=1

1

(n− k − 1)!

1

(k + 1)!

1

si,j

(
J {i} + J {j}

)
h
{i}
n−k(q

⊥
ij
)h

{j}
k+2(q

⊥
ji
) = 0.

After multiplying the first line by n! in brackets we recover the sum of the contact n-point

diagram and of all exchanges involving n external particles and a single propagator. The

combinatorial factors
n!

(n− k − 1)!(k + 1)!
, (3.29)

that appear in front of exchanges count all possible channels that each given exchange can

have. As it was noted below (3.12), for n−k = k+2 the exchange will get an extra factor of

1/2, which is the standard symmetry factor associated with a symmetry that interchanges

identical vertices.

In other words, up to contributions from diagrams involving more than one propaga-

tor, the consistency condition (3.28) looks exactly as the Ward identity for the n-point

amplitude, where J is the operator that verifies gauge invariance. At this point the term

Ward identity may sound misleading, because in the light-cone approach gauge invariance

is completely fixed. We will justify this terminology in section 5, where we will make a

connection between the light-cone approach and the spinor-helicity formalism.
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h{k}
p h{j}

m

s−1
i,j → s−1

kl,j

ij → lj ji → jl

︸ ︷︷ ︸

{i}j
︸ ︷︷ ︸

{j}i

h{l}
q

kl lk

s−1
k,lj

{k}l
︷ ︸︸ ︷

{l}kj
︷ ︸︸ ︷

Figure 2. This figure illustrates how after using the consistency condition for h
{i}
n its external

lines previously labelled by {i}j split into two groups labelled by {k}l and {l}kj . Accordingly, we

rename ij → lj , ji → jl and si,j → skl,j .

3.4 Double exchanges

The second term on the right hand side of (3.27) is responsible for contributions of multiple

exchanges to the Ward identity. To prevent possible confusions, let us clarify, that by double

and multiple exchanges we mean tree-level diagrams that involve two or more internal lines.

In this section we will show how to reproduce contributions from diagrams with two

exchanges. To this end, let us focus on a particular diagram, which consists of two vertices

h
{k}
p and h

{j}
m connected by a pair of exchanges and a vertex h

{l}
q , see figure 2. The

remaining contributions will be omitted, which will be indicated by → instead of =. To

have the same number of external fields as in (3.27) we have to demand p + q − 2 = n.

One finds

[Hn, Jm] + [Hm, Jn] → − 1

(n− 1)!

1

(m− 1)!

1

si,j
J {i}h{i}n (q⊥ij )h

{j}
m (q⊥ji ) (3.30)

→ 1

(p− 1)!

1

(q − 1)!

n

(m− 1)!

1

skl,j

1

βkl − βlk
h{j}m (q⊥ji )

(
∂

∂q̄kl
− ∂

∂q̄lk

)

h{k}p (q⊥kl)h
{l}
q (q⊥lk).

To obtain the last line we used the consistency condition that relates h
{i}
n to commutators

involving the Hamiltonians of lower degrees h
{k}
p and h

{l}
q . We also renamed si,j → skl,j to

be consistent with the fact that the legs of the diagram, that before using the consistency

condition for h
{i}
n were labelled by {i}, after that belong to h

{k}
p and h

{l}
q and hence are

labelled by the sets {k} and {l}.
We would like to remind the reader, that in the first line of (3.30) there is an implicit

delta-function δ(q⊥ij +q⊥ji ), which relates momenta on different sides of the exchange. When

we go to the second line, the set {i} is split into {k} and {l} and the special index ij of

the set {i} can either belong to {k} or to {l}. Here we keep only the terms, relevant to
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{k − l − j} exchange that is those with ij ∈ {l}. This produces an extra combinatorial

factor (q − 1)/n. As a result

[Hn, Jm] + [Hm, Jn] (3.31)

→ 1

(p− 1)!

1

(q − 2)!

1

(m− 1)!

1

skl,j

1

βkl − βlk

(
∂

∂q̄kl
− ∂

∂q̄lk

)

h{k}p (q⊥kl)h
{l}
q (q⊥lk , q

⊥
lj
)h{j}m (q⊥jl ),

where we also relabelled ij to lj and ji to jl.

Leaving aside the combinatorial factor for a moment, we proceed with the rest analo-

gously to a single exchange case

W
{k-l-j}
1 ≡ 1

skl,j

1

βkl − βlk

(
∂

∂q̄kl
− ∂

∂q̄lk

)

h{k}p (q⊥kl)h
{l}
q (q⊥lk , q

⊥
lj
)h{j}m (q⊥jl )

= − 1

skl,j

1

sk,lj
(H{k}−H{l}−H{j})

(
∂

∂q̄kl
− ∂

∂q̄lk

)

h{k}p (q⊥kl)h
{l}
q (q⊥lk , q

⊥
lj
)h{j}m (q⊥jl )

= − 1

skl,j

1

sk,lj

(

H{k} ∂

∂q̄kl
+ (H{l} +H{j})

∂

∂q̄lk

)

h{k}p

(
1

2
(q⊥kl − q⊥lk)

)

h{l}q

(
1

2
(q⊥lk − q⊥kl),

1

2
(q⊥lj − q⊥jl )

)

h{j}m

(
1

2
(q⊥jl − q⊥lj )

)

. (3.32)

In a similar way, from [Hp, Jq+m−2] + [Hq+m−2, Jp] we find another contribution

W
{k-l-j}
2 ≡ − 1

skl,j

1

sk,lj

(

(H{k} +H{l})
∂

∂q̄lj
+H{j} ∂

∂q̄jl

)

h{k}p

(
1

2
(q⊥kl − q⊥lk)

)

h{l}q

(
1

2
(q⊥lk − q⊥kl),

1

2
(q⊥lj − q⊥jl )

)

h{j}m

(
1

2
(q⊥jl − q⊥lj )

)

. (3.33)

For the sum of two terms we proceed as for the single exchange case in (3.24): we

add and subtract J {k}+J {l}+J {j} producing an operator that allows to use momentum

conservation inside the diagram. Namely,

W
{k-l-j}
1 +W

{k-l-j}
2 =

1

skl,j

1

sk,lj

(

J {k} + J {l} + J {j} (3.34)

−H{k} ∂

∂q̄kl
− (H{l} +H{j})

∂

∂q̄lk
− (H{k} +H{l})

∂

∂q̄lj
−H{j} ∂

∂q̄jl

)

h{k}p

(
1

2
(q⊥kl − q⊥lk)

)

h{l}q

(
1

2
(q⊥lk − q⊥kl),

1

2
(q⊥lj − q⊥jl )

)

h{j}m

(
1

2
(q⊥jl − q⊥lj )

)

− 1

skl,j

1

sk,lj

(
J {k} + J {l} + J {j}

)
h{k}p (q⊥kl)h

{l}
q (q⊥lk , q

⊥
lj
)h{j}m (q⊥jl ).

Employing (3.19) and (3.20), it is not hard to see that the operator in the first term allows

to use

∑

{k}

q⊥k = 0,
∑

{l}j

q⊥l +
∑

{j}l

q⊥j = 0,

∑

{j}

q⊥j = 0,
∑

{l}k

q⊥l +
∑

{k}l

q⊥k = 0. (3.35)

– 17 –



J
H
E
P
1
2
(
2
0
1
6
)
1
1
7

These momentum conservation conditions permit us to eliminate q⊥kl , q
⊥
lk
, q⊥lj and q⊥lj express-

ing them in terms of external momenta. After that vertices no longer depend on exchanged

momenta, so differential operators acting on them can be dropped. Thus, we find

W
{k-l-j}
1 +W

{k-l-j}
2 =

1

skl,j

1

sk,lj
J {k−l−j}h{k}p (Q⊥

k,lj)h
{l}
q (Q⊥

lj,k, Q
⊥
kl,j)h

{j}
m (Q⊥

j,kl) (3.36)

− 1

skl,j

1

sk,lj

(
J {k} + J {l} + J {j}

)
h{k}p (q⊥kl)h

{l}
q (q⊥lk , q

⊥
lj
)h{j}m (q⊥jl ).

The second line is responsible for contributions of diagrams involving at least three

propagators. Reinstating the combinatorial factor from (3.31), for the first line of (3.36)

we find

[Hn, Jm] + [Hm, Jn] + [Hp, Jq+m−2] + [Hq+m−2, Jp]

→ 1

(p− 1)!

1

(q − 2)!

1

(m− 1)!
J h{k}p (Q⊥

k,lj)
1

skl,j
h{l}q (Q⊥

lj,k, Q
⊥
kl,j)

1

sk,lj
h{j}m (Q⊥

j,kl). (3.37)

This gives one of the double exchange contributions to the Ward identity involving a

contact vertex of degree p+ q +m− 4. This contact vertex in our conventions goes with a

prefactor 1/(p+ q+m− 4)!. Normalising the contribution of the contact diagram to unity,

we find that the double exchange from (3.37) appears with a factor

(p+ q +m− 4)!

(p− 1)!(q − 2)!(m− 1)!
, (3.38)

which just gives the total number of channels. This is exactly what we should expect from

the Feynman rules if we symmetrise them over external fields, as in our approach.

3.5 General case

In the previous two sections we showed that the consistency condition for the non-linear

deformation in the light-cone approach (2.43) can be rewritten as the Ward identity involv-

ing contributions from contact diagrams, single exchanges and some extra terms bilinear

in vertices of degrees lower than that of a contact contribution (3.28). Employing the

consistency condition for these extra terms, they were shown to produce contributions of

double exchanges plus extra terms, trilinear in vertices of yet lower degrees (3.36). This

procedure should be repeated recursively until it terminates due to J h3 = 0, see (3.10),

thus reproducing the Ward identity for the complete amplitude. The equation [H, J̄ ] = 0

is analogous. The results of this recursive procedure can be summarised as

Proposition 1. The light-cone consistency condition can be equivalently rewritten as a set

of Ward identities for all n-point amplitudes

J {i}An(q
⊥
i ) = 0, J̄ {i}An(q

⊥
i ) = 0, (3.39)

where

J {i} =
n∑

i=1

(

− qiq̄i
βi

∂

∂q̄i
− qi

∂

∂βi
+ λi

qi
βi

)

,

J̄ {i} =
n∑

i=1

(

− qiq̄i
βi

∂

∂qi
− q̄i

∂

∂βi
+ λi

q̄i
βi

)

(3.40)
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and An(q
⊥
i ) is the off-shell light-cone amplitude constructed according to the following Feyn-

man rules:

• the propagator, splitting the external fields into sets labelled by {k}l and {l}k, is

given by
1

sk,l
= − 2

(βkl − βlk)(H{k} −H{l})
, (3.41)

where

βkl = −
∑

{k}l

βk, H{k} =
∑

{k}l

h2(q
⊥
k ) + h2

(

−
∑

{k}l

q⊥k

)

βlk = −
∑

{l}k

βl, H{l} =
∑

{l}k

h2(q
⊥
l ) + h2

(

−
∑

{l}k

q⊥l

)

. (3.42)

More explanations on our conventions are given in section 3.2.

• Inside vertices, the momenta of exchanged fields q⊥kl and q⊥lk should be expressed in

terms of momenta of external fields as

q⊥kl → Qk,l =
1

2

(

−
∑

{k}l

q⊥k +
∑

{l}k

q⊥l

)

,

q⊥lk → Ql,k =
1

2

(

−
∑

{l}k

q⊥l +
∑

{k}l

q⊥k

)

. (3.43)

Alternatively, (3.39) can be written as

[A, J2] = 0, [A, J̄2] = 0, (3.44)

where A is made of the amplitude A(q⊥) by contracting it with fields.

Let us now make several comments. First, as it was noted above, the amplitude A(q⊥)

is an off-shell object. Indeed, in the light-cone approach neither the free Hamiltonian nor

interaction terms depend on q−i . For this simple reason A(q⊥) defined above makes perfect

sense for any q−i , not only for on-shell values q−i ≈ h2(q
⊥
i ). Moreover, A(q⊥) is related

unambiguously to the Hamiltonian, so it defines the action.

It is worth to note the unusual form of the propagator (3.41), which we employed to

construct A(q⊥). It follows from (3.16) that this propagator coincides with the one that

comes from the covariant Feynman rules when external particles are on-shell. They are,

nevertheless, different for off-shell external momental. This difference can be explained by

the fact that the framework we are dealing with is the light-cone Hamiltonian perturbation

theory, which has some peculiar features, see e.g. [28].

We recall that to derive (3.39) we fixed the freedom of integration by parts in interaction

terms by (3.7). Of course, this condition should not be important for consistency. In

particular, it should be possible to use conservation of the total momentum inside An(q
⊥).

The resulting amplitude will no longer be annihilated by J {i}, but, as it is not hard to see,
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will produce terms proportional to H{i}. Returning back to the consistency conditions in

the original form (2.48), one can see that such extra terms are harmless, as they can be

absorbed by the appropriate redefinition of jn. Thus, one can reformulate Proposition 1

above in a form, where integration by parts is allowed, but (3.39) holds only up to terms

proportional to H{i}. One can then use the freedom of integration by parts to simplify

slightly the Feynman rules presented above. In particular, it is not necessary to express

momenta of internal lines in a symmetric way in terms of external momenta on both sides

of a given propagator as in (3.43).

Note, that for four external lines (3.39) was found in [14, 15]. More precisely, it was

observed that one can solve the light-cone consistency condition at the four-point level by

taking the quartic vertex to be minus the sum of exchanges. Our analysis gives a simple

derivation of this fact and extends it to all orders.

Finally, let us point out that even though the form (3.39) of the consistency condition

looks much more natural from the perturbative field theory perspective, it is sometimes

instructive to keep in mind the original form of the consistency condition as well. In

particular, it is clear from (3.10) that once cubic interactions are consistent by themselves,

that is [H3, J3] = 0, then by setting all higher vertices to zero we obtain a consistent theory.

At the same time, using the language of (3.39) this translates into the statement, that once

we verified that cubic vertices result into consistent four-point exchanges, then all higher-

point exchanges involving only cubic vertices are also consistent. The latter statement

is not so easily seen only from (3.39). The origin of this non-trivial translation between

the two languages is the iterative procedure that we needed to undertake to derive (3.39)

from (3.10). It would be interesting to find more non-trivial examples of this phenomenon.

4 Solution of the Ward identity

Previous analysis emphasises the central role played by operators J and J̄ . It was shown

that consistency of the non-linear deformation implies that these operators annihilate the

total amplitude. In this section we find a general solution of these equations.

4.1 External scalars

To start we find a general solution of (3.39) in the case when all external fields are scalars.

The first equation explicitly reads

J {i}An(q
⊥
i ) = 0, J {i} =

n∑

i=1

(

−qiq̄i
βi

∂

∂q̄i
− qi

∂

∂βi

)

. (4.1)

We remind the reader that the Hamiltonian should satisfy kinematical con-

straints (2.38)–(2.41). By inspecting the Feynman rules given in the previous section, it is

not hard to see that the same kinematical constraints carry over to the total amplitude.

As it was mentioned above, the first two conditions (2.38), (2.39) imply that the

amplitude is a general function of the following varaibles

P̄ij ≡ q̄iβj − q̄jβi, Pij ≡ qiβj − qjβi, βi. (4.2)
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This can be seen, for instance, by considering characteristic vector fields associated with dif-

ferential equations (2.38), (2.39). Variables (4.2) provide an overcomplete set of invariants

of the associated characteristic flows.

When we add an extra differential equation (4.1), clearly, the set of invariants can only

be reduced. Upon proper dressing with β dependence, both P̄ij and Pij can be promoted

to solutions of (4.1)

P̄ij → Π̄ij ≡
P̄ij

βiβj
: J {i}Π̄ij = 0, J {i}

Pij = 0. (4.3)

It is not hard to see that there are no solutions of (4.1) that depend on βi alone, so An(q
⊥
i )

is an arbitrary function of Π̄ij and Pij . It is convenient to phrase this conclusion as

An(q
⊥
i ) = φ(P̄ij ,Pij , βi), −Nβi

= N〈i|, (4.4)

where

N〈i| ≡
n∑

j=1

NPij
(4.5)

counts the total homogeneity degree of all Pij ’s with fixed i and any j.

Similarly, to solve

J̄ {i}An(q
⊥
i ) = 0, J̄ {i} =

n∑

i=1

(

−qiq̄i
βi

∂

∂qi
− q̄i

∂

∂βi

)

(4.6)

we introduce new variables Πij

Pij → Πij ≡
Pij

βiβj
: J̄ {i}

P̄ij = 0, J̄ {i}Πij = 0 (4.7)

and find that An(q
⊥
i ) is some function of P̄ij and Πij , which is equivalent to

An(q
⊥
i ) = φ(P̄ij ,Pij , βi), −Nβi

= N|i], (4.8)

where

N|i] ≡
n∑

j=1

N
P̄ij

(4.9)

counts the total homogeneity degree of all P̄ij ’s with fixed i and any j.

Combining (4.4) and (4.8) we find that

N|i] = N〈i|. (4.10)

Provided (4.10) is satisfied, we can rewrite the remaining homogeneity constraint as

−Nβi
=

N|i] +N〈i|

2
. (4.11)

It can be solved as

An(q
⊥
i ) = χ([ij], 〈ij〉), (4.12)
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where

[ij] ≡
√
2

√
βiβj

P̄ij , 〈ij〉 ≡ −
√
2

√
βiβj

Pij . (4.13)

Here the numerical coefficients have been chosen so as to agree with the standard conven-

tions of the spinor-helicity approach reviewed in appendix A.

In the next section it will be used that [ij] and 〈ij〉 can be factorised in terms of helicity

spinors

|i]a =
2

1

4

√
βi

(

q̄i
−βi

)

, 〈i|
ḃ
=

2
1

4

√
βi

(

qi −βi

)

(4.14)

as

[ij] = εab|j]a|i]b =
2

1

4

√
βj

(

q̄j −βj

)
(

0 1

−1 0

)

2
1

4

√
βi

(

q̄i
−βi

)

, (4.15)

〈ij〉 = εȧḃ〈i|ȧ〈j|ḃ =
2

1

4

√
βi

(

qi −βi

)
(

0 1

−1 0

)

2
1

4

√
βj

(

qj
−βj

)

. (4.16)

In these terms (4.10) reads

N|i] −N〈i| = 0, N|i] = |i] ∂

∂|i] , N〈i| = 〈i| ∂

∂〈i| . (4.17)

Equation (4.12) supplemented with a homogeneity constraint (4.17) gives a general solution

of the Ward identities (4.1), (4.6) in the case of external scalars.

4.2 General case

In this section we prove

Proposition 2. A general solution of the Ward identities

J {i}An(q
⊥
i ) = 0, J {i} =

n∑

i=1

(

−qiq̄i
βi

∂

∂q̄i
− qi

∂

∂βi
+ λi

qi
βi

)

,

J̄ {i}An(q
⊥
i ) = 0, J̄ {i} =

n∑

i=1

(

−qiq̄i
βi

∂

∂qi
− q̄i

∂

∂βi
− λi

q̄i
βi

)

(4.18)

is given by

An(q
⊥
i ) = χ([ij], 〈ij〉), (4.19)

where χ satisfies a homogeneity condition

(−N|i] +N〈i| + 2λi)χ([ij], 〈ij〉) = 0 (4.20)

for every i. Spinor products are defined in (4.13).
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To show this, let us first verify that (4.19), (4.20) is indeed a solution. To evaluate

how the differential part of J {i} acts on χ we use

−
n∑

i=1

qiq̄i
βi

∂

∂q̄i
|j] = −

n∑

i=1

qi
βi
Nq̄i

2
1

4

√
βj

(

q̄j
−βj

)

= − qj
βj

(

1 0

0 0

)

|j],

−
n∑

i=1

qi
∂

∂βi
|j] = −

n∑

i=1

qi
βi
Nβi

2
1

4

√
βj

(

q̄j
−βj

)

=
1

2

qj
βj

(

1 0

0 −1

)

|j],

−
n∑

i=1

qi
∂

∂βi
〈j| = −

n∑

i=1

qi
βi
Nβi

2
1

4

√
βj

(

qj −βj

)

=
1

2

qj
βj

〈j|
(

1 0

0 −1

)

(4.21)

and the Leibniz rule. We find

J {i}χ([ij], 〈ij〉) =
n∑

i=1

qi
βi

(

− 1

2
|i] ∂

∂|i] +
1

2
〈i|

(

1 0

0 −1

)

∂

∂〈i| + λi

)

χ([ij], 〈ij〉)

=−
n∑

i=1

qi
βi
〈i|

(

0 0

0 1

)

∂

∂〈i|χ([ij], 〈ij〉), (4.22)

where to get to the last line we used the homogeneity condition (4.20). Now we take into

account that in χ spinors can only appear in the form of spinor contractions

J {i}χ([ij], 〈ij〉) = −
n∑

i,k,l=1

qi
βi
〈i|

(

0 0

0 1

)

∂〈kl〉
∂〈i|

∂

∂〈kl〉χ([ij], 〈ij〉). (4.23)

Using that

−
n∑

i=1

qi
βi
〈i|

(

0 0

0 1

)

∂

∂〈i| 〈kl〉 =− qk
βk

√
2√

βkβl

(

qk −βk

)
(

0 0

0 1

)(

0 1

−1 0

)(

ql
−βl

)

(4.24)

+
ql
βl

√
2√

βkβl

(

ql −βl

)
(

0 0

0 1

)(

0 1

−1 0

)(

qk
−βk

)

= 0,

we find

J {i}χ([ij], 〈ij〉) = 0. (4.25)

Analogously one can show that χ is annihilated by J̄ {i}, so we conclude that (4.19), (4.20)

indeed solves (4.18).

Finally, let us assume that there is another solution χ′ of (4.18), which cannot be writ-

ten in the form (4.19), (4.20). Then, as it is not hard to see, χ′/χ satisfies the scalar Ward

identities (4.1), (4.6) and cannot be written in the form (4.12), (4.17). This contradicts

the results of the previous section, hence, χ′ does not exist.

In the four-point case the light-cone Ward identity (4.18) was solved previously

in [14, 15, 29]. Our solution extends these result to any number of external points. More-

over, unlike previous results, solution (4.19), (4.20) is not limited to the class of polynomials

in transverse momenta. This extension is, in fact, important, as the primary meaning of

this solution is to give all possible consistent total amplitudes, which are typically non-local

due to contributions from exchanges.
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Back to the Mandelstam variables. Now we can easily resolve a loose end left from

section 3 and prove that the Mandelstam variables can be pulled through J to form

exchanges. The algebraic part of J clearly commutes with si,j , so it remains to prove that

si,j is annihilated by the differential part of J .

It is straightforward to compute

(
∑

{i}j

~qi)
2 =

∑

k,l∈{i}j

~qk ·~ql ≈
∑

k,l∈{i}j

(

qkq̄l+q̄kql−
qkq̄k
βk

βl−βk
qlq̄l
βl

)

=
1

2

∑

k,l∈{i}j

[kl]〈kl〉. (4.26)

Comparing this with (3.16)–(3.18) we find

si =
1

2

∑

k,l∈{i}j

[kl]〈kl〉, si,j =
1

4

∑

k,l∈{i}j

[kl]〈kl〉+ 1

4

∑

k,l∈{j}i

[kl]〈kl〉. (4.27)

Note that these formulas hold off-shell. They imply that si,j can be presented in the

form (4.12), (4.17) and consequently commutes with J , as it was argued. The same

applies to J̄ .

5 Interpretation

In preceding sections we first found that the light-cone consistency condition can be rewrit-

ten in the form of the Ward identity for the amplitude, constructed form the light-cone

Hamiltonian. Then we showed that a general solution of the Ward identity can be conve-

niently presented in terms of spinor products. These spinor products is a basic building

block of the spinor-helicity approach, which is effectively used for computations of am-

plitudes in theories of massless particles. In particular, the spinor-helicity approach is to

large extent responsible for the existence of extremely compact representations of tree and

loop partial amplitudes in QCD. In this section, we would like to draw a link between the

outcome of our light-cone analysis and the spinor-helicity approach aiming to interpret the

results we found, use the ideas from the spinor-helicity approach to plot a strategy for

construction of massless higher-spin interactions and to see whether the light-cone analysis

has something new to offer compared to the spinor-helicity approach. We start by briefly

reviewing the spinor-helicity approach. Our review is not meant to be self-contained. We

refer the reader to [30–32] for general reviews and to [12, 22] for discussions more focused

on the higher-spin case.

In four space-time dimension, any null vector can be represented as

q
aḃ

≡ qµ(σ
µ)

aḃ
=

√
2

(

q− q̄

q −q+

)

≈
√
2

(

− qq̄
β

q̄

q −β

)

= −|q]a〈q|ḃ, (5.1)

where |q]a and 〈q|
ḃ
are simply on-shell Weyl spinors with momentum q

|q]a =
2

1

4

√
β

(

q̄

−β

)

, 〈q|
ḃ
=

2
1

4

√
β

(

q −β
)

. (5.2)
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In the spinor-helicity approach representation (5.1) is used to define momenta of massless

particles of any spin. We will use the standard notation |i] ≡ |qi] and 〈i| ≡ 〈qi|. More

conventions are given in appendix A.

To encode polarisations one uses auxiliary massless vectors called reference momenta.

For example, the polarisation vector ǫµ1 (q; k) of a helicity one boson of momentum q is

defined as

ǫµ1 (q; k) = −〈k|γµ|q]√
2〈kq〉

, (5.3)

where k is the reference momentum. It is easy to see that the polarisation vector defined

above is transversal to q, that is qµǫ
µ
1 (q; k) = 0, as required by the Ward identity. The

arbitrariness in the choice of the reference momentum is just a manifestation of gauge

redundancy. For each external field one is free to choose a reference momentum indepen-

dently. However, this choice should be consistent for all diagrams relevant to the process.

Then, as a consequence of gauge invariance, auxiliary reference vectors drop out from the

final answer. In other words, a consistent amplitude should be a function of spinor products

[ij] and 〈ij〉 only.
It is clear from (5.1) that qµ is invariant with respect to the following scaling transfor-

mations

〈q| → t〈q|, |q] → t−1|q]. (5.4)

For |λ| = 1 this generates the action of the Wigner little group on the helicity spinors. If

we compute amplitudes using the Feynman rules, then we can see that the only way this

scaling contributes to the amplitude is through polarisation vectors. For a helicity one

boson the polarisation vector (5.3) scales as

ǫµ1 (q; k) → t−2ǫµ1 (q; k). (5.5)

More generally, the Wigner little group acts on the helicity-λ polarisation vector as

ǫµ1 (q; k) → t−2λǫµ1 (q; k). (5.6)

Each external field can be subjected to (5.4) independently. For an amplitude expressed

in terms of spinor contractions to reproduce this scaling behaviour it should satisfy

(−N|i] +N〈i| + 2λi)An([jk], 〈jk〉) = 0. (5.7)

We find that despite a slightly different motivation, the spinor-helicity approach pro-

duces the same constraints that we found previously from the Poincare algebra closure in

the light-cone deformation procedure. As we just reviewed, in the spinor-helicity approach

the only two constraints are gauge invariance, which requires the amplitude to be expressed

in terms of spinor products, and invariance with respect to the action of the Wigner little

group, which fixes the homogeneity degrees of spinors. In the light-cone approach the only

constraint is invariance with respect to the fully non-linear action of the Poincare algebra,

which according to Proposition 1 can be replaced by invariance of the amplitude with re-

spect to the linear action of the algebra generators. Solving these constraints, we indeed
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find that the light-cone amplitude can be expressed in terms of spinor products only, which

through the spinor-helicity approach relates (4.18) to gauge invariance and, thus, justifies

the term the Ward identity that we used.7 Moreover, (4.18) fixes the homogeneity degrees

of spinors, which from the spinor-helicity perspective is related to the Wigner little group

invariance. This relation can be easily seen from the light-cone approach itself. Namely,

by acting along the lines of section 4.2, one can show that [An, J
xx̄
2 ] = 0 implies (4.20).

So far we could see that on-shell amplitudes from the spinor-helicity approach appear

to be very similar to light-cone amplitudes An(q
⊥), which we introduced above. However, it

is important to remember that An(q
⊥) in the light-cone approach is well defined for off-shell

momenta. In particular, An(q
⊥) can be used to define the light-cone Hamiltonian and then

the action via the Legendre transform. This difference originates from the way one defines

spinors |i] and 〈i| in the two approaches. In the spinor-helicity approach spinors |i] and 〈i|
are only defined for null momenta, that is for q− ≈ h2(q

⊥), see (5.1), (5.2). In the light-cone

approach one defines spinors by the very same formula (5.2), but the momentum is not

required to be massless and q− can be arbitrary. Clearly, factorisation formula (5.1) does

not work off-shell, but in the light-cone approach it is never used.8 It is quite remarkable

that this rather trivial off-shell extension of spinor products and, hence, of the amplitude

turns out to be consistent without any further constraints. This can be regarded as a

simple consequence of q−-independence of the Feynman rules presented in Proposition 1.

An immediate benefit from the off-shell extension of helicity spinors is that they can

be used for momenta on internal lines. So, in the light-cone approach exchanges can also

be written in terms of spinor products. More details on how they are constructed can

be found in Proposition 1. Generically, when internal momenta are expressed in terms of

momenta on external lines, exchanges cannot be written in terms of spinor products any

more. This implies that they do not satisfy the Ward identity. Consequently, individual

contact interactions, in general, violate the Ward identity either.

This suggests to reconsider the light-cone deformation procedure and focus on seek-

ing the amplitude instead of the Hamiltonian. The benefit of this strategy is concisely

summarised by (3.44): the amplitude satisfies a simple linear differential equation, while

the equation for the Hamiltonian is quadratic in deformations. Having found a general

solution for the amplitude we, thus, found a general solution of the light-cone deformation

procedure. Note, however, that these solutions generically are associated with non-local

Hamiltonians. The problem of finding consistent amplitudes that result in local Hamilto-

nians deserves a separate thorough analysis. Let us, nevertheless, make few comments on

this point.

Locality. Typically, in the light-cone approach one defines locality as a requirement that

the Hamiltonian is polynomial in transverse momenta or, equivalently, in P̄ij and Pkl. The

same Hamiltonian can be brought to many different forms using momentum conservation.

7Note that in the spinor-helicity terms the light-cone gauge (2.3) can be viewed as a particular choice

of the reference vector along x
− direction.

8This off-shell continuation appeared in [33, 34]. Later it was used in [35] to extend Yang-Mills MHV

amplitudes off-shell, which were then treated as vertices in the action, see also [36, 37].
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Clearly, the Hamiltonian is local if there exist at least one of its forms where it is polynomial

in transverse momenta. Due to the possibility to use momentum conservation locality may

not be manifest. For example, the antiholomorphic part of the Yang-Mills cubic vertex can

be written as

h3 =
[12]3

[23][31]
=

√
2

P̄
3
12β3

P̄23P̄31β1β2
. (5.8)

This vertex is superficially non-local as it contains powers of transverse momenta in the

denominator. However, it is easy to see that momentum conservation implies

P̄12 = P̄23 = P̄31, (5.9)

hence, non-locality of (5.8) is spurious. This example illustrates that to make locality

manifest it may be required to break the spinor-helicity representation. At the cubic level

this subtlety does not result in any difficulties, because modulo momentum conservation

there is only one possible Lorentz-invariant variable that depends on the antiholomorphic

momentum (5.9) and, similarly, only one that depends on the holomorphic one. It would

be interesting to clarify how this phenomenon extends to higher-point amplitudes.

Locality of the Hamiltonian is naturally translated into the language of amplitudes

using the framework of on-shell methods [38, 39]. Namely, it is required that amplitudes

have no other singularities than those produced by exchanges. In many cases one can

also justify that amplitudes vanish in certain directions at complex infinity. This allows to

reconstruct them unambiguously from their singularities. In this respect we would like to

clarify that the light-cone deformation procedure alone does not impose any constraints on

the behaviour of amplitudes at infinity.9 Let us also note that the solution (4.19), (4.20) is

not limited to polynomials in transverse momenta, so it is applicable to amplitudes, which

are typically non-local due to contributions from exchanges.

It is worth to remark separately that in higher-spin theories imposing locality as de-

scribed above, most likely, would rule out any interactions at all. It is then suggestive to

replace locality in a strict sense by a milder requirement that coefficients of higher deriva-

tive terms decrease fast enough, so that the amplitudes associated with contact interactions

do not contain singularities. This weaker version of locality was discussed at length in [43].

Let us also note that it is this weaker version of locality, that is effectively implemented by

the on-shell methods, as they just require contact interactions to be free of singularities.

Finally, we remark that contrary to the way one usually defines locality for the light-

cone deformation procedure, the on-shell methods require locality of interactions only on-

shell. It would be interesting to clarify whether this difference can play any role.

6 Conclusion

This paper contains two main results. First, we show that the light-cone consistency

conditions can be equivalently rephrased as a set of Ward identities for the light-cone off-

shell amplitudes. Then we give a general solution to these Ward identities. This solution

9See [40–42] for extensions of the on-shell methods, which do not require constraints on amplitudes at

infinite momenta.
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acquires an extremely simple form when written using the spinor-helicity language. More

precisely, the general solution is just any function of spinor products that satisfies a well-

known constraint relating homogeneity degrees of spinors with helicities of external fields.

These results are summarised in Proposition 1 and Proposition 2.

Our primary goal is to employ the light-cone analysis to construct interactions of mass-

less higher-spin fields. In this respect, our results provide a general solution to this problem

in the case when locality of interactions is not required. Of course, this way of solving the

consistent interaction problem is to large extent trivial, see, e.g., [44]. Nevertheless, this

gives a good starting point to address the problem of local interactions.

To construct local interactions, it is suggestive to proceed in the spirit of the on-shell

methods [38, 39], that is by reconstructing amplitudes from singularities associated with

exchanges. In other words, it seems more reasonable to seek not the individual vertices, but

the total amplitude. Indeed, the total amplitude satisfies the Ward identities, which have

been solved in the present paper in complete generality. At the same time, constraints on

individual contact interactions are much more complicated and from particular examples

we know that individual vertices can be quite cumbersome [19]. More generally, amplitudes,

being physically observable quantities, are much more constrained than individual vertices

which are, moreover, prone to ambiguities of a gauge choice, field redefinitions, different

sets of auxiliary fields etc. One should not expect a simple form of individual vertices

unless these ambiguities are fixed wisely. On the contrary, as a result of strong constraints

put on them, amplitudes admit a concise spinor-helicity representation.

Having written the light-cone consistency condition in the spinor-helicity form, we

are able to clarify that the light-cone analysis does not impose any constraints on

the behaviour of the amplitude at infinity. Hence, the no-go conclusions based on

BCFW [22, 24, 41, 42, 45, 46], in principle, can be circumvented, see also [29]. More-

over, the explicit analysis of the quartic self-interaction sector [19] shows that the relevant

consistent interaction does exist.

It is worth to emphasise that the light-cone approach leads to a natural off-shell con-

tinuation of the spinor-helicity representation, which is usually defined on-shell. Once

continued off-shell the light-cone amplitudes unambiguously define the action of the the-

ory. It would be interesting to see whether the light-cone off-shell continuation can be used

to promote on-shell results, such as colour-kinematics duality [47, 48], to the off-shell level.

Other interesting directions include extensions of the spinor-helicity approach to massive

particles,10 as well as to AdS.
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A Notations

Here we collected various notations used throughout the paper.

Light-cone coordinates. We work with the 4d Minkowski space endowed with the

mostly plus metric

ds2 = −(dx0)2 + (dx1)2 + (dx2)2 + (dx3)2. (A.1)

In the light-cone coordinates

x+ =
1√
2
(x3 + x0), x− =

1√
2
(x3 − x0),

x =
1√
2
(x1 − ix2), x̄ =

1√
2
(x1 + ix2), (A.2)

it becomes

ds2 = 2dx+dx− + 2dxdx̄. (A.3)

Accordingly, we denote

∂− =
1√
2
(∂3 − ∂0), ∂+ =

1√
2
(∂3 + ∂0),

∂̄ =
1√
2
(∂1 − i∂2), ∂ =

1√
2
(∂1 + i∂2), (A.4)

which implies

∂+x− = ∂−x+ = ∂̄x = ∂x̄ = 1. (A.5)

In the light-cone approach x+ is taken to be the time variable and ∂− is the time derivative.

Moreover, one assumes that ∂+ is non-zero and can always be inverted.

Spinor-helicity. For spinor-helicity conventions we follow [32]. We choose the Pauli

matrices as

σ0 =

(

1 0

0 1

)

, σ1 =

(

0 1

1 0

)

, σ2 =

(

0 −i

i 0

)

, σ3 =

(

1 0

0 −1

)

. (A.6)

Then

q
aḃ

≡ qµ(σ
µ)

aḃ
=

√
2

(

q− q̄

q −q+

)

≈
√
2

(

− qq̄
β

q̄

q −β

)

= −|q]a〈q|ḃ, (A.7)

where

|q]a =
2

1

4

√
β

(

q̄

−β

)

, 〈q|
ḃ
=

2
1

4

√
β

(

q −β
)

. (A.8)

In these terms

[pq] = [p|a|q]a = εab|q]a|p]b, 〈pq〉 = 〈p|ȧ|q〉ȧ = εȧḃ〈p|ȧ〈q|ḃ, (A.9)

where

εab = εȧḃ =

(

0 1

−1 0

)

= −εab = −ε
ȧḃ
. (A.10)
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Rewriting spinor contractions as matrix products we find

[ij] =
2

1

4

√
βj

(

q̄j −βj

)
(

0 1

−1 0

)

2
1

4

√
βi

(

q̄i
−βi

)

=

√
2

√
βiβj

P̄ij , (A.11)

〈ij〉 =
2

1

4

√
βi

(

qi −βi

)
(

0 1

−1 0

)

2
1

4

√
βj

(

qj
−βj

)

= −
√
2

√
βiβj

Pij . (A.12)
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