## The tadpole problem

losif Bena, ${ }^{a}$ Johan Blåbäck, ${ }^{b}$ Mariana Graña ${ }^{a}$ and Severin Lüst ${ }^{c, d}$<br>${ }^{a}$ Institut de Physique Théorique, Université Paris Saclay, CEA, CNRS, Orme des Merisiers, 91191 Gif-sur-Yvette Cedex, France<br>${ }^{b}$ Dipartimento di Fisica, Università di Roma "Tor Vergata" \& INFN - Sezione di Roma2, Via della Ricerca Scientifica 1, 00133 Roma, Italy<br>${ }^{c}$ Jefferson Physical Laboratory, Harvard University, 17 Oxford St., Cambridge, MA 02138, U.S.A.<br>${ }^{d}$ Centre de Physique Théorique, CNRS, Ecole Polytechnique, IP Paris, 91128 Palaiseau Cedex, France<br>E-mail: iosif.bena@ipht.fr, johan_bluecreek@riseup.net, mariana.grana@cea.fr, sluest@g.harvard.edu

Abstract: We examine the mechanism of moduli stabilization by fluxes in the limit of a large number of moduli. We conjecture that one cannot stabilize all complex-structure moduli in F-theory at a generic point in moduli space (away from singularities) by fluxes that satisfy the bound imposed by the tadpole cancellation condition. More precisely, while the tadpole bound in the limit of a large number of complex-structure moduli goes like $1 / 4$ of the number of moduli, we conjecture that the amount of charge induced by fluxes stabilizing all moduli grows faster than this, and is therefore larger than the allowed amount. Our conjecture is supported by two examples: $K 3 \times K 3$ compactifications, where by using evolutionary algorithms we find that moduli stabilization needs fluxes whose induced charge is $44 \%$ of the number of moduli, and Type IIB compactifications on $\mathbb{C P}^{3}$, where the induced charge of the fluxes needed to stabilize the D7-brane moduli is also $44 \%$ of the number of these moduli. Proving our conjecture would rule out de Sitter vacua obtained via antibrane uplift in long warped throats with a hierarchically small supersymmetry breaking scale, which require a large tadpole.
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## 1 Introduction

Despite the existence of a large number of ways to compactify String Theory to four dimensions, the requirement that the resulting four-dimensional universe have no massless scalars severely constrains the possibilities. These massless scalars come from the complexstructure and the Kähler moduli of the compactification manifold, as well as from Dbrane moduli, and to fix them perturbatively one has to turn on nontrivial fluxes on the compactification manifold. However, the effect of these fluxes is not innocuous. They contribute non-trivially to various brane tadpoles, which have to remain zero in a compact manifold. Hence, these tadpole contributions have to be canceled by some other ingredients.

It is fair to say that as a result of all these constraints, constructing explicitly any type of flux compactification with stabilized moduli is a rather artisanal process. The purpose
of the paper is to understand how the contribution of the fluxes to the global tadpole scales with the number of moduli that need to be stabilized, and to argue that a large number of moduli can never be stabilized within tadpole constraints.

The easiest language in which one can make these arguments is that of F-theory, where the only negative contribution to the D3 tadpole comes from the Euler characteristic, $\chi_{C Y 4}$, of the compactification four-fold. This Euler characteristic is related in turn to the number of moduli that has to be stabilized using fluxes. One can obtain a large $\chi_{C Y 4}$ because of a large $h^{3,1}$, or a large $h^{1,1}$, or both. However, the latter correspond to Kähler moduli, which can only be stabilized by non-perturbative effects. Stabilizing a large number of Kähler moduli is not yet systematically understood and potentially difficult. Therefore, here we focus on moduli stabilization by fluxes and consider only a small number of Kähler moduli, $h^{3,1} \gg h^{1,1}$. In this regime the only large-Euler-number compactifications that can be in principle stabilized will have a large number of complex-structure moduli, and a negative contribution to the tadpole given by

$$
\begin{equation*}
-Q_{\mathrm{D} 3}^{\mathrm{neg}}=\frac{\chi_{C Y 4}}{24} \sim \frac{h^{3,1}}{4} \quad \text { at large } h^{3,1} . \tag{1.1}
\end{equation*}
$$

The $h^{3,1}$ complex-structure moduli are stabilized by four-form fluxes [1], which give a positive contribution to the tadpole.

There is a clear link between the F-theory language and the standard language of Type IIB compactifications, and we will translate our arguments in that language as well.

We make three conjectures about the growth of the flux contribution to the D3 tadpole with the number of moduli that have to be stabilized by fluxes.

### 1.1 Three conjectures

## 1. The tadpole conjecture.

The fluxes which stabilize a large number, $h^{3,1}$, of complex-structure moduli of a Calabi-Yau four-fold in a smooth F-theory compactification will have a positive contribution to the D3 brane tadpole that grows at least linearly with $h^{3,1}$ :

$$
\begin{equation*}
Q_{\mathrm{D} 3}^{\text {stabilization }}>\alpha \times h^{3,1} \quad \text { at large } h^{3,1} \tag{1.2}
\end{equation*}
$$

where $\alpha$ is a constant.
We will call $\alpha$ the flux-tadpole constant. We will present analytic arguments as well as evidence based on differential evolution algorithms for this Tadpole Conjecture, and point out some ways in which one could try to prove it. Note that this conjecture implies that one cannot stabilize a growing number of moduli with a finite number of fluxes, whose tadpole would stay $O(1)$.

Based on our existing evidence, it also appears that the flux-tadpole proportionality constant, $\alpha$ is bounded below. This leads us to

## 2. The refined tadpole conjecture.

The flux-tadpole constant, $\alpha$, is bounded below:

$$
\begin{equation*}
\alpha>\frac{1}{3} . \tag{1.3}
\end{equation*}
$$

This lower bound is the largest fraction of the form $1 / n$ that fits all the examples presented below in table 1. In section 4 we will work out moduli stabilization in $K 3 \times K 3$, and in section 5 we present further supporting evidence by using a compactification studied in [2]. The very recent example of [3] on the sextic CY four-fold gives additional support. We hope to present further evidence for Conjecture 2 in upcoming work.

When translating our conjectures in the language of Type IIB compactifications, the Ftheory complex-structure moduli become a combination of D7 brane moduli and Type IIB complex-structure moduli. Stabilizing these moduli also comes with a price. The complexstructure moduli are stabilized by three-form fluxes [4-6], and these fluxes contribute nontrivially to the D3 tadpole. The D7 moduli are stabilized by introducing worldvolume two-form fluxes, and these fluxes also give rise to finite contributions to the D3 tadpole.

From a Type-IIB perspective the D3 tadpole budget needed for stabilizing the D7 moduli and the D3 tadpole budget needed for stabilizing Type-IIB complex-structure moduli appear to come from very different physics, which leads us to formulate two conjectures:

## 3a. The type IIB tadpole conjecture A.

The fluxes which stabilize the $h^{2,1}$ complex-structure moduli of a smooth Calabi-Yau threefold in a Type IIB compactification will give a positive contribution to the D3 brane tadpole that for large $h^{2,1}$ grows at least linearly with the number of stabilized moduli:

$$
\begin{equation*}
Q_{\mathrm{D} 3}^{(2,1) \text { stabilization }}>\alpha \times h^{2,1} \tag{1.4}
\end{equation*}
$$

## 3b. The type IIB tadpole conjecture B.

The worldvolume fluxes which stabilize the $n_{7}$ moduli of a collection of D7 branes wrapping a four-cycle have a positive contribution to the D3 tadpole that for large $n_{7}$ grows at least linearly with the number of D7 moduli

$$
\begin{equation*}
Q_{\mathrm{D} 3}^{\mathrm{D} 7 \text { stabilization }}>\alpha \times n_{7} \tag{1.5}
\end{equation*}
$$

These two conjectures are not independent. In fact, Conjecture 3a together with Conjecture 1 implies Conjecture 3b, and viceversa. Hence, they can be thought of as two equivalent facets of the same conjecture.

Conjecture 3a is based on the similarity between the Type IIB and the F-theory equations governing the stabilization of moduli and the contribution of the fluxes to the D3 brane tadpole, and also of the similarity between flux compactifications and bubbling solutions that will be described below.

It is important to note the essence of these conjectures: the fact that the D3 tadpole sourced by the fluxes needed to stabilize the moduli grows linearly with the number of
moduli is not directly linked with the ultimate size of the cycles that end up stabilized. This growth is rather a feature of the topological structure of the compactification manifold and of the fact that the D3 charge dissolved in fluxes cannot be negative in any region of the compactification manifold. In particular, if a certain flux configuration stabilizes all the moduli, increasing the value of all the fluxes by a factor $k$ increases the overall D3 tadpole by a factor of $k^{2}$; however, the dependence of this tadpole on the number of moduli to be stabilized still remains linear. ${ }^{1}$

### 1.2 Three consequences

There are three important consequences of the physics behind our conjectures:

- The first is ruling out all stable F-theory compactifications on smooth manifolds with a large number of moduli. This is because the D3 charge induced by the fluxes needed to stabilize the moduli (1.2) is larger than the tadpole bound (1.1). There exist Calabi-Yau four-folds with a very large number of cycles and a very large Euler characteristic. The number of possible F-theory flux compactifications corresponds to the various ways of putting fluxes on the cycles of such four-folds, and has been estimated to be of order $10^{272000}$ [7]. Our conjectures indicate that none of these vacua has stabilized moduli.
- The second is ruling out AdS compactifications with scale separation that combine fluxes and non-perturbative ingredients à la KKLT [8]. These scale-separated AdS vacua can only be built when the vacuum expectation value of the flux superpotential is very small, comparable to the non-perturbative contribution. According to the statistical arguments in [9], such small values of the superpotential can only be achieved at large values of $Q_{\mathrm{D} 3}$, and hence require a large number of moduli [9]. ${ }^{2}$ Our conjectures imply that these compactifications have leftover unfixed complexstructure or brane moduli even prior to considering non-perturbative contributions that stabilize Kähler moduli. This result is consistent with the swampland-based $A d S$ Distance Conjecture against the existence of vacua with scale separation between the AdS scale and the scale of the compactification manifold [13] and also with the recent bootstrap-based arguments against such compactifications [14].
- The third is ruling out de Sitter vacua obtained by a small uplift of an AdS vacuum [8]. This uplift is realized by adding antibranes at the bottom of a long warped Klebanov-Strassler-like throat [15], and in [16] we have found that even a single antibrane destabilizes this throat unless one of the fluxes exceeds a certain lower bound. As we will discuss in detail in section 6 , when combining this with requiring also a large

[^0]hierarchy between the bottom of the throat and the rest of the compactification manifold (necessary to avoid the destabilization of the other moduli) one finds that the contribution of the fluxes in the Klebanov-Strassler throat to the D3 brane tadpole should be at least of order 100. Our conjectures rule out the possibility of canceling such a large tadpole while stabilizing all the other moduli of the compactification, and hence it rules out de Sitter vacua obtained via uplifting using antibranes in long warped throats.

### 1.3 Three supporting arguments

- The first two conjectures indicate that there do not exist any smooth F-theory compactification ${ }^{3}$ with a large Euler characteristic and stabilized moduli. It is interesting to understand above what values of the Euler characteristic these conjectures start applying. There are certainly F-theory compactifications with a very small number of complex-structure moduli where all the moduli can be stabilized [17, 18]. However, as we will see in detail in section 4 , even in a smooth $K 3 \times K 3$ F-theory compactification, the minimal amount of fluxes needed to stabilize the moduli already gives a positive induced charge that is larger than what can be absorbed from the Euler characteristic of this space. In particular, this contribution is almost as large as the number of stabilized moduli divided by two.

Indeed, if one considers random configurations of fluxes that stabilize all the complexstructure moduli, most of these configurations have a tadpole that is of order $h^{3,1} \times$ $h^{3,1}$. This makes sense, since the intersection matrix is an $h^{3,1}$ by $h^{3,1}$ matrix with numbers of order one in every entry, and the fluxes are also numbers of order one.
However, using an intelligent computer search based on evolutionary algorithms, ${ }^{4}$ one can try to build configurations with smaller tadpole. Our search has actually produced some flux configurations whose induced D3 charge is close to the tadpole bound (though always larger!), and they all satisfy conjectures 1 and 2 . These configurations are very rare, and take longer and longer to find as one decreases the tadpole. However, we could never lower the tadpole of the fluxes that stabilized all moduli below 25 , which corresponds to a flux-tadpole constant, $\alpha$, of order $44 \%$, largely above the bound of Conjecture 2 . We will provide several other examples with less moduli which confirm this linear growth in an upcoming paper [31].
Our example illustrates that even for spaces with a relatively small Euler characteristic one cannot stabilize all the moduli that can be stabilized by fluxes, while maintaining a small induced D3-charge.

- One can also bring evidence in favor of Conjecture 3b by investigating a particular example of D7 moduli fixing in a Type IIB compactification on a six-dimensional

[^1]manifold $X$ [2]. The Euler characteristic of a smooth four-cycle wrapped by the D7 branes is given by the adjunction formula (2.11), and one can see that the only way to obtain a very large negative D3 tadpole contribution from the D7 branes is to wrap them on a curve with a very large self-intersection number. However, this curve always comes with a large number of D7 moduli, which in the large Euler number limit grows linearly with the Euler number. In section 5 we will discuss in detail the example worked out in [2] and find that $\alpha=1 / 2$, again largely above the bound of Conjecture 2.

- There is another physically interesting system where the contribution to the tadpole of the fluxes needed to stabilize the size of various topologically-nontrivial cycles has important physical consequences: the construction of bubbling horizonless microstate geometries that have the same mass, charge and angular momenta as a black hole. To build these solutions one adds fluxes on the topologically-nontrivial 2-cycles of a multi-center Gibbons-Hawking space [32, 33], and these fluxes prevent the cycles from collapsing. If one wants to construct a horizonless geometry corresponding to a black hole of charge $Q$, the total contribution to the tadpole of the fluxes in the geometry has to be equal to $Q$, and the multiple possible ways of putting fluxes on various cycles correspond to different microstates of the corresponding black hole.

If one proceeds naïvely and one does not impose the absence of closed timelike curves, one can easily obtain a very large number of geometries for a given total black hole charge. These geometries easily over-count the entropy of the black hole. However, if one asks for no closed timelike curves, one finds that most of these naïve geometries have to be discarded, and that very few regular geometries remain. The geometries with closed timelike curves have in general large positive tadpole contributions in some regions, and large negative contributions in others, such that the total tadpole stays finite. In contrast, the regular geometries have a local tadpole contribution that is positive throughout the solution.
One can then estimate the growth of the tadpole sourced by the fluxes with the number $n$ of stabilized cycles, to be proportional to $n^{2}$ [34]. As we will see in section 4, this is the same growth that we find for the most generic distribution ${ }^{5}$ of fluxes on $K 3 \times K 3$.

However, it is clear that one cannot stabilize a growing number of cycles using fluxes whose tadpole contribution stays of order one. If this were possible, one could construct horizonless bubbling solutions with an arbitrarily large number of cycles and the same charge, which would over-count the black hole entropy and directly disprove the AdS-CFT correspondence. This fact lends further support to our conjectures.

Besides the two examples we discuss in detail in this paper, there are several other examples in the literature where a relatively large number of moduli have been

[^2]| Description | $n_{\text {mod. }}$ | $Q_{\text {D3 }}^{\text {fux }}$ | $\alpha=\frac{Q_{\mathrm{D} 3}^{\mathrm{Hux}}}{n_{\mathrm{mod}} .}$ | Ref. |
| :---: | :---: | :---: | :---: | :---: |
| Stabilization of D7-brane moduli in the IIB limit of F-theory with a $\mathbb{C P}^{3}$ base (see section 5) | $n_{7}=3728$ | 1638 | 0.44 | [2] |
| A Type-IIB compactification at a highly symmetric point in moduli space (see also [36]) | $\begin{aligned} & h^{2,1}=128 \\ & h^{2,1}=272 \end{aligned}$ | $\begin{gathered} \hline 48 \\ 124 \end{gathered}$ | $\begin{aligned} & \hline 0.38 \\ & 0.46 \end{aligned}$ | $\begin{aligned} & {[35]} \\ & {[10]} \end{aligned}$ |
| F-theory on the sextic Calabi-Yau four-fold with fluxes on algebraic cycles | $h^{3,1}=426$ | 775/4 | 0.45 | [3] |
| M-theory on smooth $K 3 \times K 3$ using an evolutionary algorithm (section 4) | 57 | 25 | 0.44 |  |

Table 1. Examples for flux compactifications at a large number of moduli. We give the number of moduli which are stabilized by fluxes, $n_{\text {mod }}$, the charge induced by the fluxes which stabilize these moduli, $Q_{\mathrm{D} 3}^{\text {flux }}$, and the corresponding value of $\alpha$ in the tadpole conjectures.
stabilized with fluxes and the tadpole contribution of these fluxes has been computed $[2,3,10,35,36]$. All these examples are consistent with the refined tadpole conjecture, as one can see from table 1.

In section 2 we discuss the basic features of F-theory and Type IIB flux compactifications, concentrating in section 3 on the mechanism of moduli stabilization. In section 4 we discuss the example of $K 3 \times K 3$ and show the results of the evolutionary algorithms. We only give a qualitative account of the algorithms, relegating the technical details to a subsequent paper [31]. In section 5 we discuss the Type IIB example worked out in [2]. In section 6 we show that the bound on $M$ gives a gives a lower bound of 500 on the tadpole of a KS throat with antibranes, and we argue that one cannot cancel such a large tadpole in a compactification with stabilized moduli. We present some conclusions and future directions in section 7.

## 2 Flux compactifications

Fluxes in warped compactifications have to satisfy tadpole cancellation conditions arising from Bianchi identities. These identities lead to local equations, which enforce a profile for the warp factor in terms of the fluxes and local sources. Here we are interested in the global tadpole conditions that arise from integrating these local equations over the whole internal manifold. In these global equations the warp factor disappears, and one obtains conditions enforcing the cancellation of the total charge sourced by branes and orientifolds and induced by the fluxes and the curvature.

In Type IIB compactifications with 3-form fluxes, the cancellation condition of the D3-brane tadpole is

$$
\begin{equation*}
\frac{1}{2} \int_{X} F_{3} \wedge H_{3}-\frac{1}{2} \int_{S}[\operatorname{Tr}(\mathrm{~F} \wedge \mathrm{~F})-\operatorname{TrF} \wedge \operatorname{TrF}]+\mathrm{Q}_{3}^{\mathrm{loc}}=0 \tag{2.1}
\end{equation*}
$$

where $X$ is the double cover of the six-dimensional manifold and $S$ denotes the four-cycle wrapped by D7-branes with worldvolume flux $F$. In these compactifications the fluxes that solve the equations of motion are self-dual ${ }^{6}$ and their contribution to the tadpole is always positive. This positive charge has to be canceled by localized negative-charge objects, of which there are three kinds:

- O3 planes
- D7 branes wrapping 4-cycles of Euler number $\chi\left(D 7_{i}\right)$
- O7 planes wrapping 4-cycles of Euler number $\chi\left(O 7_{i}\right)$

The D3-charge of the D3 brane sources and of these localized negative-charge sources is ${ }^{7}$

$$
\begin{equation*}
Q_{3}^{\mathrm{loc}}=-\frac{1}{4} N_{O 3}-\frac{1}{24}[\chi(D 7)+2 \chi(O 7)]+N_{D 3} . \tag{2.2}
\end{equation*}
$$

Here we are interested in compactifications with large negative contributions to the tadpole, which are the ones susceptible to give scale-separated AdS and de Sitter vacua. Since one cannot obtain a large negative charge from O3-planes, the compactification should have D7-branes as well, and as such it is more convenient to use the language of F-theory, where D7-branes and O7-plane sources are nicely encoded in the geometry of a CalabiYau four-fold, and their negative contribution to the D3-brane tadpole is captured by the Euler characteristic of the whole manifold. The NSNS and RR 3-form field fluxes, as well as the D 7 fluxes are combined into a 4 -form field-strength $G_{4}$, and the D 3 -brane tadpole cancellation condition is simply ${ }^{8}$

$$
\begin{equation*}
\frac{1}{2} \int_{C Y_{4}} G_{4} \wedge G_{4}+N_{D 3}-\frac{\chi\left(C Y_{4}\right)}{24}=0 . \tag{2.3}
\end{equation*}
$$

In the description of F-theory via M-theory, this is expression is the tadpole cancellation condition for M2-brane charge. The Euler number of the 4 -fold is related to its Hodge numbers by

$$
\begin{equation*}
\chi\left(C Y_{4}\right)=6\left(8+h^{1,1}+h^{3,1}-h^{2,1}\right), \tag{2.4}
\end{equation*}
$$

where we have used the fact that

$$
\begin{equation*}
h^{2,2}=2\left(22+2 h^{1,1}+2 h^{3,1}-h^{2,1}\right) . \tag{2.5}
\end{equation*}
$$

The Hodge numbers of the four-fold are in turn related to the dimension of the moduli space of F-theory compactifications. There are $h^{1,1}$ Kähler moduli, and $h^{3,1}$ complex-structure moduli. We list all the moduli in appendix A, where we also give their Type IIB origin.

[^3]If one wants to construct Calabi-Yau 4-fold compactifications with stabilized moduli and a large Euler number, ${ }^{9}$ we assume that most of the right-hand side of equation (2.4) has to come from $h^{3,1}$. This is because increasing $h^{2,1}$ decreases the Euler number, and the $h^{1,1}$ are Kähler moduli that are much harder to stabilize (there is no known perturbative mechanism for this). Hence, in the large-Euler-number regime, (2.4) implies

$$
\begin{equation*}
\frac{\chi\left(C Y_{4}\right)}{24} \sim \frac{h^{3,1}}{4} \tag{2.6}
\end{equation*}
$$

In the Type IIB limit the total negative charge, (2.2), cannot be expressed only in terms of the topological data of the 3 -fold. Nevertheless, one can use the Lefshetz fixedpoint theorem to constrain at least the contribution of the orientifold action to the D3 tadpole (2.2), ${ }^{10}$

$$
\begin{equation*}
N_{O 3}+\chi(O 7)=2\left[2+\left(h_{+}^{1,1}-h_{-}^{1,1}\right)-\left(h_{+}^{2,1}-h_{-}^{2,1}\right)\right]<4+2\left(h^{1,1}+h^{2,1}\right)<1008 . \tag{2.7}
\end{equation*}
$$

where the last inequality is based on the Calabi-Yau 3 -folds in the Kreuzer-Skarke list [38]. Hence the absolute value of the maximal negative contribution to the D3 tadpole that can come from O7 planes is

$$
\begin{equation*}
\left|Q_{\chi}^{-}{ }_{\mathrm{O7}}\right|=\frac{\chi(O 7)}{12}<84 . \tag{2.8}
\end{equation*}
$$

In the particular situation when all D7-branes are on top of the orientifold planes, we have

$$
\begin{equation*}
\left|Q_{\chi(\mathrm{DT} \text { on top of O7) }}^{\mathrm{loc}}\right|=\frac{1}{4} N_{O 3}+\frac{1}{24}[4 \chi(O 7)+2 \chi(O 7)]=\frac{1}{4}\left(N_{O 3}+\chi(O 7)\right)<252 . \tag{2.9}
\end{equation*}
$$

Note that the bound on this grows, for large $h^{2,1}$, as $h^{2,1} / 2$ (cf. (2.7)), and thus our tadpole conjecture 3a does not rule out the stabilization of a large number of $h^{2,1}$ moduli, provided there is a much larger number of un-stabilized D7 moduli. This is indeed the situation encountered in $[10,35,36]$, whose examples we use as supporting evidence in table 1.

For more generic D7 brane shapes, the negative D3 tadpole contribution from D7 branes does not have such bounds. Nevertheless, in the large $\chi(D 7)$ limit we can use the fact that the number of D 7 moduli and $\chi(D 7)$ are both proportional to the triple intersection number of the four-cycle on which the D7 branes are wrapped. Calling this four-cycle $S$ we thus have

$$
\begin{equation*}
\left|Q_{\chi}^{-}{ }_{\mathrm{D} 7}\right|=\frac{\chi(S)}{24} \sim \frac{1}{24} \int_{X} S^{3} \sim \frac{n_{\mathrm{D} 7 \text { moduli }}}{4} \tag{2.10}
\end{equation*}
$$

where the relation between $\chi(S)$ and $\int S^{3}$ is the large- $\chi(S)$ limit of the adjunction formula

$$
\begin{equation*}
\chi(S)=\int_{X}\left(S^{3}+c_{2}(X) S\right) \tag{2.11}
\end{equation*}
$$

and the relation between the number of D7 moduli and the triple-intersection number is probably best known from the MSW microscopic calculation of black-hole entropy [39]. This relation is also consistent with the F-theory large-Euler-characteristic relation (2.6), and this illustrates the fact that from a Type-IIB perspective the only negative contribution to the D3 tadpole that can grow arbitrarily comes from D7 branes wrapping four-cycles with arbitrarily-large self-intersection numbers.

[^4]
## 3 Moduli stabilization and tadpole cancellation

The main reason why fluxes are a necessary ingredient in compactifications is their ability to stabilize moduli: fluxes create a potential for the moduli because the ten-dimensional supergravity action has terms of the form $F \wedge * F$, and the Hodge star depends on the moduli of the compactification manifold. For a three-fold, the Hodge star acting on even forms depends on the Kähler moduli, while for odd forms it depends on the complex-structure moduli. Since in Type IIB String Theory all fluxes are odd forms, only complex-structure moduli can be stabilized by fluxes. There are $h^{2,1}\left(C Y_{3}\right)$ such moduli, which combine to the axion-dilaton and the D7-brane moduli to give the $h^{3,1}\left(C Y_{4}\right)$ complex-structure moduli of an F-theory compactification. In the language of F-theory these moduli are stabilized by four-form fluxes.

We very briefly recall the mechanism of moduli stabilization in F-theory [1, 5]. Taking a basis for the integral cohomology four-forms $\omega_{A} \in H^{4}\left(C Y_{4}, \mathbb{Z}\right), A=1, \ldots, b^{4}$, where $b^{4}=2+2 h^{3,1}+h^{2,2}$, the flux is

$$
\begin{equation*}
G_{4}=N^{A} \omega_{A} \tag{3.1}
\end{equation*}
$$

with $N^{A} \in \mathbb{Z}$. The flux-induced tadpole is

$$
\begin{equation*}
\frac{1}{2} \int_{Z} G_{4} \wedge G_{4}=\frac{1}{2} N^{A} \eta_{A B} N^{B}, \tag{3.2}
\end{equation*}
$$

where $\eta_{A B}$ is the intersection matrix. Since this matrix has indefinite signature, the contribution to the tadpole from a generic set of fluxes can a priori have any sign. However, not any set of fluxes is allowed: the flux-induced potential (ignoring numerical pre-factors) is [40],

$$
\begin{equation*}
V=\frac{1}{\mathcal{V}^{3}} \int_{Z} G_{4} \wedge \star G_{4}-G_{4} \wedge G_{4}, \tag{3.3}
\end{equation*}
$$

where $\mathcal{V}=\frac{1}{4!} \int_{C Y_{4}} J^{4}$ denotes the volume of $C Y_{4}$. In this expression, the second term is an on-shell contribution, obtained using the Bianchi identity for $G_{4}$. This potential is positive semi-definite and has Minkowski minima at values of the moduli where $G_{4}$ is self-dual,

$$
\begin{equation*}
* G_{4}=G_{4} . \tag{3.4}
\end{equation*}
$$

To analyze the implications of this condition, we decompose the middle cohomology into a selfdual and anti-selfdual part,

$$
\begin{equation*}
H^{4}=H_{+}^{4} \oplus H_{-}^{4} . \tag{3.5}
\end{equation*}
$$

Remember that in a four-fold, a $(p, q)$-form $\alpha^{(p, q)}$ is primitive if

$$
\begin{equation*}
J^{5-p-q} \wedge \alpha^{(p, q)}=0 . \tag{3.6}
\end{equation*}
$$

Primitive four-forms satisfy

$$
\begin{equation*}
\star \alpha^{(p, 4-p)}=(-1)^{p} \alpha^{(p, 4-p)}, \tag{3.7}
\end{equation*}
$$

therefore we have

$$
\begin{align*}
& H_{+}^{4}=H^{4,0} \oplus H_{(0)}^{2,2} \oplus H_{(2)}^{2,2} \oplus H^{0,4}  \tag{3.8}\\
& H_{-}^{4}=H^{3,1} \oplus H_{(1)}^{2,2} \oplus H^{1,3}
\end{align*}
$$

where $H_{(l)}^{p, p}$ denotes the Lefshetz decomposition of $H^{p, p}$ :

$$
\begin{equation*}
H_{(l)}^{p, p}=J^{l} \wedge H_{(0)}^{p-l, p-l} \tag{3.9}
\end{equation*}
$$

and $H_{(0)}^{p-l, p-l}$ is spanned by primitive forms. With this knowledge the potential (3.3) can be rewritten as

$$
\begin{equation*}
V=-\frac{1}{\mathcal{V}^{3}} \int_{C Y_{4}} 4 G^{3,1} \wedge G^{1,3}+2 J \wedge G_{(0)}^{1,1} \wedge J \wedge G_{(0)}^{1,1} \tag{3.10}
\end{equation*}
$$

As explained in [41], this potential can be obtained using the two superpotentials ${ }^{11}$

$$
\begin{equation*}
W=\int_{C Y_{4}} \Omega \wedge G_{4}, \quad \hat{W}=\frac{1}{4} \int_{C Y_{4}} J \wedge J \wedge G_{4} \tag{3.11}
\end{equation*}
$$

and the Kähler potential

$$
\begin{equation*}
K=-\log \left[\int_{C Y_{4}} \Omega \wedge \bar{\Omega}\right]-3 \log \left[\frac{1}{4!} \int_{C Y_{4}} J^{4}\right] \tag{3.12}
\end{equation*}
$$

There is a supersymmetric Minkowski minimum iff

$$
\begin{equation*}
D_{\alpha} W=0, \quad W=0, \quad D_{A} \hat{W}=0, \quad \hat{W}=0 \tag{3.13}
\end{equation*}
$$

where $D_{\alpha} W=\partial_{\alpha}+\left(\partial_{\alpha} K\right) W$ denotes the Kähler-covariant derivative with respect to the complex-structure moduli, $z^{\alpha}\left(\alpha=1, \ldots, h^{3,1}\right)$ and $D_{A}\left(A=1, \ldots, h^{1,1}\right)$ denotes the covariant derivative with respect to the Kähler moduli. The first condition implies that $G^{3,1}=0$, the second implies that $G^{4,0}=0$, the third implies that $G_{(1)}^{2,2}=0$ and the last one implies that $G_{(2)}^{2,2}=0$. For manifolds of strict $\mathrm{SU}(4)$ holonomy (as opposed to $K 3 \times K 3$, for example) the primitivity condition of the four-form flux is automatic for fluxes that have one leg on the elliptic fiber, such as the F-theory uplift of $H_{3}$ and $F_{3}$. The last condition in (3.13) becomes thus trivial and does not help in stabilizing Kähler moduli.

Since the potential (3.10) is positive semi-definite, it is easy to see that there is a Minkowski minimum even if $G^{0,4}$ or $G_{(2)}^{2,2}$ are non-zero. Such minima are non supersymmetric. In summary, $G_{4}$ must be a primitive (2,2)-form in supersymmetric solutions, and is allowed to have a $(0,4)$ component and/or a non-primitive $G_{(2)}^{2,2}$ piece in non-supersymmetric Minkowski vacua.

The condition $G^{3,1}=0$ gives a priori $h^{3,1}$ independent equations for the complexstructure moduli which are generically fixed. However, the number of independent conditions depends on which fluxes, $N^{A}$, are turned on. Intuitively, one might say that one needs

[^5]to turn on a flux for each cycle corresponding to a modulus that needs to be stabilized. However, this intuition might be a bit naïve. Also, the question as such is not well posed since, depending on the geometry of the moduli space, a single unit of flux can give rise to several equations. However, as we have shown, the flux contribution to the tadpole is always positive, no matter how simple or complicated the $N^{A}$ are. Furthermore, if the $N^{A}$ are too generic, it is also possible that the potential has no minimum. A well posed, highly non trivial question is what is the minimum charge in the fluxes required to stabilize all moduli at a non-zero value, such that shrinking-cycle singularities are avoided. Based on the intuition from black-holes explained in the introduction, and supported by the example in the next section, we conjecture that for a large number of moduli this charge satisfies
\[

$$
\begin{equation*}
\left.\frac{1}{2} \int_{C Y_{4}} G_{4} \wedge G_{4}\right|_{\text {all moduli stabilized }} \equiv Q_{\mathrm{D} 3}^{\text {stabilization }}>\alpha h^{3,1} \tag{3.14}
\end{equation*}
$$

\]

with the flux-tadpole constant $\alpha$ larger than $1 / 3$.
On the other hand, in order to satisfy the tadpole cancellation condition (2.3) in the limit of a large number of complex-structure moduli, eq. (2.6) indicates that the flux-tadpole constant, $\alpha$, cannot be greater than $1 / 4$. Hence this conjecture rules out F-theory compactifications with stabilized moduli when the Euler number is large. We show supporting evidence for this conjecture in the next sections.

In F-theory the four-fold $C Y_{4}$ is an elliptic fibration $T^{2} \hookrightarrow C Y_{4} \rightarrow X$ over a complex three-dimensional base manifold $B$. This four-fold describes a Type IIB compactification on $X$ with varying axio-dilaton $\tau$, given by the complex-structure modulus of the fiber. The singularities of the fibration correspond to 7 -branes, inducing monodromies of $\tau$. In the orientifold or weak-coupling limit $[42,43]$ one recovers a standard Type IIB orientifold compactification on a Calabi-Yau three-fold $X$, which is the double cover of $X$, with D7branes wrapping a 4 -cycle $S$ of $X$. In appendix A we summarize how the moduli of the F-theory four-fold, $Z$, map into those of the Type IIB compactification. Here, we are mainly interested in the stabilization of complex-structure moduli. In particular, the $h^{3,1}\left(C Y_{4}\right)$ complex-structure moduli of $Z$ correspond not only to the IIB axio-dilaton, $\tau$, and to the $h_{-}^{2,1}(X)$ complex-structure moduli of $X$, but also to the $h_{-}^{2,0}(S)$ complex deformation parameters of the D 7 branes:

$$
\begin{equation*}
h^{3,1}\left(C Y_{4}\right)=h_{-}^{2,1}(X)+h_{-}^{2,0}(S)+1 . \tag{3.15}
\end{equation*}
$$

The F-theory conjecture, (3.14), thus leads to two conjectures: in the large $h_{-}^{2,1}(X)$ limit:

$$
\begin{equation*}
\left.\frac{1}{2} \int_{X} F_{3} \wedge H_{3}\right|_{\text {all }(2,1) \text { modulistabilized }} \equiv Q_{\mathrm{D} 3}^{(2,1) \text { stabilization }}>\alpha h_{-}^{2,1} \tag{3.16}
\end{equation*}
$$

and in the large $h_{-}^{2,0}(S)$ limit:

$$
\begin{equation*}
-\left.\frac{1}{2} \int_{S}[\operatorname{Tr}(\mathrm{~F} \wedge \mathrm{~F})-\operatorname{TrF} \wedge \operatorname{TrF}]\right|_{\text {all D7 modulistabilized }} \equiv \mathrm{Q}_{\mathrm{D} 3}^{\mathrm{D} \text { stabilization }}>\alpha \mathrm{h}_{-}^{2,0}(\mathrm{~S}) \tag{3.17}
\end{equation*}
$$

In practice, however, if $h^{3,1}\left(C Y_{4}\right)$ is large, this will typically result in a large number of D7 moduli since the number of complex-structure moduli is bounded for the known Calabi-Yau
three-folds. Thus, the Type IIB limit of (3.14) corresponds to (3.17). We will discuss this further in section 5 , where we review the compactification analyzed in [2], in which the D7 moduli cannot be stabilized within the tadpole limit.

## 4 Moduli stabilization in $K 3 \times K 3$

The first supporting evidence for our conjecture comes from F-theory compactifications on $C Y_{4}=K 3 \times K 3$ [1, 44-46]. This is a particularly nice example with a relatively large number of moduli and where one has all the relevant topological data. Here we analyze this compactification using the approach of [45, 46].

### 4.1 The goals

Let us start by recalling a few relevant facts about $K 3$. There is a natural inner product of signature $(3,19)$ on $H^{2}(K 3, \mathbb{Z})$,

$$
\begin{equation*}
(\alpha, \beta)=\int_{K 3} \alpha \wedge \beta \tag{4.1}
\end{equation*}
$$

We can introduce a basis $\alpha_{i} \in H^{2}(K 3, \mathbb{Z}), i=1, \ldots, 22$ such that the corresponding intersection matrix

$$
\begin{equation*}
d_{i j}=\int_{K 3} \alpha_{i} \wedge \alpha_{j} \tag{4.2}
\end{equation*}
$$

is given by

$$
d_{i j}=U \oplus U \oplus U \oplus\left(-E_{8}\right) \oplus\left(-E_{8}\right) \quad \text { with } \quad U=\left(\begin{array}{ll}
0 & 1  \tag{4.3}\\
1 & 0
\end{array}\right)
$$

and $-E_{8}$ is minus the Cartan matrix of $E_{8}$.
The moduli space of $K 3$ is the coset $\frac{O(3,19)}{O(3) \times O(19)}$, which has dimension $3 \times 19=57$. A point in this moduli space corresponds to a choice of three 2-forms

$$
\begin{equation*}
\omega_{\hat{\imath}} \in H^{2}(K 3, \mathbb{R}), \quad \hat{\imath}=1,2,3 \tag{4.4}
\end{equation*}
$$

of positive norm, $\left(\omega_{\hat{\imath}}, \omega_{\hat{\jmath}}\right)=\delta_{\hat{\imath} \hat{\jmath}}$, which define a HyperKähler structure on $K 3$. One can furthermore choose a real Kähler form $j=\sqrt{2 \operatorname{vol}(K 3)} \omega_{3}$ and a holomorphic $(2,0)$-form $\Omega=\omega_{1}+i \omega_{2}$. The choice of $\omega_{\hat{\imath}}$ corresponds to the decomposition of $H^{2}(K 3)$ into selfdual and anti-selfdual forms,

$$
\begin{equation*}
H^{2}(K 3)=H_{+}^{2}(K 3) \oplus H_{-}^{2}(K 3) \tag{4.5}
\end{equation*}
$$

where $H_{+}^{2}(K 3)$ is spanned by $\omega_{\hat{\imath}}$ and $H_{-}^{2}(K 3)$ is its orthogonal complement. We furthermore have

$$
\begin{equation*}
H_{+}^{2}=H^{(2,0)} \oplus H_{(1)}^{(1,1)} \oplus H^{(0,2)}, \quad H_{-}^{2}=H_{(0)}^{(1,1)} \tag{4.6}
\end{equation*}
$$

where the split of $H^{(1,1)}$ corresponds to a Lefshetz decomposition (3.9).
We now consider the four-fold $C Y_{4}=K 3 \times \widetilde{K 3}$. The middle form cohomology splits as

$$
\begin{equation*}
H^{4}\left(C Y_{4}\right)=\left[H^{0}(K 3) \otimes H^{4}(\widetilde{K 3})\right] \oplus\left[H^{2}(K 3) \otimes H^{2}(\widetilde{K 3})\right] \oplus\left[H^{4}(K 3) \otimes H^{0}(\widetilde{K 3})\right] \tag{4.7}
\end{equation*}
$$

where the first and the last factors have dimension one. Fluxes on these 4 -cycles wrap either one or the other $K 3$ and can in principle stabilize their relative volume. Since these are not allowed in F-theory, we restrict ourselves to

$$
\begin{equation*}
G_{4} \in H^{2}(K 3, \mathbb{Z}) \otimes H^{2}(\widetilde{K 3}, \mathbb{Z}), \tag{4.8}
\end{equation*}
$$

which are fluxes with two legs on each of the two $K 3$.
This choice can stabilize all the geometric moduli of each $K 3$ except for their volumes. There are $2 \times(58-1)$ real geometric moduli, or 57 complex moduli. ${ }^{12}$ The self-duality condition (3.4) then implies

$$
\begin{equation*}
G_{4} \in H_{+}^{2}(K 3) \otimes H_{+}^{2}(\widetilde{K 3}) \oplus H_{-}^{2}(K 3) \otimes H_{-}^{2}(\widetilde{K 3}) . \tag{4.9}
\end{equation*}
$$

To understand how the four-form flux (4.8) stabilizes the moduli of $K 3 \times \widetilde{K 3}$, ref. [45] introduces the homomorphisms $g: H^{2}(\widetilde{K 3}) \rightarrow H^{2}(K 3)$ and its adjoint (with respect to the inner product (4.1)) $\tilde{g}: H^{2}(K 3) \rightarrow H^{2}(\widetilde{K 3})$, defined by

$$
\begin{equation*}
g(\tilde{v})=\int_{\widetilde{K 3}} G_{4} \wedge \tilde{v}, \quad \tilde{g}(v)=\int_{K 3} G_{4} \wedge v . \tag{4.10}
\end{equation*}
$$

If one expands $G_{4}$ with respect to the integer bases of $H^{2}(K 3)$ and $H^{2}(\widetilde{K 3})$,

$$
\begin{equation*}
G_{4}=N^{i \tilde{\jmath}} \alpha_{i} \wedge \tilde{\alpha}_{\tilde{\jmath}}, \tag{4.11}
\end{equation*}
$$

the corresponding matrix representations of $g$ and $\tilde{g}$ are

$$
\begin{equation*}
g^{i}{ }_{\tilde{\jmath}}=N^{i \tilde{k}} d_{\tilde{k} \tilde{\jmath}}, \quad \tilde{g}^{\tilde{\tau}}{ }_{j}=\left(N^{T}\right)^{\tilde{i} k} d_{k j} . \tag{4.12}
\end{equation*}
$$

One can now rewrite the potential (3.3) as

$$
\begin{equation*}
V=-\mathcal{V}^{-3}\left(\sum_{\hat{\imath}}\left\|\tilde{P}_{-}\left[\tilde{g}\left(\omega_{\hat{\imath}}\right)\right]\right\|^{2}+\sum_{i}\left\|P_{-}\left[g\left(\tilde{\omega}_{\hat{\imath}}\right)\right]\right\|^{2}\right), \tag{4.13}
\end{equation*}
$$

where $P_{-}$and $\tilde{P}_{-}$denote the projectors onto $H_{-}^{2}(K 3)$ and $H_{-}^{2}(\widetilde{K 3})$ respectively. To obtain a Minkowski minimum both terms must vanish independently which happens if and only if

$$
\begin{equation*}
g\left(H_{+}^{2}(\widetilde{K 3})\right) \subset H_{+}^{2}(K 3), \quad \tilde{g}\left(H_{+}^{2}(K 3)\right) \subset H_{+}^{2}(\widetilde{K 3}) . \tag{4.14}
\end{equation*}
$$

This is equivalent to the fact that $g$ and $\tilde{g}$ map positive-norm vectors into positive-norm vectors (not necessarily bijectively). This condition is equivalent to requiring the self-adjoint $\operatorname{map} \tilde{g} \circ g: H^{2}(\widetilde{K 3}) \rightarrow H^{2}(\widetilde{K 3})$ to be diagonalizable with real, non-negative eigenvalues. Since $\tilde{g}$ is the adjoint of $g$, (4.14) is equivalent to

$$
\begin{equation*}
g\left(H_{-}^{2}(\widetilde{K 3})\right) \subset H_{-}^{2}(K 3), \quad \tilde{g}\left(H_{-}^{2}(K 3)\right) \subset H_{-}^{2}(\widetilde{K 3}) . \tag{4.15}
\end{equation*}
$$

[^6]Therefore, (4.14) implies that $\tilde{g} g$ is block-diagonal. Since each block is self-adjoint with respect to definite metrics, $\tilde{g} g$ is diagonalizable with non-negative eigenvalues. As explained in appendix B , if there are two equal eigenvalues whose eigenvectors have positive norm and negative norm, then there is a flat direction. Moreover, if $H_{-}^{2}(K 3)$ or $H_{-}^{2}(\widetilde{K 3})$ contains an integer vector of norm -2 (a root of the $K 3$ lattice), the respective $K 3$ has a shrinking cycle corresponding to an orbifold singularity. We will therefore exclude these possibilities from our search.

Let us summarize the conditions on smooth compactifications giving Minkowski minima (they are further explained in appendix B):

- There exists a Minkowski minimum iff the matrices $(g \tilde{g})^{i}{ }_{j}=N^{i \tilde{k}} d_{\tilde{k} \tilde{l}} N^{m \tilde{l}} d_{m j}$ and $(\tilde{g} g)^{\tilde{\tau}}{ }_{\tilde{\jmath}}=N^{k \tilde{\imath}} d_{k l} N^{l \tilde{m}} d_{\tilde{m} \tilde{\jmath}}$ are diagonalizable with non-negative eigenvalues. ${ }^{13}$
- The eigenvectors of $g \tilde{g}$ with positive norm span $H_{+}^{2}(K 3)$ and those with negative norm span $H_{-}^{2}(K 3)$. Therefore, they determine a point in the moduli space of $K 3$. The equivalent statement holds for the eigenvectors of $\tilde{g} g$ and the moduli space of $\widetilde{K 3}$.
- Denote the eigenvalues of positive or negative norm eigenvectors by $\left\{a_{1}, a_{2}, a_{3}\right\}$ and $\left\{b_{1}, \ldots, b_{19}\right\}$, respectively. If there is no $a_{i}$ and $b_{j}$ such that $a_{i}=b_{j}$ all moduli are stabilized. Otherwise the potential has flat directions.
- If there are no vectors such that

$$
\begin{equation*}
v \in H_{-}^{2}(K 3) \cap H^{2}(K 3, \mathbb{Z}), \quad(v, v)=-2, \tag{4.16}
\end{equation*}
$$

then $K 3$ does not have an orbifold singularity. ${ }^{14}$ Equivalently for $\widetilde{K 3}$.

- The contribution to the tadpole cancellation condition is given by

$$
\begin{equation*}
Q_{D 3}^{\text {fux }}=\frac{1}{2} \int G_{4} \wedge G_{4}=\frac{1}{2} N^{i \tilde{k}} d_{\tilde{k} \tilde{l}} N^{n \tilde{l}} d_{n i}=\frac{1}{2} \operatorname{tr} g \tilde{g} . \tag{4.17}
\end{equation*}
$$

Moreover, the minimum is supersymmetric if $a_{1}=a_{2}$ and $a_{3}=0$.

### 4.2 Differential evolution search

The structure and conditions outlined in the previous section are well suited for a computeraided search for smooth Minkowski vacua with full moduli stabilization and minimal charge $Q_{\mathrm{D} 3}^{\text {fux }}$ on $K 3 \times K 3$. In the following, we outline the principles of the search algorithm, describe how to apply it to our problem and present our results. A more detailed account can

[^7]be found in the companion paper [31], where we discuss how to apply the same algorithm to a more general mathematical problem, which contains the one at hand as a special example, and elaborate on the difficulties of our approach from a computer-science point of view.

To make a best effort attempt at finding a minimum tadpole there are a multitude of global search algorithms at our disposal, and we have opted for one known as differential evolution. This is a population-based algorithm where the population is evolved towards a minimum of a cost- or fitness-function using evolutionary operations; mutation, crossover, and selection. The problem we aim to solve is finding a matrix with the lowest tadpole possible satisfying the conditions on a smooth flux-compactification as described above. The operations of differential evolution act on a population of $N$ real vectors that define candidate solutions. Here, the population consists of $22 \times 22=484$ dimensional vectors, $x \in \mathbb{R}^{484}$, that when rounded to integers represent the 484 entries of the flux matrix. Differential evolution then applies the following operations on individual vectors taken from a population of such input vectors.

The mutation operation is performed on an input vector, $x$, to form a new vector, $x^{\prime}$, according to

$$
\begin{equation*}
x^{\prime}=x+\sum_{\alpha=1}^{n} F^{\alpha}\left(y_{\alpha}-z_{\alpha}\right), \tag{4.18}
\end{equation*}
$$

where $\left\{y_{\alpha}, z_{\alpha}\right\}_{\alpha=1, \ldots, n}$, are pairs of other members in the population, $n$ being some choice done during implementation (commonly $n=1$ or 2 ). The numbers $F^{\alpha}$ are known as differential weights, and act as a sort of step-size.

The crossover operation is when we select only some of the entries of $x^{\prime}$ to replace those of $x$, forming a vector $x^{\prime \prime}$

$$
x^{\prime \prime}{ }_{i}=\left\{\begin{array}{l}
x^{\prime}{ }_{i} \text { if rand }()<C_{r}  \tag{4.19}\\
x_{i}
\end{array}\right.
$$

The number $C_{r}$ is called a crossover probability and affects the direction of the evolution.
The final step would be to compare the original $x$ and the newly derived $x^{\prime \prime}$ in some way to determine (possibly in a comparison with other such pairs) which vector will stay in the population. This is done in what it called a selection operation. For selection to take place each vector must be assigned a number, called fitness, that determines how well it solves the goals of section 4.2. We can design a fitness-function by computing a weighted sum of penalties, where each penalty is some measure of how far we are to the goal, and the weights determine the priority of each goal. The penalties we have designed are

- Eigenvalue penalties: negative or complex eigenvalues of $g \tilde{g}$ receive a penalty depending on how far away they are from being positive. ${ }^{15}$
- Diagonalization: there is a constant penalty if $g \tilde{g}$ or $\tilde{g} g$ is found to be nondiagonalizable, which is computed by comparing the algebraic and geometric multiplicities.

[^8]- Degeneracy of eigenvalues: if two or more eigenvalues of $g \tilde{g}$ are the same, their corresponding eigenvectors $e_{i}$ form a bilinear form $b_{i j}=\left(e_{i}, e_{j}\right)$, and the penalty is equal to the number of negative or positive eigenvalues of this $b_{i j}$, whichever is the smallest.
- Norm-2 vectors: our fitness function has several methods for attempting to find the number of integer norm 2 vectors (roots) in $H_{-}^{2}(K 3)$ in different sets. This is a NP-hard problem and hence a fast way of determining their presence is not available. We use two different approaches that utilize a lattice-reduction algorithm inspired by the Lenstra Lenstra Lovasz (LLL) algorithm [49]. If any of these methods finds a norm 2 vector, a constant number is given as the penalty.
- Tadpole: The induced charge $Q_{D 3}^{\mathrm{fux}}=\frac{1}{2} \operatorname{tr} g \tilde{g}$ is given as the penalty. ${ }^{16}$

The weights are then chosen such that the algorithm will solve all penalties (by finding solutions where they are all zero) except the tadpole, which the differential evolution algorithm attempts to minimize.

We apply a differential evolution algorithm using BlackBoxOptim. $\mathrm{jl}[50],{ }^{17}$ which is a package for the Julia programming language [51]. The fitness-function we have designed is available as part of the bbsearch. jl repository [52] of the companion paper [31].

The search does not guarantee to find the global minima of the fitness-function, but differential evolution is a search algorithm designed for this purpose. This being said, as we will discuss in [31], we believe that the apparent convergence of our searches is a strong indication of the existence of a minimum bound for the tadpole, within solutions satisfying the desired properties.

The final result of the differential evolution search is then supplemented by a local search, which we dubbed the "Spider algorithm". This algorithm systematically generates new flux matrices from the existing ones by turning on and off entries and continues this process iteratively, trying to find configurations with even lower $Q_{D 3}^{\text {flux. }}$. The number of matrices generated in this way is so large, that only the most promising ones can be kept and a large majority of them has to be discarded. We will describe this method in more detail in [31].

### 4.3 Result of the search

The minimum $Q_{\mathrm{D} 3}^{\text {flux }}$ that we find using the differential evolution and local search is

$$
\begin{equation*}
Q_{\mathrm{D} 3}^{\mathrm{flux}}=25 . \tag{4.20}
\end{equation*}
$$

This minimum was reached by several independent searches. We employed two different strategies:

- Large-population (>1000) searches over long time ( $\sim$ weeks)
- Small-population $(\leq 1000)$ searches over short time ( $\sim$ days)

[^9]The results of such a search (with a runtime of 3 days and a population size of 1000) are illustrated in figure 1a. A larger population means that a larger part of the search space is explored, hence can increase the chances of finding the global minima, but it takes longer to get there, while smaller populations easier fall into local minima quickly. We explored both strategies to hedge our bets. After a local search for each population, most searches resulted in matrices with tadpole 25 which satisfied all our goals. In total we have generated $\gtrsim 10^{5}$ matrices of tadpole 25 , in searches that considered $\gtrsim 10^{8}$ matrices, and not a single matrix with tadpole 24 or lower was found. One of the matrices with tadpole 25 can be found in appendix C .

A few more comments on the interpretation of this result are in order. As already indicated above, our algorithmic approach does not give a mathematical proof that $Q_{\mathrm{D} 3}^{\mathrm{flux}} \geq$ 25. It cannot be ruled out completely that the absence of any viable flux configurations with $Q_{\mathrm{D} 3}^{\text {fux }} \leq 24$ is just a statistical effect. In a random sample of flux matrices the spectrum of $Q_{\mathrm{D} 3}^{\text {fux }}$ follows a certain probability distribution. This distribution favors larger charges and suppresses smaller charges strongly. Therefore, establishing the minimal value of $Q_{\mathrm{D} 3}^{\mathrm{flux}}$ from such a random sample would require the size of the sample to be large enough to contain at least a few flux configurations of minimal charge with sufficiently large statistical probability.

Our search algorithm, on the other hand, is much more efficient than a purely random search. It shifts the distribution of $Q_{D 3}^{\text {fux }}$ towards smaller values, making it possible to draw robust conclusions from smaller sample sizes. Even though a proper statistical treatment is very difficult, we can try to make a naïve estimate using the data in figure 1a. We have $N_{Q=26}=5, N_{Q=27}=22, N_{Q=28}=256$, and $N_{Q=29}=944$, which indicates that reducing $Q_{\mathrm{D} 3}^{\text {fux }}$ by one reduces the probability of finding a corresponding flux matrix by at most a factor of roughly order 10 . Notice, that we did not actually find a flux matrix with $Q_{\mathrm{D} 3}^{\text {fux }}=25$ using the differential evolutionary search directly. However, we found 100989 such matrices by post-processing its output using the local Spider search. Its complete output is shown in figure 1b.

Unfortunately, determining the impact of the Spider search on the distribution of charges is even more challenging than for the differential evolution algorithm. As mentioned above, the Spider algorithm generates a very large number of matrices, and computer memory constraints force us to discard all the ones whose tadpole increases. This makes a systematic statistical treatment of the charge distribution impossible. This being said, the data in figure 1 b appears to indicate that the Spider search pushes the charge distribution even stronger to small values than the differential evolution search. It is hence tempting to use our previous estimate on the charge distribution generated by the differential-evolution algorithm as a conservative bound on the performance of the Spider algorithm. Moreover, in the total output there are almost ten times more vacua at $Q_{\mathrm{D} 3}^{\mathrm{fux}}=25$ than at $Q_{\mathrm{D} 3}^{\mathrm{fux}}=26$, the search appears to "saturate" at $Q_{\mathrm{D} 3}^{\mathrm{fux}}=25$. In combination, we see these two observations as a clear indication that $Q_{\mathrm{D} 3}^{\text {fux }} \geq 25$.

The minimal value for $Q_{\mathrm{D} 3}^{\text {fux }}$ which we found is larger than the allowed tadpole

$$
\begin{equation*}
\frac{\chi_{K 3 \times K 3}}{24}=24 \tag{4.21}
\end{equation*}
$$



Figure 1. a) Cumulative distribution of the charge $Q_{\mathrm{D} 3}^{\text {flux }}$ in 16 populations, containing 1000 matrices each, after 72 hours of differential evolution. b) Charge distribution after applying the local Spider search to the output of the differential evolution. Both histograms include only flux matrices which give rise to a Minkowski minimum with full moduli stabilization on a smooth background (hence, all penalties described above are zero). Moreover, non-distinct flux configurations are counted as one.
and indicates that we cannot stabilize all 57 complex "stabilizable" moduli of $K 3 \times K 3$ (all moduli except the overall volumes of each $K 3$ ) away from singularities, within the tadpole bound. The minimum value of the flux-tadpole constant, $\alpha$, our search produces is ${ }^{18}$

$$
\begin{equation*}
\alpha=\frac{25}{57} \approx 0.439 \tag{4.22}
\end{equation*}
$$

comfortably satisfying the conjectured inequality (1.3).

## 5 Moduli stabilization in type IIB compactifications with D7-branes: an example

In this section we show that the problem of stabilizing complex-structure moduli in F-theory compactifications is related in Type IIB String Theory to the problem of stabilizing D7brane moduli. Indeed, the $h^{3,1}(Z)$ complex-structure moduli in F-theory compactifications on a four-fold $Z$ reduce in the Type IIB limit to $h_{-}^{2,1}(X)$ complex-structure moduli of the 3fold $X$, plus $h_{-}^{(2,0)}(S)$ deformations of the cycle $S$ wrapped by D7-branes. Both these types of moduli need to be stabilized by adding (bulk or brane) fluxes, at the price of increasing the tadpole. We review in this section the example of moduli stabilization worked out by Collinucci, Denef and Esole in [2], and link it to our Conjecture 3b.

This example is based on one of the simplest elliptically fibered four-folds, $Z$, given by an elliptic fibration over $\mathbb{C P}^{3}$. This is described by the usual Weierstrass equation

$$
\begin{equation*}
Z: y^{2}=x^{3}+f(u) x z^{4}+g(u) z^{6} \tag{5.1}
\end{equation*}
$$

[^10]where $f(u), g(u)$ are homogeneous polynomials of degree 16 and 24 respectively of the base coordinates $\left(u_{1}, u_{2}, u_{3}, u_{4}\right) \in \mathbb{C P}^{3}$, and $(x, y, z)$ are the coordinates on the fiber. The Euler and Hodge numbers of the four-fold are
\[

$$
\begin{equation*}
\chi(Z)=23328, \quad h^{1,1}(Z)=2, \quad h^{2,1}(Z)=2, \quad h^{2,2}(Z)=15564, \quad h^{3,1}(Z)=3878 \tag{5.2}
\end{equation*}
$$

\]

In the Sen limit [42, 43], the polynomials $f$ and $g$ take the form

$$
\begin{align*}
& f=-3 h^{2}+\epsilon \eta \\
& g=-2 h^{3}+\epsilon h \eta-\epsilon^{2} \chi / 12 \tag{5.3}
\end{align*}
$$

where $h, \eta$ and $\chi$ are homogeneous polynomials of degree 8,16 and 24 . The Type IIB limit is $\epsilon \rightarrow 0$, where the coupling is weak everywhere except near $h=0$, which corresponds to the locations of the O7-planes. The D7-branes are located at

$$
\begin{equation*}
\text { D7: } \eta^{2}(u)=h(u) \chi(u) \tag{5.4}
\end{equation*}
$$

The D7 deformation moduli are the number of inequivalent deformations of this degree 32 equation in the variables $\left(u_{1}, u_{2}, u_{3}\right)$, given by

$$
\begin{equation*}
N_{\mathrm{D} 7 \bmod }=\binom{16+3}{3}+\binom{24+3}{3}-\binom{8+3}{3}-1=3728 \tag{5.5}
\end{equation*}
$$

where the first subtraction is from the equivalence $(\eta, \chi) \simeq\left(\eta+h \psi, \chi+2 \eta \psi+h \psi^{2}\right)$ and the -1 corresponds to an overall rescaling of the coefficients. Note that the 3878 complexstructure moduli of the four-fold correspond mostly to D7-moduli in the Type IIB limit.

These moduli have to be fixed by D7 worldvolume fluxes. These fluxes are given by primitive $(1,1)$ forms, Poincaré dual to holomorphic curves $\gamma$ on the divisor $S$ wrapped by the D7-branes. ${ }^{19}$ For a curve of degree $d$, the number of constraints resulting from requiring it to be on the $D 7$-branes is

$$
\begin{equation*}
N_{\text {constr }}(\gamma)=32 d+1 \tag{5.6}
\end{equation*}
$$

Since we want all moduli fixed, one requires

$$
\begin{equation*}
N_{\text {constr }} \geq N_{\mathrm{D} 7 \bmod } \Rightarrow d \geq 117 \tag{5.7}
\end{equation*}
$$

On the other hand, the induced D3-charge of the fluxes is given by

$$
\begin{align*}
Q_{\mathrm{D} 3}(F) & =-\frac{1}{2} \int_{S} F^{2}=\frac{\chi(\gamma)}{2}-\frac{1}{2} \int_{S} \gamma \cdot c_{1}(S) \\
& =\frac{\chi(\gamma)}{2}+14 d \geq 14 d \tag{5.8}
\end{align*}
$$

where in the second equality Collinucci, Denef and Esole used the adjunction formula (2.11). The computation of $c_{1}(S)$ is in eq. (3.34) of [2]. The last inequality holds for $\chi(\gamma)>0$ (and

[^11]if $\chi(\gamma)$ is slightly negative the second term would still dominate ${ }^{20}$ ). Putting everything together we have
\[

$$
\begin{equation*}
Q_{\mathrm{D} 3}(F) \geq 14 d \geq 1638>\frac{\chi}{24}=972 \tag{5.9}
\end{equation*}
$$

\]

and thus D7 moduli cannot be fixed within the tadpole.
It is instructive to see how the D3 tadpole induced by the fluxes needed to stabilize moduli behaves as a function of the number of moduli. For that, we write the number of D7 moduli, eq. (5.5), and the induced D3-charge of the fluxes needed to stabilize them, eq. (5.8), as a function of the number of D7-branes $m$ ( $m=16$ in (5.5) and (5.8))

$$
\begin{align*}
& N_{\mathrm{D} 7 \bmod }=\binom{m+3}{3}+\binom{2 m-5}{3}-\binom{m-5}{3}-1=\frac{4}{3} m^{3}-8 m^{2}+\frac{59}{3} m \\
& Q_{\mathrm{D} 3}(F)=\frac{\chi(\gamma)}{2}+(m-2) d \geq \frac{2}{3} m^{3}-\frac{16}{3} m^{2}+\frac{107}{6} m-\frac{59}{3} \tag{5.10}
\end{align*}
$$

where in the last inequality we have used the bound on $d$ in (5.7) for generic $m$ :

$$
\begin{equation*}
d \geq \frac{2}{3} m^{2}-4 m+\frac{59}{6} \tag{5.11}
\end{equation*}
$$

ignoring the +1 term in (5.6) which is independent of $m$ and subleading. We see that for large $m$, the D3-charge sourced by the fluxes needed to stabilize all D 7 moduli grows precisely as half the number of moduli, which means that, for this example, the flux-tadpole constant in Conjecture 3b is

$$
\begin{equation*}
\alpha \approx 1 / 2 \tag{5.12}
\end{equation*}
$$

Let us point out certain key features of this example, some of which are generic and likely to apply to other compactifications with D7 branes wrapping cycles with a large Euler number. The important factors that enter in determining the flux-tadpole constant, $\alpha$, are the scaling of the number of constraints and of the induced D3 charge with respect to the number of D7 moduli, $m$. For large $m$ the former scales like $\frac{1}{6}(2 m)^{3}$ just because the location of the D7-branes is defined by an equation of degree $2 m$ of three variables, which are the coordinates of $\mathbb{C P}^{3}$. The number of constraints (5.6) scales like $2 m d$. This gives a universal bound $d \geq \frac{2}{3} m^{2}$ at leading order. Finally, the scaling of the induced D3-charge depends on $c_{1}(S)$, which goes like $-m$. These behaviors appear to be model independent, which indicates that the D3-charge sourced by the worldvolume fluxes needed to stabilize D7 moduli is generically equal to about half the number of moduli. We leave the formalization of this argument for future work.

## 6 Tadpoles bounds and de Sitter constructions

The most controlled way to obtain de Sitter solutions in String Theory involves three steps: stabilizing the complex-structure moduli, stabilizing the Kähler moduli, and uplifting the cosmological constant of the resulting AdS compactification by the addition of supersymmetry-breaking anti-D3 branes [8]. In order to preserve the stabilization of the

[^12]moduli achieved at the second stage, the positive contribution to the cosmological constant brought about by the antibranes should be very small, and therefore they can only be placed in a region of the compactification manifold where the warp factor is large.

The prototypical example of such a region is the warped deformed conifold solution constructed by Klebanov and Strassler [15]. This solution has $M$ units of RR three-form flux wrapping the three-cycle corresponding to the deformation of the conifold, as well as an NSNS three-form field strength wrapping a non-compact three-cycle that contains the two sphere that collapses at the tip of the conifold and the radial direction. When the KS throat is embedded in a flux compactification this cycle is also compact, and is wrapped by $K$ units of NSNS three-form flux. This flux determines the length of the KS throat and the ratio of $K$ and $M$ controls the hierarchy between the bottom of the throat and the rest of the compactification,

$$
\begin{equation*}
\frac{\Lambda_{I R}}{\Lambda_{U V}}=\exp \left(-\frac{2 \pi K}{3 g_{s} M}\right) . \tag{6.1}
\end{equation*}
$$

In a previous paper, three of the authors and Dudaş have shown that adding even a single antibrane to the KS throat will destabilize the complex-structure modulus corresponding to the deformation of the conifold, ${ }^{21}$ unless the RR flux on this cycle,

$$
\begin{equation*}
M>6.8 \sqrt{\frac{N_{\overline{\overline{D 3}}}}{g_{s}}} . \tag{6.2}
\end{equation*}
$$

In [55], two of the authors and Buchel have compared this to the bound on the existence of Klebanov-Strassler black holes [56] and also found a bound with the same functional form in a regime of parameters where backreaction is important. ${ }^{22}$

Equations (6.1) and (6.2) imply that the contribution of the fluxes in the KS throat to the D3 brane tadpole is

$$
\begin{equation*}
Q_{\mathrm{D} 3}^{\text {throat }} \equiv K M>\frac{3 \times 6.8^{2}}{2 \pi} \log \frac{\Lambda_{U V}}{\Lambda_{I R}} . \tag{6.3}
\end{equation*}
$$

Using for example a hierarchy of $\Lambda_{I R} / \Lambda_{U V}=\mathcal{O}\left(10^{-2}\right)^{23}$ this becomes

$$
\begin{equation*}
Q_{\mathrm{D} 3}^{\text {throat }} \gtrsim \mathcal{O}(100) . \tag{6.5}
\end{equation*}
$$

[^13]One of the questions that has motivated our investigation is whether one can cancel such a large tadpole contribution in a flux compactification with stabilized moduli. As we have seen in this paper, obtaining a negative contribution to the D3 tadpole is not hard. In the language of F-theory this can be done by considering four-folds with a large Euler number, and in the language of Type IIB compactifications this can be done using D7 branes that wrap four-cycles with a large Euler number.

However, negative tadpole always comes with the price of extra moduli, which need to be stabilized using fluxes. The main result of our calculations has been that these fluxes induce in turn a large positive contribution to the D3 tadpole, which is much larger than the absolute value of the negative tadpole we wanted to obtain in the first place.

Hence, if one wants to cancel a tadpole of order 100, the options are very limited, and possibly non-existent. From a Type IIB perspective the negative-charge ingredients we have are O3 planes, O7 planes and D7 branes. Since the number of O3 involutions of a six-dimensional manifold is limited, the largest amount of tadpole one can hope to cancel using them is of the order of $100 / 4=25[60] .{ }^{24}$ This is largely insufficient for our needs.

Therefore, the only hope to obtain a sufficiently large negative tadpole to cancel $Q_{\mathrm{D} 3}^{\text {throat }}$ comes from O7 planes and D7 branes. Although these come hand-in-hand in order to cancel D7-brane tadpole, let us for the moment consider them separately. The O7 planes do not have associated moduli, and hence one may naïvely hope that using O 7 planes would be the best strategy. However, there are two problems: first, the maximum negative tadpole one can hope to obtain from O7 planes is bounded above by (2.8) for all the Calabi-Yau three-folds from the Kreuzer-Skarke list [38], and this bound is equal to one third of the total number of Kähler and complex-structure moduli. Since stabilizing a large number of Kähler moduli is potentially difficult, ${ }^{25}$ and since stabilizing complex-structure moduli has to be done with fluxes which source D3 charge, one can use Conjecture 3a to argue that these fluxes will generically give a larger positive contribution to the D3 tadpole than the negative contribution of the O7 planes.

Furthermore, as mentioned above, O7 planes must be accompanied by D7 branes, whose moduli have to be stabilized with D7 worldvolume fluxes that increase the D3 tadpole. ${ }^{26}$ The D 7 branes can either sit on top of the O 7 planes, or wrap a more complicated divisor. When the D 7 branes and the O 7 planes are coincident, $\chi(D 7)=8 \chi(O 7)$ and one can use again the Lefshetz fixed-point theorem to show that the absolute value of their negative contribution to the D3 tadpole is bounded above.

However, as we have seen in section 5, when the D7 branes are moved away from the O7 planes, then $\chi(D 7)$ can become much larger than $8 \chi(O 7)$, and hence can give a very large negative D3-tadpole contribution. However, from (2.10) we can see that a large $\chi(D 7)$ always comes with a large number of D 7 moduli, which have to be stabilized using D7 worldvolume fluxes. Conjecture 3b in turn implies that these fluxes give a large positive

[^14]induced D3 charge. The ratio between the positive induced charge and the negative tadpole contribution in the large- $\chi(D 7)$ limit is
\[

$$
\begin{equation*}
\frac{Q_{\mathrm{D} 3}^{\mathrm{D} 7 \text { moduli stabilization }}}{\left|Q_{\chi_{\mathrm{D} 7}}^{-}\right|} \approx \frac{\alpha n_{\text {moduli }}}{n_{\text {moduli }} / 4}=4 \alpha \tag{6.6}
\end{equation*}
$$

\]

If one uses the value of $\alpha$ corresponding to the particular example discussed in section 5 , we can easily see that trying to increase the absolute value of the negative D 3 tadpole by increasing the Euler characteristic of the four-cycle wrapped by D7 branes, one has to pay back four times more induced D3 charge if one wants to stabilize the resulting D7 moduli, so this is always a losing game.

As we can see, all the negative tadpole one can hope to obtain will be over-run by the positive induced charge coming from the brane fluxes needed to fix the D7 moduli, and hence canceling $\mathcal{O}(100)$ units of positive charge does not appear possible. This in turn indicates that uplifting with anti-D3 branes placed in long Klebanov-Strassler-like throats cannot be done while stabilizing all the other moduli of the compactification.

## 7 Discussion

There are several important questions raised by our investigation. The first, and most important one, is whether one can prove the conjectures we made. All the evidence we have gathered so far supports them. For example, the fact that we could generate more than 100000 tadpole- 25 solutions that stabilize all the stabilizable moduli of $K 3 \times K 3$, but not even a single tadpole- 24 solution, points clearly to the existence of a lower bound on the charge of the fluxes needed to stabilize moduli.

This being said, a clear calculation demonstrating this bound would be an amazing step. Setting up this calculation is complicated, both in F-theory (Conjecture 1) and in Type IIB String Theory (Conjecture 3a), since the stabilization of the moduli involves (besides topological data such as intersection numbers) the Hodge duals of the cycles, which are in general a complicated function of the moduli. In our upcoming companion paper [31] we will present further arguments that illustrate the issues with this stabilization.

On the other hand, arriving at a proof of Conjecture 3b in the large-Euler-characteristic limit appears to be more feasible. Indeed, as we have seen in section 5 , this involves more or less straightforward D7-brane physics and arguments that appear rather general. Once one establishes this conjecture, it would be interesting to try to use its F-theory translation to see if it provides a root to proving Conjecture 1 as well.

The leading-order behavior we have found clearly excludes both F-theory compactifications with a large number of stable complex-structure moduli, as well as compactifications where one can cancel the $\mathcal{O}(100)$ units of tadpole necessary for anti-D3 uplift. The second important question is whether the growth of the tadpole with the number of stabilized moduli we have conjectured for large numbers of moduli can somehow be contorted by subleading corrections.

There are several strategies one could use to try to squeeze these bounds. One may hope to squeeze a few dozen negative units of tadpole from subleading corrections, or from
increasing the number of Kähler moduli in (2.4) as much as possible. However, as we have discussed in section 6, to stabilize these Kähler moduli one needs non-perturbative effects, either from Euclidean D3 instantons or from D7 branes with gaugino condensation. Using these effects to stabilize a large number of Kähler moduli could potentially generate further difficulties. ${ }^{27}$ Understanding the large $h^{1,1}$ limit is therefore an important question for future investigations. One can also try to use all possible O3 planes. However, we can see that these numbers are rather small.

As far as anti-D3 brane uplift is concerned, one might also try to decrease a bit the hierarchy between scale at the bottom of the KS throat the scale of the CY compactification. ${ }^{28}$ One may also hope that the bound on $M$ in equation (6.2) (obtained in [16] using the corrections computed in [64]) could be slightly modified by corrections. One may also try to uplift using an anti-D3 brane on top of an O3 plane [65, 66], which has half the mass of a normal anti-D3 brane and may lower the bound on $M$ and on the tadpole contribution of the warped throats that allow for such configurations [67]. None of these steps is guaranteed to work, but their existence leaves a tiny glimmer of hope that antibrane uplift might still give a few reasonable metastable de Sitter vacua in some very limited corner of the string compactification landscape. We believe that all these directions are worth exploring if one is to understand where de Sitter vacua could be hiding in the Landscape.

This being said, both Conjecture 1, which rules out the possibility of F-theory compactifications with a large number of stabilized moduli, and the arguments above, which show that antibrane uplift is very non-generic and may only be possible in an extremely small sliver of the string landscape, indicate that all estimations of the number of String Theory compactifications with stabilized moduli, including numbers like $10^{500}$ [9] or $10^{272000}[7]$, have to be taken with a (boulder-sized) grain of salt.
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[^15]
## A F-theory and IIB moduli

In this table taken from [40] we list the F-theory moduli and give their Type IIB origin.

| F-theory/M-theory | number of real moduli | IIB with O3 and O7 | number of real moduli |
| :--- | :--- | :--- | :--- |
| Kähler | $h^{1,1}(Z)-1$ | Kähler | $h_{+}^{1,1}(X)$ |
|  |  | Complex structure | $2 h_{-}^{2,1}(X)$ |
| Complex structure | $2 h^{3,1}(Z)$ | D7 deformations | $2 \hat{h}_{-}^{2,0}(S)$ |
|  |  | Dilaton-axion | 2 |
| $C_{6}$ axions | $h^{1,1}(Z)-1$ | $C_{4}$ axions | $h_{+}^{1,1}(X)$ |
| $C_{3}$ axions | $2 h^{2,1}(Z)$ | $B_{2}, C_{2}$ axions | $h_{-}^{1,1}(X)+h_{-}^{1,1}(X)$ |
| M2 positions | $6 N_{\mathrm{D} 3}$ | D3 positions | $6 N_{\mathrm{D} 3}$ |

The subscripts $\pm$ denote the Hodge numbers counting the even and respectively the odd parts of the relevant cohomology under the orientifold involution.

## B Details of moduli stabilization on $K 3 \times K 3$

In this appendix we give further details on the vacuum conditions used in section 4, mainly following [45].

The homomorphisms $g: H^{2}(\widetilde{K 3}) \rightarrow H^{2}(K 3)$ and $\tilde{g}: H^{2}(K 3) \rightarrow H^{2}(\widetilde{K 3})$, defined in (4.10) define two endomorphisms $g \tilde{g}: H^{2}(K 3) \rightarrow H^{2}(K 3)$ and $\tilde{g} g: H^{2}(\widetilde{K 3}) \rightarrow H^{2}(\widetilde{K 3})$. Assume that these endomorphisms are diagonalizable with non-negative eigenvalues. Since $\tilde{g} g$ is self-adjoint, there exists a complete basis of orthogonal eigenvectors. Notice that this basis can be chosen in such a way that all eigenvectors have non-vanishing norm. ${ }^{29}$ This defines a decomposition of $H^{2}(\widetilde{K 3})$ into $H_{+}^{2}(\widetilde{K 3})$ and $H_{-}^{2}(\widetilde{K 3})$ such that $H_{ \pm}^{2}(\widetilde{K 3})$ are spanned by the positive- and negative-norm eigenvectors of $\tilde{g} g$ respectively. Let $\tilde{v} \in H^{2}(\widetilde{K 3})$ be an eigenvector of $\tilde{g} g$ with non-vanishing eigenvalue $\lambda>0$ and $v=g \tilde{v} \in H^{2}(K 3)$. Then $v$ is an eigenvector of $g \tilde{g}$ with the same eigenvalue $\lambda$. This shows that $g \tilde{g}$ and $\tilde{g} g$ have the same spectrum. Moreover, $\|v\|^{2}=(g \tilde{v}, g \tilde{v})=(\tilde{g} g \tilde{v}, \tilde{v})=\lambda\|\tilde{v}\|^{2}$, so $g$ preserves the sign of the norm.

However, if $\tilde{v}$ has eigenvalue $\lambda=0$ then the situation is slightly more subtle. Here it follows from the same argument as above that $\|g \tilde{v}\|^{2}=0$. This allows for two different

[^16]possibilities: the first is that, $v=g \tilde{v} \neq 0 .{ }^{30}$ Then $g$ maps a vector of non-vanishing norm onto a null vector and either equation (4.14) or equation (4.15) is violated. Therefore, the potential (4.13) has no minimum. Moreover, $g v=0$ and therefore the null vector $v$ is an eigenvector of $\tilde{g} g$ with eigenvalue zero. This implies that this problematic situation can only occur if the eigenvalue zero is degenerate and if the corresponding eigenspace has indefinite signature.

The second possibility is that all vectors $\tilde{v}$ in the kernel of $\tilde{g} g$ satisfy $g \tilde{v}=0$ (which implies they are also in the kernel of $g$ ). However, these vectors cannot be in the image of $\tilde{g}$ because otherwise they were null (we argued above that we can always choose a basis of non-null eigenvectors). Therefore, for each such $\tilde{v}$ there also exists a $v \in H^{2}(K 3)$ such that $\tilde{g} v=0$. This shows that the eigenvectors of $g \tilde{g}$ are given by the direct sum of the kernel of $\tilde{g}$ and the image of the eigenvectors of $\tilde{g} g$ under $g$. Therefore, we can define $H_{ \pm}^{2}(K 3)$ to be spanned by the positive- and negative-norm eigenvectors of $g \tilde{g}$ and equation (4.14) holds.

The decomposition of $H^{2}(\widetilde{K 3})$ into eigenspaces of positive and negative norm is not always unique. Assume that there are two eigenvectors, $\tilde{v}_{+}$and $\tilde{v}_{-}$, of positive and negative norm respectively, such that they have the same eigenvalue. Then we can define

$$
\begin{equation*}
\tilde{v}_{+}^{\prime}=\tilde{v}_{+}+\epsilon \tilde{v}_{-}, \tag{B.1}
\end{equation*}
$$

which is again an eigenvector of positive norm if $\epsilon$ is sufficiently small. Therefore, in this case the decomposition is not unique. in physics terms the potential has a flat direction and not all moduli are stabilized. Notice that this problem does not arise if two of the positive norm eigenvectors or two of the negative norm eigenvectors have the same eigenvalues.

The previous conditions are not enough to guarantee the existence of a supersymmetric minimum. For this we have to additionally impose (3.13). Primitivity of the flux implies

$$
\begin{equation*}
g \tilde{\omega}_{3}=\tilde{g} \omega_{3}=0, \tag{B.2}
\end{equation*}
$$

and this implies that there must be a positive norm vector in the kernel of $g$ and $\tilde{g}$ (one implies the other). On the other hand, the absence of a $(4,0)$ or $(0,4)$ component implies

$$
\begin{equation*}
0=(\omega, g \tilde{\omega})=\left(\omega_{1}, g \tilde{\omega}_{1}\right)-\left(\omega_{2}, g \tilde{\omega}_{2}\right), \tag{B.3}
\end{equation*}
$$

and hence the remaining two positive-norm eigenvectors have equal eigenvalues.
In general, the eigenvectors of $g \tilde{g}$ and $\tilde{g} g$ are non-integer and thus do not intersect with the lattices $H^{2}(K 3, \mathbb{Z})$ or $H^{2}(\widetilde{K 3}, \mathbb{Z})$. However, let us assume that there is a vector

$$
\begin{equation*}
v \in H_{-}^{2}(K 3) \cap H^{2}(K 3, \mathbb{Z}), \tag{B.4}
\end{equation*}
$$

[^17]which is equivalent to assuming that there is a linear combination of negative-norm eigenvectors of $g \tilde{g}$ which is integer. Let us furthermore assume that
\[

$$
\begin{equation*}
(v, v)=-2 \tag{B.5}
\end{equation*}
$$

\]

so $v$ is a root of the lattice $H^{2}(K 3, \mathbb{Z})$. As $H_{+}^{2}(K 3)$ and $H_{-}^{2}(K 3)$ are orthogonal, $v$ is orthogonal to $H_{+}^{2}(K 3)$. However, the existence of a root orthogonal to the three-plane $H_{+}^{2}(K 3)$ implies that we are at a special point on the $K 3$ moduli space with an orbifold singularity (see for example [68]). The same statement holds for roots in $H_{-}^{2}(\widetilde{K 3})$ and orbifold singularities of $\widetilde{K 3}$.

Let us finally note that there is nothing special about eigenvalues $\lambda=0$. However, if $\lambda \in \mathbb{Z}$ (which includes $\lambda=0$ ) the corresponding eigenvector, $v$, can be chosen to satisfy (B.4) because it is in the kernel of the integer matrix $g \tilde{g}-\lambda \mathbb{1}$. This does however not yet guarantee that $(v, v)=-2$. Moreover, vectors satisfying (B.4) need not have zero integer eigenvalues. In general, whenever the characteristic polynomial of $g \tilde{g}$ factorizes over the integers and when the roots of one of the irreducible factors correspond to eigenvalues with only negative-norm eigenvectors, there are integer vectors satisfying (B.4). Further details on this can be found in [31].

## C Example matrix

This is one example of a matrix what has $Q_{\mathrm{D} 3}^{\mathrm{fux}}=25$,

$$
\left[N^{i \jmath}\right]=\left[\begin{array}{cccccccccccccccccccccc}
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & -1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & -1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

For this choice of fluxes both matrices $g \tilde{g}=N d N^{T} d$ and $\tilde{g} g=N^{T} d N d$ are diagonalizable and have the eigenvalues

$$
\begin{equation*}
1,0.293,0.164, \tag{C.1}
\end{equation*}
$$

$7.93,7.52,5.91,5.32,4.71,4.34,3.12,2.19,1.95,1.56,1.49,1.05,0.774,0.676,0,0,0,0,0$,
where those in the first line have eigenvectors of positive norm and those in the second line have eigenvectors of negative norm. The sum of the eigenvalues is $2 \times 25$. There are no negative eigenvalues, therefore this flux matrix would give rise to a potential with a (nonsupersymmetric) Minkowski minimum. Notice, that the only degenerate eigenvalue is " 0 ". However, the corresponding eigenspaces (of $g \tilde{g}$ and $\tilde{g} g$ ) have negative definite signature and thus all the moduli are stabilized. Moreover, since " 0 " is an integer eigenvalue, its eigenspaces can be spanned by integer vectors (lattice elements), but it can be checked that they do not contain any roots (integer vectors of norm -2). Therefore, the compactification is smooth. The only condition which is not satisfied is tadpole cancellation.
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[^0]:    ${ }^{1}$ We thank A. Braun and J. Moritz for interesting discussions on this point.
    ${ }^{2}$ Recently, a remarkable direct construction of such vacua was found by playing with instanton contributions to the prepotential close to the large-complex-structure point [10]. This finding seems to agree with the statistical bounds of [9]. Later, this construction was extended to the conifold locus [11, 12]. There, it seems to be possible to obtain small values of the superpotential with just a small number of type IIB complex structure moduli. Nevertheless, these constructions also seem to need relatively large tadpoles, which can only be obtained at the price of a large number of F-theory complex-structure moduli.

[^1]:    ${ }^{3}$ Singularities give rise to non-Abelian gauge groups which carry additional massless fields.
    ${ }^{4}$ Evolutionary or genetic algorithms were also used to explore the string landscape and flux compactifications in [19-28]. Another computer aided search of flux vacua constrained by tadpole cancellation was performed in [29]. For a general overview of data science and machine learning techniques in the context of String Theory see for example [30] and references therein.

[^2]:    ${ }^{5}$ It is only by choosing very special fluxes that one can get this growth to be linear. It may be possible that with enough searching one could find some bubbling solutions where the charges sourced by the fluxes also grow linearly with the number of stabilized cycles.

[^3]:    ${ }^{6}$ In this convention, bulk three-form fluxes satisfy $H_{3}=e^{\phi} *_{6} F_{3}[1,4,5]$ and D 7 worldvolume fluxes satisfy $F_{2}=-*_{S} F_{2}$.
    ${ }^{7}$ We are using conventions for type IIB compactifications with orbifolds in which a mobile D3-brane is counted together with its image brane as one brane and corresponds to $N_{D 3}=1$. There exists another convention in the literature where each pair of a brane with its image counts as $N_{D 3}=2$. This convention comes at the price of an additional factor of 2 when translating the F-theory charge $\chi\left(C Y_{4}\right) / 24$ into the IIB charge $Q_{3}^{\text {loc }}$, and we will not use it in this paper.
    ${ }^{8}$ There can be additional O3-planes which are not geometrized, but their contribution to the tadpole parametrically smaller than $\chi / 24$ in the limit that we are interested in, and thus we do not include them here.

[^4]:    ${ }^{9}$ The Euler number of Calabi-Yau 4-folds can be at large as 1820448 [37].
    ${ }^{10}$ We thank C. Vafa for pointing this out to us.

[^5]:    ${ }^{11}$ Strictly speaking $\hat{W}$ is not a superpotential, as it is real. It can nevertheless be used to derive the primitivity flux condition, which in four dimensions should be interpreted as a D-term, rather than an F-term constraint.

[^6]:    ${ }^{12}$ As explained in section 3 , the primitivity condition on $G_{4}$ is non-trivial on $K 3 \times K 3$ and it gives conditions that allow to fix the Kähler moduli. Furthermore, in this section we do not require $G_{4}$ to have a good F-theory limit and, as such, the flux (4.8) can stabilize all moduli except for the volume of either K3.

[^7]:    ${ }^{13}$ This does a priori not exclude vacua with zero eigenvalues. However, when we have a degenerate zero eigenvalue and the corresponding eigenspace contains vectors of both positive and negative norm, there are situations where no vacuum exists even though all eigenvalues are non-negative. This exception is excluded by the condition on moduli stabilization and is therefore not relevant for our discussion. For further details see appendix B.
    ${ }^{14}$ Singular compactifications on $K 3 \times K 3$, where the moduli are stabilized at locations corresponding to orbifold singularities were found in $[1,44,45,47,48]$.

[^8]:    ${ }^{15}$ For negative eigenvalues it is simply the absolute value of the eigenvalue, for complex numbers it is split in two parts: absolute value of the real part if negative, and the absolute value of the imaginary part.

[^9]:    ${ }^{16}$ In the absence of D3 branes (M2 branes in the M-theory picture) tadpole cancellation is satisfied for $\frac{1}{2} \operatorname{tr} g \tilde{g}=24$. However, here we simply search for flux configurations with minimal induced charge and thus also allow $\frac{1}{2} \operatorname{tr} g \tilde{g}<24$ (when tadpole cancellations can be satisfied by including additional branes).
    ${ }^{17}$ There are several differential evolution algorithms provided by BlackBoxOptim.jl, we use the default "adaptive $\mathrm{DE} /$ rand $/ 1 /$ bin with radius limited sampling".

[^10]:    ${ }^{18}$ As explained in the previous section, in this example the number 57 counts all moduli which can be stabilized by fluxes.

[^11]:    ${ }^{19}$ Note that $S$ is the de-singularized version of the divisor $S$ wrapped by the D7-branes, where the pinchpoint singularities at the points where the D 7 branes intersect the O 7 planes have been blown up.

[^12]:    ${ }^{20}$ The situation for large negative $\chi(\gamma)$ is unclear as there are also curve moduli to take into account.

[^13]:    ${ }^{21}$ In [53] this instability was interpreted as the destabilization of the radion in a five-dimensional RS model [54] with mismatched IR brane tension.
    ${ }^{22}$ One could also try to derive a bound on the conifold flux by extrapolating the probe calculation of [57] to argue that anti-D3 branes polarizing into a single NS5 brane are unstable for $M>12 / N_{\overline{D 3}}$ and hence do not give rise to metastable minima. This bound was recently interpreted as a bound on $M$, by taking $N_{\overline{D 3}}=1$ [58]. We do not believe this interpretation is justified for two reasons: i) single branes do not undergo brane polarization [59] and ii) according to the calculation in [57] the probe anti-D3-branes can also polarize into multiple $\left(n_{5}\right)$ NS5-branes when $M>\frac{12}{N_{\overline{D 3}} n_{5}}$. Hence this calculation cannot be used to put a lower bound on $M$.
    ${ }^{23}$ Here we quote the values of [8], where an antibrane uplift term of the form $\delta V=D / \sigma^{3}$, with $\sigma$ the volume modulus and $D=3 \times 10^{-9}$ was used. $D$ corresponds to the warped down energy density of an antibrane and is related to the hierarchy according to

    $$
    \begin{equation*}
    D \sim\left(\frac{\Lambda_{I R}}{\Lambda_{U V}}\right)^{4} \tag{6.4}
    \end{equation*}
    $$

[^14]:    ${ }^{24}$ We thank Andre Lukas and David Morrison for discussions on this topic.
    ${ }^{25}$ For an interesting recent exploration of the interaction of Kähler moduli stabilization with the existence of a long warped throat see [58].
    ${ }^{26}$ In [61] it was argued that some D7 moduli, corresponding to their transverse motion on a two-torus, can also be stabilized by bulk fluxes.

[^15]:    ${ }^{27}$ An explicit example where $h^{1,1}=51$ Kähler moduli are stabilized using non-perturbative effects can be found in [17].
    ${ }^{28}$ Decreasing this hierarchy too much will destabilize the Kähler moduli, and also result in an unphysically large gravitino mass [62]. See also [63] for a discussion of the anti-D3 brane instability in the context of Kähler moduli stabilization and the swampland distance conjecture.

[^16]:    ${ }^{29}$ To see this, assume there exists an eigenvector, $v_{0}$, such that $\left\|v_{0}\right\|=0$. Then there must exist another eigenvector, $v^{\prime}$, such that $\left(v_{0}, v^{\prime}\right) \neq 0$ because otherwise there would not be a complete basis of eigenvectors or the inner product would be degenerate. For selfadjoint matrices eigenvectors with different eigenvalues are orthogonal. Hence, it follows that $v^{\prime}$ must have the same eigenvalue of $v_{0}$ and we can construct two new eigenvectors of positive and negative norm as linear combinations of $v_{0}$ and $v^{\prime}$.

[^17]:    ${ }^{30}$ Ref. [45] wrongly argues that this situation cannot occur. They claim that since $g$ and $\tilde{g}$ are adjoint, there is the orthogonal decomposition $H^{2}(K 3)=\operatorname{Im} g \oplus \operatorname{Ker} \tilde{g}$. Then, for $\tilde{v}$ such that $\tilde{g} g \tilde{v}=0$ one has $g \tilde{v} \in$ $\operatorname{Im} g \cap \operatorname{Ker} \tilde{g}=\{0\}$ and hence $g \tilde{v}=0$. However, this argument is not correct on spaces of indefinite signature. Here is a simple counter example: take $d=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right), N=\left(\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right)$ and therefore $g=N d=\tilde{g}=N^{T} d=\left(\begin{array}{ll}1 & -1 \\ 1 & -1\end{array}\right)$. Consequently, $\tilde{g} g=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$ has a two-fold degenerate zero eigenvalue. Take now one of the corresponding eigenvectors $\tilde{v}=(1,0)^{T}$ such that $v=g \tilde{v}=(1,1)^{T}$. Clearly, $\tilde{g} v=0$ and thus $v \in \operatorname{Im} g \cap \operatorname{Ker} \tilde{g}$ but $v \neq 0$. Notice, that this is only possible because $\|v\|^{2}=0$ which requires the kernel of $g \tilde{g}$ to be of indefinite signature.

