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Abstract: Entanglement entropy of quantum fields in gravitational settings is a topic
of growing importance. This entropy of entanglement is conventionally computed relative
to Cauchy hypersurfaces where it is possible via a partial tracing to associate a reduced
density matrix to the spacelike region of interest. In recent years Sorkin has proposed an
alternative, manifestly covariant, formulation of entropy in terms of the spacetime two-
point correlation function. This formulation, developed for a Gaussian scalar field theory,
is explicitly spacetime in nature and evades some of the possible non-covariance issues faced
by the conventional formulation. In this paper we take the first steps towards extending
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Sorkin’s entropy to non-Gaussian theories where Wick’s theorem no longer holds and one
would expect higher correlators to contribute. We consider quartic perturbations away
from the Gaussian case and find that to first order in perturbation theory, the entropy
formula derived by Sorkin continues to hold but with the two-point correlators replaced by
their perturbation-corrected counterparts. We then show that our results continue to hold
for arbitrary perturbations (of both bosonic and fermionic theories). This is a non-trivial
and, to our knowledge, novel result. Furthermore we also derive closed-form formulas of
the entanglement entropy for arbitrary perturbations at first and second order. Our work
also suggests avenues for further extensions to generic interacting theories.
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1 Introduction

Around 1952, Rudolf Peierls found himself “looking for a new expression of some of the basic
rules of quantum mechanics, namely the formulation of commutation laws of relativistic
field theory” [1]. There already existed consistent formulations of relativistic quantum
field theory, developed decades earlier by Heisenberg and Pauli [2, 3], as well as more
recent interaction picture frameworks developed by Schwinger [4], Tomonaga [5] and others.
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Despite this, Peierls was worried about the Lorentz invariance of these formulations. He
wanted to find an alternative approach in which the Lorentz invariance of the formulation
is manifestly evident. An unsatisfactory feature of the existing approaches was that a
Hamiltonian and its associated canonical variables were needed, thus tying the formalisms
to a choice of time coordinate or frame.

Around this time, Peierls succeeded in deriving the covariant formulation of a relativis-
tic quantum field theory that he had in mind. His formulation, explained in [6], determines
a general rule for the commutator at any pair of spacetime points. This formulation uses
Green functions of the theory and makes no reference to a Hamiltonian. More precisely,
the spacetime commutator (also known as the Peierls bracket or Pauli Jordan function)
is the difference between the retarded and advanced Green functions: ∆ = GR − GA.
Peierls also held much correspondence about his work with other prominent physicists of
his time. When his paper came out, many were interested in it but also expressed skep-
ticism.1 Nonetheless, the Peierls bracket has stood the test of time and is an important
framework for quantum field theory that shows that its time-dependence can be captured
in a Lorentz invariant manner. It has also enabled important advances in algebraic quan-
tum field theory [7, 8], quantum field theory in curved spacetime [9–11], and quantum
gravity [12–14]. We will return to the Peierls bracket later in the main text. For now we
turn to an important topic in the current century and to the work of another physicist
adamant about manifest Lorentz invariance.

Entanglement entropy has become an increasingly important and useful topic in the
past few decades. In this work, we will mainly be interested in it in the context of quantum
field theory. The physical content of a quantum field theory is often expressed in terms of
the set of its n-point correlations. Under certain circumstances, either intentionally (often
the case in condensed matter systems) or unintentionally (often the case in gravitationally
interesting systems such as black hole and cosmological spacetimes), one may not have
access to the quantum field in the entire spacetime in which it lives. As a result of this
limited access, we lose the information that was contained in the n-point correlations
involving points both in the accessible and inaccessible regions. This is where entanglement
entropy comes into play. Entanglement entropy is a measure of this loss of information.

The prototypical and perhaps most interesting background spacetime in which we
would not have access to all the correlation information of a quantum field is that of a
black hole. The event horizon of the black hole is a boundary that separates the degrees
of freedom we have access to and those that we do not. In fact, the birth of the concept of
the entanglement entropy of a quantum field occurred exactly as it was studied by Rafael
Sorkin in this context, back in 1983 [15]. In this first work on the topic, a scalar field in a
black hole spacetime was considered. The field data on a Cauchy surface was divided into
the interior and exterior (of the black hole) components, and the entanglement entropy

S = tr ρext log ρ−1
ext (1.1)

1Notably, Pauli who was very much interested in this work was skeptical about it and stated that he
thought “it looks like a cemetery for the lorentzinvariant formfactor theory in its present form”![1]
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was computed. ρext is what remains after the interior data is traced out. It was found
that the resulting entropy is proportional to the spatial area of the event horizon in units
of the cutoff, i.e. A/`2 in 4d. Without a cutoff the entropy is infinite. Because of this
scaling property, entanglement entropy was proposed by Sorkin to be a candidate for the
microscopic origin of black hole entropy, which also scales like the area of the event horizon.

The question of the microscopic origin of black hole entropy has been the subject of
intense research ever since the semiclassical calculations of Bekenstein and Hawking [16–
18]. As mentioned, these calculations showed that the black hole entropy is proportional
to the spatial area of the event horizon. An understanding of the microscopic degrees of
freedom giving rise to this entropy2 has, however, been elusive. Since Sorkin’s proposal,
entanglement entropy has been taken seriously as a/the source of the entropy. Numerous
studies have already been made on the connection between entanglement entropy and black
hole entropy [16–19], but there is not yet a definitive answer regarding whether or not it is
the fundamental description of black hole entropy.

A difficulty in this regard is that the formula

S = tr ρ log ρ−1 (1.2)

is used by defining the density matrix relative to a spatial Cauchy hypersurface Σ. Simi-
larly, the cutoff that renders the entropy finite and quantifies it is defined relative to this
hypersurface. Harking back to the worries of Peierls in 1952, such a construction of en-
tanglement entropy lacks Lorentz invariance. Sorkin was also worried about this and in
2012 [20] he derived a covariant definition of spacetime entropy (including but more gen-
eral than entanglement entropy), using none other than the Peierls bracket. The other
major ingredient in this definition is the spacetime correlation function.3 This definition is
reviewed in section 3.

This brings us to the topic of the current paper. The definition given in [20] is limited
to the Gaussian theory. A question that arises is whether a covariant spacetime definition
of entropy can also be found for non-Gaussian and interacting theories. At first sight it
might seem like a difficult task. In the Gaussian theory, one has the ease of working with
only the two-point function. For a non-Gaussian and/or interacting field theory, one may
have to consider the higher n-point functions as well. In this case, there are two possibilities
for us to succeed in the generalization we seek: i) we find a natural generalization of the
formula in [20] (possibly a(n) (in)finite set of formulas) that includes the contributions
from all n-point functions, or ii) we find that not all n-point functions contribute to the
entropy.

In the present work, we find that up to first order in perturbation theory possibility (ii)
holds: two-point functions suffice to capture the entropy. Beyond first order, we are faced
with possibility (i). In particular we show explicitly how all higher-order correlators are
needed to fully capture the entropy at second order. We begin by considering a generic non-
Gaussian scalar theory with quartic perturbations to the quadratic Gaussian density matrix

2For example a statistical mechanical understanding of this entropy of the form S ∼
ln(number of microstates).

3See [21] for a prescription for obtaining the correlation function from the Peierls bracket as well.
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and we arrive at a formula for the entropy that is essentially the same as the one in [20]
up to first order. The difference in our case is that the perturbation-corrected two-point
correlation function enters the formula rather than the unperturbed one from the Gaussian
theory. We then prove that the same formula captures the first order contribution to the
entanglement entropy for any perturbation away from a (bosonic or fermionic) Gaussian
theory. This finding may also point towards a deeper understanding of the information
content of the (entanglement) entropy of a quantum field. At second order, we find that
a part of the entropy is still captured by the same formula as the previous two orders,
but the full second order contribution is not captured by it. We show that generically the
full second order correction contains contributions of all higher-order correlation functions.
Furthermore, we derive closed-form formulas for the entropy for arbitrary perturbations at
first and second order. These findings can facilitate several extensions of the current work
to more complicated interacting theories, in particular the extension of the formula in [20].

2 General quantum field theory for a real scalar theory

In this section we briefly discuss aspects of a general quantum field theory with a real scalar
field. Since we are interested in a spacetime formulation we will work in the Heisenberg
picture, loosely using the language of its axiomatizations such as the Haag-Kastler [22, 23]
and Wightman axioms [24, 25]. We will not attempt to make this presentation rigorous in
any way. For further details, see [26–30].

Given a spacetime (M, g) with manifold M and metric g, for any region R ⊂ M
we can associate a unital ?-algebra of observables called AR. These algebras must satisfy
certain properties. For example for any subregion R1 ⊂ R2 the corresponding algebras
are nested AR1 ⊂ AR2 . In order to ensure causality, the algebras for any causally disjoint
(with respect to the metric g) regions R1 and R2 must commute, i.e.

[O1,O2] = 0, ∀O1 ∈ AR1 , and ∀O2 ∈ AR2 . (2.1)

It is also required that if R1 contains a Cauchy surface Σ of R2, then

AR1 = AR2 . (2.2)

This requirement is essentially about the existence of dynamics. The logic is that observ-
ables outside the Cauchy surface Σ are determined by dynamical time evolution of the
theory. In other words, operators with support in R2 outside R1 can be constructed as
(fairly complicated) functions of operators in AR1 or just AΣ. Other requirements include
some form of automorphism under Poincaré transformations in Minkowski spacetime, or
a compatibility axiom in more general spacetimes [29]. The set of assignments R → AR
is sometimes called a net of local algebras. For a nested family of regions that satisfy
∪nRn =M, the net of local algebras can be used to construct the full spacetime algebra
by ∪nARn = AM.4

4Or by its closure under some appropriate topology.
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In addition to the algebra of observables, we also need a positive functional 〈·〉 : A → C,
such that 〈1〉 = 1, usually called a functional state. In more conventional language this
functional assigns expectation values to any given observable in A, and can therefore be
used to the construct correlation functions of the QFT.

It is useful to make the above construction more explicit.5 We will from now on think
of the algebras AR as being generated by a Hermitian scalar field φ(x) and the expectation
values from a given vacuum state |0〉. We can then generate the Hilbert space (up to other
superselection sectors) by the span of states of the form6

|ψ〉 = φ(x1) . . . φ(xn)|0〉, xi ∈ R. (2.3)

In order to construct this Hilbert space, we do not need the full spacetime algebra AM.
Thinking classically, we would expect that operators on a Cauchy surface Σ would be
enough to generate the full Hilbert space. But surprisingly according to the Reeh-Schleider
theorem [31, 32], in quantum field theory much less is needed; any open set R is sufficient
to generate a dense subspace of H.

2.1 Spacetime entanglement entropy

We now discuss what the entanglement entropy of a state ρ is relative to a spacetime region
R. In standard quantum mechanics we have a Hilbert space H associated to a Cauchy
surface Σ, where the algebra AΣ acts irreducibly on H, and a “vacuum” state ρ. Since the
full spacetime M is the domain of dependence of Σ, we have that AM = AΣ. Therefore
AM acts irreducibly on H and we can think of ρ as the global state.

Now consider the subregion R ⊂ M. In general, we cannot expect the subalgebra
AR to act irreducibly on the Hilbert space H. However, imagine that we can find another
Hilbert space HR where it does act irreducibly and a density matrix ρR in HR such that

〈O〉 = trH (ρO) = trHR (ρRO) , ∀O ∈ AR. (2.4)

In such a case we can define the entropy of ρ relative to the spacetime region R as [20]

S(R) = − trHR (ρR log ρR) . (2.5)

We can think of S(R) as a generalized entropy relative to any spacetime region R. In
special cases this can be interpreted as the conventional entanglement entropy; if there
exists a Cauchy surface Σ of the spacetime M, such that R ∩ Σ is a Cauchy surface for
R, then S(R) corresponds to the standard bipartite entanglement entropy (see figure 1).
Even in such cases, S(R) has the advantage over S(R ∩ Σ) of allowing for a covariant
spacetime cutoff. The cutoff plays a central role in the definition of the entropy in field
theory; without it the entropy would be infinite.

5This abstract construction is often preferred as the Stone-von Neumann theorem fails in QFT and there
can be inequivalent unitary representations of the algebra. As we are interested in entanglement of states,
it is nonetheless useful to work with explicit Hilbert spaces and ignore potential subtleties.

6Note that the operator φ(x) is a distribution-valued operator and there are problems with multiplying
these in order to generate AR. In a more careful approach we could, for any bounded test function f , define
the smeared operators φ(f) =

∫
M ddxf(x)φ(x) and work with these. In the following we will be less precise

and work with products of φ(x).
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M

Σ

D(R ∩ Σ)

R ∩ Σ

R

<latexit sha1_base64="+lO6TKfLPrxbWBF/0/VyFE2qzh4=">AAAAAHicrVZbb9s2FFa6S2zv0mZ93Asxx4CNSIIk22mGwEOxZsBehnXt0hawjYCiaJuwRAkktdQT/Av2Ngx72w/bjxmwQ8mSL3GbDJkeBPLw8Hzf+Xh0KD8JmVSO8/fBgw8+/Ojjw1q98cmnn33+8NHRF69knApCL0kcxuKNjyUNGaeXiqmQvkkExZEf0tf+/Jlef/0LFZLF/Ge1SOg4wlPOJoxgBaaro8M/R5xekziKMA+y0csEE6pYRC8YngocfccV5tOQRpSrZdYY+XTKeKbY/NeEEZUKumwMJcEhHTi2d2aWTAZZe7iQMzZRA8vu07djkgoBIZAfpzxgfAqDtzYBCxWd5biBWqMEq9kwEPjaTGKpMNH0BllASSywossxanum5XWQZaG2YzrFwDO9zrnerTeidhemiMcBRdlx0z1ebi1ZG2veam0NqmaMm36YUjPAckaDHK9foljdHAblwYYTFoYDQQMTiZUjhCZMkJACN9sj0fu9rX3ujcJbKpoMXNsxQf2FiWI4D6YWoK7jFhxRxc86K2XQg/NGo4Wq40MBw1HMg8ZtuuqgZK6j9ctoTpn3hgVZK1vudn73sLcHqzDzDJ7hlMwWSKZiAqncirNFvKCmo/wIJR/iBF0zNfuvIctzstwybjePC+qmvoD6jzl6cZcoutRpgMDA4QMceIlai13FdmxgbfeKiWsityw55NinnTX6/4lnubZXAVpgqTAtTWUNCjlfxBFmHMUTFNCEAgC/i4TrGq2AXdNbq1mBr2y5G+BtBLa+eUfs3TxdJ1EaqQuZ9e1VbMuDTwitpzptcNBCFv3A6lUORVMYKcYX6HgUAQNoaOgH3SLuRehUC11Weg8IoI15FyhB0vq9Qep07bXN6iWbRjhndB9KfdMrCWi1UDXzTjQb92SLTV+7dG8odNGuNHoxIjgpuHXuK1evKMyKnrMpFwxO9ujVt7/eL9ceggW/Yh/Uv/6+uu/el3u30FSwAE1igfQ+uLYarZ0urfv6bluGPCBwvhUUz2sOPpztS3OpD/J9l+3Voyb0/PxBNwfuatA0Vs/zq6OD3iiISao3kxBLOcyFzbBQDG6aZWOUSgqAczylQxhyHFE5zvI/iCVqgaXIdBLDNZ1bN3dkOJJyEfngqTWSu2vauG9tmKrJ2ThjPEkVtI4CaJKGSMVI/47APSUoUeFCX1hEMOCKyAwLKBuojS0UrZ+J9NsiQZGOnoTMF1gsygKDYpN2hMUcTkvCqWxYdW1GsUjguKYmwkLE13IJOru7qt4cvPJsFxrGT17z6bcrxWvGl8ZXRttwjSfGU+N747lxaZDDf2rNmlmz6rT+W/33+h+F64OD1Z7HxtZT/+tfDfv3YA==</latexit>

Figure 1. This figure illustrates how the spacetime entropy S(R) is related to the conventional
Cauchy surface entanglement entropy S(Σ′), where Σ′ ⊂ Σ. Consider the region R ⊂ M such
that ΣR ≡ R ∩ Σ is a Cauchy surface of R (or alternatively, R is contained within the domain of
dependence D(R∩Σ)). For such regions the entropy S(R) corresponds to the entropy S(Σ′ = ΣR),
which captures the bipartite entanglement entropy between ΣR and its complement in Σ.

2.2 Quantum Peierls brackets

Let φ(x) be a real scalar field, A an algebra generated by φ(x),H a Hilbert space on whichA
acts irreducibly, and ρ a density matrix on this Hilbert space. From the associative product
on A we can define a general commutator of the generators φ(x) such that [φ(x), φ(y)] ∈ A.
In particular (using the notation φi for φ(x)) we generally have something of the form[

φi, φj
]

=
∞∑
n=0

i∆ij,O1...On
(n) i1...in

∑
O1,...,On∈L

Oi11 . . .Oinn

= i∆ij
(0) + i

∑
O∈L

∆ij,O
(1) kO

k + i
∑

O1,O2∈L
∆ij

(2) klO
k
1Ol2 + . . . ,

(2.6)

where the indices i in Oi stand for various indices i = (x, µ1, µ2, . . . ), L ⊂ A is the set
of independent local operators generated from φ(x), and ∆ij,O1...On

(n) i1...in are c-numbers. Local
operators can in principle be constructed as sums of products of derivatives of φ7

L =
{
φ(x), ∂µφ(x), φ2(x), φ∂µφ(x), ∂µφ∂µφ(x), . . .

}
. (2.7)

Note that not all of these operators are scalars; they can be higher-rank tensors as well.
The c-numbers ∆ij,O1...On

(n) i1...in must naturally satisfy a set of constraints, such as causality and
the Jacobi identity.

The spacetime commutators (2.6) can be thought of as the commutators of operators
in the Heisenberg picture, or as quantum Peierls brackets.

7Note that products of operators at a single point are often singular. In reality, these products must be
defined in a more careful manner. In 1 + 1 dimensional CFTs this is done using point-split regularization
and a generalized normal-ordering prescription. More generally, this can be remedied by smearing.
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Let us define the Wightman correlation tensors for any positive integer n ∈ N as

W i1...in
(n) =

〈
φi1 . . . φin

〉
. (2.8)

In general we expect these to determine the theory fully. Due to hermiticity of φi, we have
the conditions

W
i1...in
(n) = W in...i1

(n) , (2.9)

where is complex conjugation. For the two-point correlation matrix this condition
is the standard hermiticiy condition W †(2) = W(2). Taking the expectation value of the
commutator we find that

W ij
(2) −W

ji
(2) = iΩij

= i∆ij
(0) + i

∑
O∈L

∆ij,O
(1) k〈O

k〉+ · · · , (2.10)

where iΩij is the expectation value of the right hand side of (2.6). For a free theory we have
that commutators of the Heisenberg operators are c-numbers [33, 34] (see also appendix C)
and thus

W ij
(2) −W

ji
(2) = i∆ij . (2.11)

The higher-rank correlation tensorsW i1...in
(n) are then fixed byW ij

(2) through Wick’s theorem.
However for more general interacting theories the higher-rank correlation tensors will be
necessary to specify the theory.

It is now clear that the entanglement entropy of ρ relative to a region R, S(R), can
be expressed in terms of W ij

(2) for a free theory. But for an interacting theory, we would
expect the higher correlators W i1...in

(n) to contribute as well

S(R) = f(W(2),W(3), . . . ). (2.12)

As a final remark, we note that not all theories are completely specified from the set
of n-point functions of local operators. For example, in gauge theories non-local operators
can exist such as line and surface operators [35].

3 Entropy for the gaussian theory

3.1 Computation using spacetime correlators ∆ and W

In this subsection we review the main results in [20]. We consider a free scalar field theory
in a Gaussian state. That the theory is free means that the equations of motion are linear.
As we have mentioned already, the spacetime commutator in this case is a c-number.

The two field theory correlators that we need to define the entropy are

i∆(x, x′) = [φ(x), φ(x′)], (3.1)

and8

W (x, x′) = 〈φ(x)φ(x′)〉. (3.2)
8Since we are considering a free theory, the only W(n) we will need is W(2). In this subsection we will

drop the subscript and refer to W(2) as simply W .
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As we have seen in (2.11), ∆ can be obtained from the anti-symmetric part of W . Other
useful relations between these two are

∆ = 2 Im(W ), W = R+ i∆/2, (3.3)

where R is real and symmetric. The field theory problem can be divided into a series of
calculations each involving a single degree of freedom q and p (see [20]). It suffices to derive
the entropy for one degree of freedom and the full entropy becomes a sum of this quantity
for all degrees of freedom. The most generic Gaussian density-matrix in a q-basis is

ρ(q, q′) ≡ 〈q|ρ|q′〉 = N e−A/2(q2+q′2)+iB/2(q2−q′2)−C/2(q−q′)2
, (3.4)

where A, B, C are constant parameters and N is a normalization constant that is fixed by
the condition trρ = 1. For (3.4) we get N =

√
A/π. We will work with (3.4) in this and

the next subsection.
Since the entropy S is dimensionless and invariant under unitary transformations

(S(ρ) = S(UρU †)), we expect it to depend on the symplectic invariant 〈qq〉〈pp〉−(Re〈qp〉)2 =
detR/ det ∆. The strategy will be to obtain ∆ and R in terms of A, B, C and then relate
Spec{∆−1R} = {iσ,−iσ} to these parameters, thereby getting S(σ). Also notice that
σ2 = detR/ det ∆. In terms of q and p, ∆ and R are

∆ = 2Im
(
〈qq〉 〈qp〉
〈pq〉 〈pp〉

)
=
(

0 1
−1 0

)
, (3.5)

R = Re
(
〈qq〉 〈qp〉
〈pq〉 〈pp〉

)
=
(
〈qq〉 Re〈qp〉
Re〈pq〉 〈pp〉

)
. (3.6)

We need the correlators 〈qq〉, 〈qp〉, 〈pq〉, and 〈pp〉 to obtain detR/ det ∆ in terms of A and
C. B drops out of this expression [20], so the entropy will not depend on it.

We carry out the expectation value computations with B set to zero in appendix A.1.
The results are

〈q̂q̂〉 = 1/(2A), 〈q̂p̂〉 = i/2, 〈p̂q̂〉 = −i/2, 〈p̂p̂〉 = A/2 + C. (3.7)

Putting the expressions above together we have

σ2 = 〈qq〉〈pp〉 − (Re〈qp〉)2 = 1/(2A)(A/2 + C)− 0 = 1/4 + C/(2A) (3.8)

which gives us the relation we need to switch between σ and the parameters A and C.
At this stage, a result from [19] can be used where the entropy is obtained in terms of
µ =

√
1+2C/A−1√
1+2C/A+1

as

S = −µ logµ+ (1− µ) log(1− µ)
1− µ . (3.9)

Using (3.8) we can rewrite (3.9) in terms of σ as

S = (σ + 1/2) log(σ + 1/2)− (σ − 1/2) log(σ − 1/2). (3.10)
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From here, further simplifying algebra is used to express (3.10) in terms of the eigenvalues
of ∆−1W which are Spec(∆−1W ) = {iω+, iω−} = Spec(∆−1R+ i/2) = {i(1/2+σ), i(1/2−
σ)} as

S = ω+ logω+ − ω− logω−. (3.11)

So far we have been considering the contribution of one degree of freedom to the
entropy. The final step in our review is to include the contribution of all the degrees of
freedom of the scalar field. As mentioned earlier, this can be done by summing over the
contributions of each individual degree of freedom. Labelling now the eigenvalues as λ,
where

Wv = iλ∆v, ∆v 6= 0, (3.12)

our final expression for the entropy of a Gaussian scalar field is

S =
∑
λ

λ ln |λ|. (3.13)

For some applications of (3.12)–(3.13), where the conventional spatial area law scaling with
the UV cutoff is obtained, see [36, 37].

3.2 Computation using replica trick

In this subsection, we derive the result of the previous subsection using the replica trick
with the density matrix (3.4). See also [38]. The replica trick [39] is

S = − tr (ρ log ρ) = − lim
n→1

∂

∂n
tr (ρn) , (3.14)

where n is analytically continued to 1. We must therefore compute tr (ρn). The trace is by
definition given by (with the notation qn+1 = q1)

tr (ρn) = Nn
∫
dq1 . . . dqn ρ(q1, q2)ρ(q2, q3) . . . ρ(qn, q1)

= Nn
∫
dnq exp

(
n∑
i=1

[
−A2 (q2

i + q2
i+1)− C

2 (qi − qi+1)2
])

= Nn
∫
dnq exp

(
−(A+ C)

n∑
i=1

q2
i + C

n∑
i=1

qiqi+1

)
. (3.15)

We can rewrite (3.15) more conveniently as

tr (ρn) = Nn
∫
dnq exp

(
−β(q1 − µq2)2 − . . .− β(qn − µq1)2

)
, (3.16)

where µ =
√

1+2C/A−1√
1+2C/A+1

as before, and β = 1
2

(
A
√

1 + 2C/A+A+ C
)
. In terms of

these new parameters the nth power of the normalization constant is Nn =
(
A
π

)n
=

|1− µn|n
(
β
π

)n
.

We next make the change of variables yi ≡ qi−µqi+1. In terms of the Jacobian matrix
J , dqi = ∂qi

∂yj
dyj = (J−1)ijdyj , where Jij = ∂yi

∂qj
= δij−µδi+1,j . For the full measure we have
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dnq = |J |−1dny, where |J | = |1 − µn| is the determinant. With the new variables, (3.16)
becomes

tr (ρn) = Nn|1− µn|−1
∫
dy1e

−βy2
1

∫
dy2e

−βy2
2

∫
. . .

∫
dyne

−βy2
n

= Nn|1− µn|−1
(
π

β

)n/2
= |1− µ|

n

|1− µn| , (3.17)

where we have substituted in the value of Nn in the last step.
Finally, we insert (3.17) into (3.14) and take the limit to obtain

S = − lim
n→1

∂

∂n
tr (ρn)

= − lim
n→1

∂

∂n

( |1− µ|n
|1− µn|

)
= − lim

n→1

log(1− µ)(1− µ)n

1− µn + log(µ)µn(1− µ)n

(1− µn)2

= −µ logµ+ (1− µ) log(1− µ)
1− µ . (3.18)

The entropy expression (3.18) is exactly that of (3.9), and from (3.9) we can follow the
same procedure as in section 3.1 that leads to (3.13).

4 Entropy for a perturbed theory

As a first extension of previous work in the Gaussian theory, we consider a non-Gaussian
theory. As in the previous section, we will compute the entropy independently via both
the correlators and the replica trick.

4.1 Computation using spacetime correlators ∆ and W

In this subsection we conjecture that to first order in perturbation theory, the entropy
formula in the Gaussian case stays the same, but with W and ∆ replaced by those of the
non-Gaussian theory. We will later return to the justification of this conjecture.9 With
this assumption, we carry out the correlator calculations of section 3.1 to first order in
perturbation theory.

We consider the density matrix (in a block)

ρqq′ = 〈q|ρ|q′〉 = Ne
−A/2(q2+q′2)−C/2(q−q′)2−

(
λ1

q4+q′4
2 +λ2(q3q′+qq′3)+λ3q2q′2

)
, (4.1)

which is the most generic (symmetric in q and q′) quartic perturbation to a Gaussian
density matrix in a block. By imposing that this density matrix is normalized (to first
order in λi) we get

N '

√
A

π

(
1 + 3

4A2 (λ1 + 2λ2 + λ3)
)
. (4.2)

9In section 4.2 we will carry out an independent calculation of the entropy using the replica trick. In this
replica trick calculation no assumptions are made regarding the form of the entropy and the result therein
will be used to compare to the result in the present subsection.
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With this matrix we obtain the following correlators (always to first order in λi)

〈q̂n〉 ' 〈q̂n〉g + (λ1 + 2λ2 + λ3)
( 3

4A2 〈q̂
n〉g − 〈q̂n+4〉g

)
, (4.3)

where the subscript g refers to the correlators in the Gaussian case. We can express the
remaining correlators in terms of 〈q̂n〉 as

〈p̂2〉 ' (A+ C) + (6λ1 + 6λ2 + 2λ3 −A2)〈q̂2〉 − 4A(λ1 + 2λ2 + λ3)〈q̂4〉 (4.4)

and
〈q̂p̂〉 = 〈p̂q̂〉 ' i

(
A〈q̂2〉+ 2(λ1 + 2λ2 + λ3)〈q̂4〉

)
= i/2 . (4.5)

The details of the computations of the above correlators can be found in appendix A.2.
The computation of σ2 (recall from equation (3.8)) reduces to

σ2 = 〈q̂2〉〈p̂2〉 − 0 ' (A+ C)〈q̂2〉 −A2〈q̂2〉〈q̂2〉
+2〈q̂2〉〈q̂2〉(3λ1 + 3λ2 + λ3)− 4A〈q̂4〉〈q̂2〉(λ1 + 2λ2 + λ3), (4.6)

and using (4.3) we get

σ2 ' (A+ C)
(
〈q̂2〉g + (λ1 + 2λ2 + λ3)

( 3
4A2 〈q̂

2〉g − 〈q̂6〉g
))

−A2
(
〈q̂2〉g〈q̂2〉g + 2〈q̂2〉g(λ1 + 2λ2 + λ3)

( 3
4A2 〈q̂

2〉g − 〈q̂6〉g
))

+2〈q̂2〉g〈q̂2〉g(3λ1 + 3λ2 + λ3)− 4A〈q̂4〉g〈q̂2〉g(λ1 + 2λ2 + λ3)

= 1
4 + C

2A −
3(A+ C)

2A3 (λ1 + 2λ2 + λ3) + 1
2A2 (3λ1 + 3λ2 + λ3). (4.7)

For later comparison we will compute the following quantity

µcorrelation = 2σ − 1
2σ + 1

' µ+ 3µ
(µ+ 1)(µ− 1)3λ1 + 3(µ+ 1)

2(µ− 1)3β2λ2 + 1 + µ+ µ2

(µ+ 1)(µ− 1)3β2λ3

(4.8)

to first order in perturbation theory. This is nothing but the quantity appearing in the
Gaussian spacetime entanglement entropy formula, computed perturbatively for a non-
Gaussian theory. We will investigate whether the entanglement entropy for the non-
Gaussian theory can be obtained from the formula (3.9), by replacing µ with µcorrelation.

4.2 Computation using replica trick

We will now compute the entanglement of the perturbed state

ρqq′ = 〈q|ρ|q′〉 = Ne
−A/2(q2+q′2)−C/2(q−q′)2−

(
λ1

q4+q′4
2 +λ2(q3q′+qq′3)+λ3q2q′2

)
(4.9)
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using the replica trick and perturbation theory. The trace of ρn can be parameterized in
the following way

tr (ρn) = Nn
∫
dnq exp

(
−1

2q
TMq + qαqβqγqδTαβγδ

)
,

= Nn
∫
dnq exp

(
−1

2q
TMq

) ∞∑
i=0

1
i! (q

αqβqγqδTαβγδ)i,
(4.10)

where the quartic perturbation tensor is given by

Tijk` = −λ1δijδjkδk` − λ2δijδjk(δk+1,` + δk−1,`)− λ3δijδj+1,kδk`, (4.11)

and the quadratic coefficient matrix is given by

Mij = 2(A+ C)δij − C (δi,j+1 + δi+1,j) ,
= 2β(1 + µ2)δij − 2βµ (δi,j+1 + δi+1,j) ,

(4.12)

with periodic convention of the indices i = n+1 = 1 (or in other words, the Kronecker delta
is over Zn and indices defined modulo n). In the second line we have used A = β(1− µ)2

and C = 2βµ.
It is useful to think of the above as the partition function of an interacting n-particle

system and define the following non-interacting correlation functions

〈〈O〉〉 ≡ 1
Z0

∫
dnq exp

(
−1

2q
TMq

)
O(q). (4.13)

The Gaussian partition function is given by

Z0 =
∫
dnq exp

(
−1

2q
TMq

)
=

√
(2π)n
detM =

(√
π
β

)n
|1− µn| , (4.14)

where in the last expression above we used (4.23). The equation (4.10) can now be expressed
in terms of familiar perturbation theory

tr (ρn) = NnZ0

∞∑
i=0

1
i!〈〈q

α1qβ1qγ1qδ1 · · · qαiqβiqγiqδi〉〉Tα1β1γ1δ1 · · ·Tαiβiγiδi . (4.15)

The O(Tm) correction requires a 4m-point 〈〈·〉〉 correlation function. In order to compute
the 4m-point correlator integrals, it is easier to first compute the integral

Z(J) = 1
Z0

∫
dnq exp

(
−1

2q
TMq + JT q

)
= exp

(1
2J

TM−1J

)
, (4.16)

and then compute the correlators by differentiation

〈〈qα1 · · · qα2m〉〉 = ∂2m

∂Jα1 · · · ∂Jα2m
Z(J)

∣∣∣
J=0

= 1
2mm!

∑
σ∈S2m

(
M−1

)
ασ(1)σ(2)

· · ·
(
M−1

)
ασ(2n−1)σ(2n)

.
(4.17)
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Note that this is nothing but Wick’s theorem with 〈〈qαqβ〉〉 =
(
M−1)

αβ . We can however
reduce this sum significantly as the terms have a lot of internal symmetry. Since M is a
symmetric matrix, any permutation of indices within a M−1 factor will give an identical
term. This leads to a multiplicity of 2 and thus in total 2m, if we use a convention that
removes this redundancy. Furthermore there is an m!-fold multiplicity since each term
is invariant under all permutations of the M−1 factors (or more precisely, their indices).
Therefore, we only need to consider a subset of permutations G ⊂ S2m

〈〈qα1 · · · qα2m〉〉 =
∑
σ∈G

(
M−1

)
ασ(1)σ(2)

· · ·
(
M−1

)
ασ(2n−1)σ(2n)

. (4.18)

Here we have defined the quotient of groups

G = S2m[∏m−1
i=0 S

(2i+1,2i+2)
2

]
×
[∏m−1

(i 6=j)=0 S
(2i+1,2j+1)
p,2

] , (4.19)

where S(i,j)
2 ⊂ S2m is the subgroup of swaps between the i’th and j’th elements only

and S(i,j)
p,2 ⊂ S2m (for odd i 6= j) are pairwise swaps of the (i, i + 1)’th elements with the

(j, j+1)’th elements. All these subgroups are isomorphic to S2. The number of inequivalent
permutations is thus |G| = (2m)!

2mm! . For example for a 4-point function (2m = 4), there are
3 different permutations.

As computed in appendix B, the inverse of M can be expressed in different ways

M−1
ij =

n∑
k=1

µ(k−i) (mod n)+(k−j) (mod n)

2(1− µn)2β
= 1
n

n−1∑
x=0

ei
2π
n
x(j−j′)

2β(1 + µ2)− 4βµ cos
[

2π
n x
] . (4.20)

This matrix is dense, but for our purposes we only need the diagonal

M−1
ii =

n−1∑
k=0

µ2k

2(1− µn)2β
= (µ2n − 1)

2(1− µn)2β(µ2 − 1) , (4.21)

and the next-to-diagonal elements

M−1
ii+1 = M−1

ii−1 =
∑n−2
k=0

(
µ2k+1 + µn−1

)
2(1− µn)2β

= (µn + µ2)
2µβ(µ2 − 1)(µn − 1) . (4.22)

Here we have used thatMii = M11 andMii+1 = M12 for any i. The determinant is given by

detM = 2n(1− µn)2βn. (4.23)

Substituting (4.18) and (4.11) into (4.15), to first order in T we get

tr (ρn) = NnZ0
(
1 + Tijk`

[
M−1
ij M

−1
k` +M−1

ik M
−1
j` +M−1

i` M
−1
jk

])
+O(T 2)

= NnZ0
(
1− n

[
(3λ1 + λ3)(M−1

11 )2 + 6λ2M
−1
12 M

−1
12 + 2λ3(M−1

12 )2
])

+O(λ2)
(4.24)

– 13 –



J
H
E
P
1
1
(
2
0
2
0
)
1
1
4

Since we know the explicit n-dependence of tr (ρn), we can find the entropy using the
replica trick from equation (3.14)

S = −µ logµ+ (1− µ) log(1− µ)
1− µ − 3µ logµ

(µ+ 1)(µ− 1)5β2λ1

− 3(µ+ 1) log µ
2(µ− 1)5β2 λ2 −

3(1 + µ+ µ2) log µ
(µ+ 1)(µ− 1)5β2 λ3 +O(λ2).

(4.25)

This is the entropy of the non-Gaussian theory up to first order in perturbation theory. We
would like to investigate whether there exists a µreplica such that the entanglement entropy
can be expressed in the following way

S = −µreplica logµreplica + (1− µreplica) log(1− µreplica)
1− µreplica

. (4.26)

We can express this quantity perturbatively as

µreplica = µ+
3∑
i=1

δµiλi +O(λ2). (4.27)

Inserting this into (4.26) and expanding to first order we get

S = −µ logµ+ (1− µ) log(1− µ)
1− µ − logµ

(µ− 1)2

3∑
i=1

δµiλi +O(λ2). (4.28)

By setting this equal to equation (4.25) and solving for δµi we find the following solutions

δµ1 = 3µ
β2(µ+ 1)(µ− 1)3 , δµ2 = 3(µ+ 1)

2β2(µ− 1)3 , δµ3 = 1 + µ+ µ2

β2(µ+ 1)(µ− 1)3 . (4.29)

We can thus parametrize the entanglement entropy in terms of the parameter

µreplica ' µ+ 3µ
β2(µ+ 1)(µ− 1)3λ1 + 3(µ+ 1)

2β2(µ− 1)3λ2 + 1 + µ+ µ2

β2(µ+ 1)(µ− 1)3λ3. (4.30)

By comparing this to equation (4.8), we see that

µreplica = µcorrelation. (4.31)

In other words µreplica, and thus also the entanglement entropy, is actually a spacetime
quantity and can be computed from spacetime correlators. The entanglement entropy
formula (3.9) appears to still hold beyond the Gaussian theory (where Wick’s theorem
holds).

5 Generalization to arbitrary perturbations and higher orders

Our result above, for the first order contribution to the entanglement entropy, continues
to hold for arbitrary perturbations. Namely, the first order (Gaussian or non-Gaussian)
perturbation of the entanglement entropy around a Gaussian state (bosonic or fermionic,
and involving an arbitrary number of degrees of freedom) is completely captured by the
two-point correlation function of the perturbed state. In this section we prove a general
theorem stating this, and we discuss some of its implications.
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5.1 Proof of the general case

We consider a bosonic10 system with N degrees of freedom, classical phasespace V and
separable Hilbert space HV . We can always choose a basis of linear observables11

ξ̂ = (ξ̂1, ξ̂2, . . . , ξ̂2N ) ≡ (q̂1, p̂1, . . . , q̂N , p̂N ), (5.1)

which satisfy the canonical commutation relations12

[ξ̂a, ξ̂b] = i Ωab, (5.2)

where a, b = 1, . . . , 2N and

Ω =
N⊕
i=1

(
0 1
−1 0

)
. (5.3)

In the context of field theory, we may refer to q̂i and p̂i rather as ϕ̂i and π̂i, i.e., as field
operators and their conjugate momenta. When taking the continuum limit, these operators
become operator-valued distributions, as commonly considered in algebraic quantum field
theory.

A phase space decomposition V = A⊕ B into subsystems A and B induces a Hilbert
space decomposition HV = HA⊗HB with operators ξ̂aA of the form OA⊗1B, i.e., they only
probe the state from the perspective of the subsystem A which could represent a causal
diamond in spacetime.

Let us consider a one-parameter family |ψε〉 of pure quantum states in HV , where we
require |ψ0〉 to be a Gaussian state. This induces a one-parameter family

ρε = trHB |ψε〉 〈ψε| (5.4)

of possibly mixed states by tracing out the degrees of freedom of HB. By construction, ρ0
is Gaussian and can therefore be written as ρ0 = e−ĤA/Z with Z = tr e−ĤA , where ĤA is
known as the “modular Hamiltonian”, which is quadratic for Gaussian states. This means
there exists a symmetric, real bilinear form hab with13

ĤA = 1
2hab ξ̂

a
Aξ̂

b
A . (5.5)

The entanglement entropy is given as a function Sε = − trHA(ρε log ρε), which can be
computed at ε = 0 from the two-point correlation function via (3.12)–(3.13).14 The first

10While we focus on the bosonic case, our derivation applies analogously to fermions by treating them in
a parallel way, as reviewed in [53].

11They are called linear observables, because classical qi : V → R and pi : V → R are linear maps on
phasespace.

12For fermions, ξ̂a represents Majorana modes that satisfy canonical anticommutation relations, i.e.,
{ξ̂a, ξ̂b} = Gab with positive definite bilinear form Gab.

13For fermions, we would have ĤA = i
2habξ̂

a
Aξ̂

b
A, where hab would be an antisymmetric and real bilinear

form.
14Compared to our earlier perturbations in terms of λ’s, one could think of ε as a perturbation along a

particular direction r̂ in parameter space: (λ1, λ2, λ3) = εr̂. This is essentially writing the parameters in
spherical coordinates.
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law of entanglement entropy [40–42] (see a brief derivation in the next subsection) states
that we have

Sε = S0 + ε
d

dε

∣∣∣∣
ε=0

tr(ĤA ρε) +O(ε2) . (5.6)

Since ĤA is quadratic (for both bosons and fermions), it only probes the two-point cor-
relation function of ρε. It therefore does not matter if |ψε〉 is perturbed in a Gaussian or
non-Gaussian way, as the entanglement entropy at linear order will only be sensitive to the
two-point correlation function

CabA (ε) = tr(ξ̂aAξ̂bAρε) (5.7)

of the state ρε which cannot be distinguished from a Gaussian state. We find15

S′0 = d

dε
〈ĤA〉

∣∣
ε=0 = 1

2hab
d

dε
CabA (ε)

∣∣
ε=0 . (5.8)

Put differently, for any highly non-Gaussian family ρε, we could define a Gaussian one-
parameter family ρ̃ε, such that tr(ξ̂aAξ̂bAρε) = tr(ξ̂aAξ̂bAρ̃ε). The entanglement entropy would
not be able to distinguish between the two at linear order around ρ0. This last point ensures
that the formula for the linear perturbation of the entanglement entropy will be the same
as expanding formulas (3.12)–(3.13) for Gaussian states, which explains the finding of the
previous sections.16

This result can also be interpreted geometrically as indicated in figure 2. The man-
ifold of pure Gaussian states M is a submanifold of the projective Hilbert space P(HV )
consisting of all pure states. At a Gaussian state ψ0, we have

Tψ0M⊂ Tψ0P(HV ) . (5.9)

Due to the fact that these tangent spaces are equipped with a natural Hilbert space inner
product enables us to decompose any linear perturbation δψ0 of a state ψ0 into two pieces,
namely

(δψ0)‖ ∈ Tψ0M and (δψ0)⊥ ∈ P(HV ) , (5.10)

which are orthogonal to each other. One can show that (δψ0)‖ captures the full change of
the covariance matrix [47], while (δψ0)⊥ only feels the change of higher order correlation
functions.17 In this picture, the entanglement entropy as a function of the pure state ψε at
ψ0 only depends on the Gaussian perturbation (δψ0)‖ = d

dεψε|ε=0.

15For fermions, we find almost the same expression, but the r.h.s. of (5.8) will contain an additional i.
16For fermions, there is an analogous formula derived in [53]. There is also a unified framework of

computing the entanglement entropy for both bosons and fermions in terms of the so-called linear complex
structure [44–46].

17If we allow for the change of the expectation values za = 〈ξ̂a〉, it will be part of our manifold M of
squeezed coherent Gaussian states. In this case, (δψ0)‖ will be fully determined by both the one- and
two-point correlation functions.
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mixed Gaussian states on HA

mixed states on HA

projective Hilbert space P(HV )

pure Gaussian statesM
ψε

δψ0

ρε
δρ0

(δρ0)‖ρ0

(δψ0)‖ψ0

Figure 2. We sketch how the manifold of pure Gaussian states on HV reduce to mixed states on
HA. Both manifolds contain the submanifolds of Gaussian states (indicated in red). A trajectory ψε
of pure states that intersect the manifold of pure Gaussian states reduces to a trajectory of mixed
states ρε = trB |ψε〉 〈ψε|. At the Gaussian state ψ0 and its reduction to ρ0 on HA, we can project its
derivative δψ0 = ψ′

0 and δρ0 = ρ′
0 onto the Gaussian tangent space, which is fully characterized by

the change of the two-point correlation function (see [47]). The linear change of the entanglement
entropy δS0 = S′

0 around ψ0 only depends on this projected component (δψ0)‖.

In summary, we proved the observation of the previous section in full generality (for
any non-Gaussian perturbation of a Gaussian state) using the properties of pure and mixed
Gaussian states. While we focused on the bosonic case, we commented at the relevant places
how we would arrive at the same conclusion for the linear perturbation of the entanglement
entropy around fermionic Gaussian states.

5.2 Analysis of second order

We would like to compute the higher order perturbations of the entanglement entropy. We
define ρε = e−Ĥε , where Ĥε is the modular Hamiltonian. We have

Sε = − tr(ρε log ρε) = S0 + ε S′0 + ε2 S′′0 +O(ε3) . (5.11)

As discussed in the previous subsection, the first order perturbation is well-known from
the first law of entanglement entropy and given by

S′ε = − tr
(
ρ′ε log ρε + ρερ

−1
ε ρ′ε

)
= −tr(ρ′ε log ρε) = tr(ρ′εĤε) , (5.12)

where we used that tr(ρ′ε) = tr(ρε)′ = 0 as the trace of a mixed state is constant and equal
to 1. Note that we did not need to worry about the ordering of the inverse of ρε, because the
expression was inside a trace where we can use cyclicity. If ρε were not invertible, we mean
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by ρ−1
ε the Penrose-Moore pseudo-inverse, where we invert on the orthogonal complement

of its kernel, without needing to change the resulting equations. As previously discussed,
the first order perturbation S′0 away from a Gaussian state (where Ĥ0 is quadratic) will
only depend on the change of the two point function of the state ρε.

The second order perturbation can then be computed as

S′′ε = −tr(ρ′′ε log ρε + ρ′ερ
−1
ε ρ′ε) . (5.13)

We see that this perturbation consists of two pieces. The first one will be the second order
change tr(ρ′′Ĥ) of the expectation value of the modular Hamiltonian, which will again
only depend on the change of the two-point function when perturbing a Gaussian state.
The second piece is less straightforward and given by −tr(ρ′20 ρ−1

0 ). It is expected that this
second piece will probe genuine non-Gaussian properties. Let us take a closer look at this
term. Pulling out the derivative from (ρ′ε)2 we get

(ρ′ε)2 = ∂

∂ε

(
ρ′ερε

)
− ρ′′ερε

= ∂

∂ε

∂

∂σ
(ρσρε)

∣∣∣∣
σ=ε
− ρ′′ερε

(5.14)

The second term above has vanishing contribution to S′′0 :

∂2

∂ε2
tr
(
ρερ0ρ

−1
0

)
= ∂2

∂ε2
tr (ρε) = 0. (5.15)

The first term yields

tr
(
(ρ′ε)2ρ−1

ε

) ∣∣∣∣
ε=0

= ∂

∂ε

∂

∂σ

(
ρσρερ

−1
0

) ∣∣∣∣
σ=ε

∣∣∣∣
ε=0

. (5.16)

Since ρε and ρσ do not commute, unless ε = σ, we have

Aσ,ε ≡ ρσρε = eHε+Hσ+ 1
2 [Hε,Hσ ]+.... (5.17)

Note that Aσ,ε is not in general a density matrix, nor even Hermitian. We can however use
a polar decomposition to decompose it into

Aσ,ε = ρσ,εUσ,ε, (5.18)

a positive Hermitian operator ρσ,ε and a unitary operator Uσ,ε. These operators are

ρσ,ε = (A†A)
1
2 = (ρερ2

σρε)
1
2 , and Uσ,ε = Aσ,ερ

−1
σ,ε = ρσρε(ρερ2

σρε)−
1
2 . (5.19)
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Here ρσ,ε = exp(Hσ,ε) is a two-parameter family of states where ρ0,0 = ρ2
0 is Gaussian, but

Hσ,ε is in general some interacting Hamiltonian. Recall that18 ρ−1
0 = Ze−H0 , then

tr
(
(ρ′ε)2ρ−1

ε

) ∣∣∣∣
ε=0

= Z
∂

∂ε

∂

∂σ
tr
(
ρσ,εUσ,εe

−H0
) ∣∣∣∣

σ=ε

∣∣∣∣
ε=0

= Z
∂

∂ε

∂

∂σ

∞∑
n=0

(−1)n

n! tr (ρσ,εUσ,εHn
0 )
∣∣∣∣
σ=ε

∣∣∣∣
ε=0

= Z
∂

∂ε

∂

∂σ

∞∑
n=0

(−1)n

2nn! ha1b1 · · ·hanbn
〈
Uσ,εξ

a1ξb1 · · · ξanξbn
〉
σ,ε

∣∣∣∣
σ=ε

∣∣∣∣
ε=0
(5.20)

Note that we can write Uσ,ε = exp(ihσ,ε), where hσ,ε is some Hermitian operator that
can be expanded as polynomials of ξa. Thus expanding the exponential of Uσ,ε in the
above expression, results in even higher-order correlators. From the higher-order correlators
in (5.20) it is evident that non-Gaussian terms will contribute to the second order S′′0 term.

We can derive very general formulas for the entanglement entropy of a system with a
single degree of freedom with a generic perturbation. In particular consider the Gaussian
state in (3.4) with the most general perturbation

(ρε)q,q′ = 1
Zε

exp
(
−A2 (q2 + q′2)− C

2 (q − q′)2 + εf(q, q′)
)
, (5.21)

where f(x, y) is an arbitrary symmetric analytic function of two variables corresponding
to the perturbation. For instance the three quartic perturbations considered in section 4
correspond to the functions

f1(x, y) = x4 + y4, f2(x, y) = x3y + xy3, and f3(x, y) = x2y2. (5.22)

In appendix D we compute S′0 and S′′0 for a single degree of freedom with arbitrary per-
turbations. In particular the second term of (5.13), (S′′0 )2 =− tr

(
(ρ′ε)2ρ−1

ε

)
which contains

the non-Gaussian contributions, is given by

(S′′0 )2 = 1
Z0

√
(2π)3

detG

[
f

(
∂

∂J1
,
∂

∂J2

)
− Z ′0
Z0

] [
f

(
∂

∂J2
,
∂

∂J3

)
− Z ′0
Z0

]
exp

(1
2J

TG−1J

) ∣∣∣∣
J=0

,

(5.23)
where we have defined

G ≡

 0 −C C

−C 2A+ 2C −C
C −C 0

 , J =

J1
J2
J3

 . (5.24)

Note that f
(

∂
∂J1

, ∂
∂J2

)
is a differential operator constructed out of the power expansion of

the analytic function f(x, y), where the variables are replaced by differential operators.
18There is a very compact way to compute ρ0 from the 2-point correlation function derived in [46]. For

this, it is best to express the two-point function in terms of the linear complex structure J as in [44]. This
gives ρ0 = exp (−qabξ̂aξ̂b)/Z where q = −iω arccoth(iJ) for bosons and q = ig arctanh(iJ) for fermions,
where ω is the inverse symplectic form (commutation relations), g the inverse metric (anti-commutation
relations) and the equations should be understood as matrix equations. Note that this formula only applies
to the Gaussian state ρ0 = ρ0,0.
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6 Summary, conclusions, and outlook

In this paper we reviewed the main results of [20], where a covariant definition of entropy
is proposed for Gaussian theories in terms of the spacetime two-point correlation function.
With the aim of generalizing these ideas to the interacting case, we sketched general prop-
erties of interacting theories and discussed expectations for the resulting entropy formula.
As a first step towards this goal, we considered generic perturbations away from the Gaus-
sian theory. We found that to first order the same formula holds also for non-Gaussian
theories with the correlators replaced by their perturbation-corrected versions.

Naively one would expect higher-order correlators to start contributing as we move
away from the Gaussian theory, but this is not the case up to first order of perturbation
theory. Only from second order on do we see that higher-order correlators contribute and
genuine non-Gaussian effects are observed. The formula in (5.20), expresses these genuine
non-Gaussian effects partially in terms of spacetime correlators, and thereby extends the
formula in [20] to interacting theories (up to second order). In future work, it would be
interesting to express this expression entirely and explicitly in terms of spacetime correla-
tors. Such a formulation in terms of spacetime correlators gives us a covariant definition
of entropy for interacting theories that is especially useful for the study of entanglement
entropy in general curved spacetimes.

Furthermore, we also derived closed-form formulas for the corrections of the entangle-
ment entropy in appendix D. Path-integral methods such as those in [48–50] would be a
natural setting to generalize these results to the field theory case.

As a final remark, one might also be able to make an interesting connection between
our findings and the horizon molecules in [51]; there may be a relation between horizon
molecules being links and the entropy up to first order being fully described by two-point
functions.
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A Computation of p and q correlators

We outline in this appendix the detailed computations of the correlators both for the
Gaussian and non-Gaussian theories used in the main text.

A.1 Correlators for Gaussian theory

We start from the density matrix

ρqq′ = 〈q|ρ|q′〉 = Nge
−A/2(q2+q′2)−C/2(q−q′)2

, (A.1)

where Ng ≡
√

A
π is the normalization constant. With this we obtain

〈q̂q̂〉 = tr(q̂2ρ) = Ng

∫
dq q2e−Aq

2 =
√
A/π

(√
π/4A3

)
= 1/(2A), (A.2)

〈q̂p̂〉 = tr(q̂p̂ρ) =
∫
dq1 dq2 dq3 qq1q2 pq2q3 ρq3q1

= Ng

∫
dq1 dq2 dq3 q1δ(q1 − q2)

×
(
−i ∂
∂q2

δ(q2 − q3)
)
e−A/2(q2

3+q2
1)−C/2(q3−q1)2

= −iNg

∫
dq1 dq2 q1δ(q1 − q2) ∂

∂q2
e−A/2(q2

2+q2
1)−C/2(q2−q1)2

= iNg

∫
dq Aq2e−Aq

2 = i/2. (A.3)

Since [q̂, p̂] = q̂p̂− p̂q̂ = i,

〈p̂q̂〉 = 〈q̂p̂〉 − 〈i〉 = i/2− i = −i/2. (A.4)

Finally, for the 〈p̂p̂〉 correlator,

〈p̂p̂〉 = tr(p̂2ρ) =
∫
dq1 dq2 dq3 pq1q2 pq2q3 ρq3q1

= Ng

∫
dq1 dq2 dq3

(
−i ∂
∂q1

δ(q1 − q2)
)(
−i ∂
∂q2

δ(q2 − q3)
)

×e−A/2(q2
3+q2

1)−C/2(q3−q1)2

= −Ng

∫
dq2

(
−(A+ C) +A2q2

2

)
e−Aq

2
2

= A+ C −A2〈q̂q̂〉 = A/2 + C. (A.5)

A.2 Correlators for non-Gaussian theory

Recall that our density matrix is

ρqq′ = 〈q|ρ|q′〉 = Ne
−A/2(q2+q′2)−C/2(q−q′)2−

(
λ1

q4+q′4
2 +λ2(q3q′+qq′3)+λ3q2q′2

)
. (A.6)
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With this density matrix we obtain the following correlators (always to first order in λi)

〈q̂n〉 = tr(q̂nρ) = N

∫
dq qne−Aq

2−(λ1+2λ2+λ3)q4

' N

∫
dq qne−Aq

2 (1− (λ1 + 2λ2 + λ3)q4
)

= N

Ng

(
〈q̂n〉g − (λ1 + 2λ2 + λ3)〈q̂n+4〉g

)
, (A.7)

where the subscript g refers to the correlator in the Gaussian case,

〈q̂n〉g ≡ Ng

∫
dq qne−Aq

2
. (A.8)

Since, from equation (4.2), N
Ng
'
(
1 + 3(λ1+2λ2+λ3)

4A2

)
, we can further write

〈q̂n〉 '
(

1 + 3(λ1 + 2λ2 + λ3)
4A2

)(
〈q̂n〉g − (λ1 + 2λ2 + λ3)〈q̂n+4〉g

)
' 〈q̂n〉g + (λ1 + 2λ2 + λ3)

( 3
4A2 〈q̂

n〉g − 〈q̂n+4〉g
)
. (A.9)

With this we can write the remaining correlators in a more compact form as follows.

〈p̂2〉 = tr(p̂2ρ) =
∫
dq1 dq2 dq3 pq1q2 pq2q3 ρq3q1

= N

∫
dq1 dq2 dq3

(
−i ∂
∂q1

δ(q1 − q2)
)(
−i ∂
∂q2

δ(q2 − q3)
)

×e−
A
2 (q2

3+q2
1)−C2 (q3−q1)2−λ1

q4
3+q4

1
2 −λ2(q3

3q1+q3q3
1)−λ3q2

3q
2
1

'
∫
dq3
(
A+ C −A2q2

3 + 6λ1q
2
3 − 4λ1Aq

4
3 + 6λ2q

2
3 − 8λ2Aq

4
3

+2λ3q
2
3 − 4λ3Aq

4
3
)
ρq3q3

= (A+ C)−A2〈q̂2〉+ 6λ1〈q̂2〉 − 4λ1A〈q̂4〉+ 6λ2〈q̂2〉 − 8λ2A〈q̂4〉
+2λ3〈q̂2〉 − 4λ3A〈q̂4〉 , (A.10)

〈p̂q̂〉 =
∫
dq1 dq2 dq3 pq1q2 qq2q3 ρq3q1

= N

∫
dq1 dq2

(
−i ∂
∂q1

δ(q1 − q2)
)
q2

×e−
A
2 (q2

2+q2
1)−C2 (q2−q1)2−λ1

q4
2+q4

1
2 −λ2(q3

2q1+q2q3
1)−λ3q2

2q
2
1

' −i
(
A〈q̂2〉+ 2(λ1 + 2λ2 + λ3)〈q̂4〉

)
= −i/2 , (A.11)

and finally we have

〈q̂p̂〉 = 〈p̂q̂〉 ' i
(
A〈q̂2〉+ 2(λ1 + 2λ2 + λ3)〈q̂4〉

)
= i/2 . (A.12)
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B Inverse of M-matrix

We are interested in computing the inverse of the matrix (4.12)

M =



2β(1 + µ2) 2βµ 0 · · · 0 2βµ
2βµ 2β(1 + µ2) 2βµ · · · 0 0

0 2βµ 2β(1 + µ2) 2βµ · · · 0
...

... . . . · · · . . . ...
0 · · · 0 2βµ 2β(1 + µ2) 2βµ

2βµ 0 0 · · · 2βµ 2β(1 + µ2)


, (B.1)

in order to compute correlation functions (4.17). There are several ways to do this. One
way is to note that the matrixM can be thought of as the matrix elements of a Hamiltonian
for a quantum particle on a ring with n sites and nearest-neighbour hopping

H =
n∑

j,j′=1
Mjj′c

†
jcj′

=
∑
j

2β(1 + µ2)c†jcj −
∑
〈ij〉

2βµc†jcj′ ,
(B.2)

where cj and c†j are creation and annihilation operators, respectively. Since this Hamilto-
nian has translation symmetry, momentum is a good quantum number. We can therefore
find the eigenvalues by a discrete Fourier transform over Zn

cj = 1√
n

∑
k

eikjck, (B.3)

giving us the spectrum

εk = 2β(1 + µ2)− 4βµ cos(k), k = 2π
n
x, x = 0, . . . n− 1. (B.4)

Since the matrix is diagonal in momentum space, we can invert it

M̃−1
kk′ = 1

εk
δkk′ , (B.5)

then Fourier transform this inverse matrix back to get

M−1
ij = 1

n

∑
k,k′

M̃−1
kk′e

−ikjeik
′j′

= 1
n

n−1∑
x=0

ei
2π
n
x(j−j′)

2β(1 + µ2)− 4βµ cos
[

2π
n x
] . (B.6)

Alternatively, we can use something similar to a Cholesky decomposition and write M =
QTQ where

Q =
√

2β


1 −µ

1 −µ
. . . . . .

−µ 1 −µ

 . (B.7)
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We can then write the inverse as M−1 = Q−1 (Q−1)T . The inverse of Q is given by

Q−1
ij = µ(j−i) mod n

(1− µn)
√
β
. (B.8)

From this we get another expression for the inverse of M

M−1
ij =

n∑
k=1

µ(k−i) (mod n)+(k−j) (mod n)

2(1− µn)2β
. (B.9)

This matrix is dense, but for our purposes we only need the diagonal

M−1
ii =

n−1∑
k=0

µ2k

2(1− µn)2β
= (µ2n − 1)

2(1− µn)2β(µ2 − 1) , (B.10)

and the next-to-diagonal elements

M−1
ii+1 = M−1

ii−1 =
∑n−2
k=0

(
µ2k+1 + µn−1

)
2(1− µn)2β

= (µn + µ2)
2µβ(µ2 − 1)(µn − 1) . (B.11)

Here we have used thatMii = M11 andMii+1 = M12 for any i. The determinant is given by

detM = 2n(1− µn)2βn. (B.12)

C Peierls bracket for interacting theories and non c-number commuta-
tors

We will here see a simple example of how interacting theories gain non c-number Peierls
brackets and commutators (of Heisenberg operators).19 Consider the equations of motion
for a φp+1 theory (

� +m2
)
φ(x) = λφp(x). (C.1)

We can perturbatively solve these equations with the following ansatz

φ(x) =
∑
n

λnφn(x), (C.2)

where each term satisfies the following differential equations(
� +m2

)
φ0 = 0,

(
� +m2

)
φn =

∑
n1+···+np+1=n

φn1 · · ·φnp . (C.3)

The sum should be understood as the sum of all possible choices of n1, n2, . . . np such
that n1 + · · · + np + 1 = n. We can express the solution in terms of the solution of the
unperturbed theory to, say, first order as

φ(x) = φ0(x) + λ

∫
dy GR(x, y)φp0(y) +O(λ2), (C.4)

19See also reference [52].
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where by GR and GA we will denote the retarded and advanced Green functions. The
Peierls bracket of the unperturbed theory is given by [6]

{φ0(x), φ0(y)} = ∆(x, y), (C.5)

where ∆ = GR − GA. Quantizing this theory, we will find c-number commutators of the
Heisenberg opeators. Using this Peierls bracket together with (C.4), we find the Peierls
bracket of the interacting field to be of the form

{φ(x), φ(y)} = ∆(x, y) + λ× (non c-number terms) +O(λ2). (C.6)

Here by “non c-number” terms we mean those containing polynomials of φ0. Quantizing
the interacting theory requires some care as the normal ordering of the non c-number terms
is ambiguous and must be chosen in a way that avoids any anomalies. The above illustrates
the connection between adding interactions in the Lagrangian and the appearance of non
c-number corrections in the interacting field commutator.

Generally, theories with c-number commutators are (generalized) free theories [34] and
those that have non c-number terms correspond to interacting theories. Actually, if any
truncated (connected) Wightman function of order 2n (n > 1) is zero then the theory
turns out to a be generalized free theory [33]. Thus interacting theories have non c-number
commutators and all their even truncated Wightman functions are non-zero.

D S′
0 and S′′

0 for a single degree of freedom and arbitrary perturbations

Consider a general perturbation

(ρε)q,q′ = 1
Zε

exp
(
−A2 (q2 + q′2)− C

2 (q − q′)2 + εf(q, q′)
)
, (D.1)

for any analytic symmetric function of two variables f(x, y). For the derivation we also
need the Gaussian part in operator form, which is given by

ρ̂0 = 1
Z̃0

exp
(
K
[
αq̂2 + βp̂2

])
, (D.2)

where
β = 〈q̂q̂〉 = 1

2A, α = 〈p̂p̂〉 = A

2 + C, (D.3)

and

K = − 1
2σ log

(
σ + 1

2
σ − 1

2

)
, Z̃0 =

√(
σ − 1

2

)(
σ + 1

2

)
. (D.4)

Note that σ2 = detR/ det ∆, or more specifically given by (3.8). Let us consider the
perturbative expansion of the entropy

Sε = S0 + εS′0 + ε2S′′0 +O(ε3). (D.5)

As discussed in the main text, the first two terms are given by

S′0 = −tr
(
ρ′0 log ρ0

)
and S′′0 = −tr

(
ρ′′0 log ρ0 + ρ′0ρ

−1
0 ρ′0

)
. (D.6)

In the following we will evaluate these expressions for the general perturbed state (D.1) in
terms of the perturbation function f(x, y).
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D.1 First order, S′0
The first order correction is

S′0 = −K tr
(
ρ′0

[
αq̂2 + βp̂2

])
− log Z̃0. (D.7)

One can easily compute the derivative of the density matrix, which is given by

(ρ′0)q,q′ =
[
f(q, q′)− Z ′0

Z0

]
(ρ0)q,q′ , (D.8)

where

Z
(n)
0 = dn

dεn
tr (ρε)

∣∣∣∣
ε=0

=
∫
dqfn(q, q)e−Aq2

,

=
√
π

A
fn
(
∂

∂J
,
∂

∂J

)
eJ

2/4A
∣∣∣∣
J=0

.

(D.9)

This expression is derived by first computing the Gaussian integral with a linear current
term g[J ] ≡

∫
dq e−Aq

2+Jq =
√

π
Ae

J2/4A. Note that ∂n

∂Jn g[J ]|J=0 =
∫
dq qne−Aq

2 . Since we
assumed that f(x, y) is analytic, it implies that f(q, q) is a polynomial or a power-series
and thus fn

(
∂
∂J ,

∂
∂J

)
g[J ]|J=0 =

∫
dq fn(q, q)e−Aq2 . We will use this trick several times in

the following.
All we have to do now is to insert (D.8) into (D.7) and evaluate the trace in the position

basis. Some of the terms are just two-point functions (D.3), while others can be evaluated
using the above mentioned trick (using integration by parts). The result is

S′0 = K D̂1e
J2/(4A)

∣∣∣∣
J=0

, (D.10)

where we have defined the differential operator

D̂1 ≡ −(A+ C)f
(
∂

∂J
,
∂

∂J

)
∂2

∂J2 + 1
2A

[
∂2

∂y2 f(x, y)
] ∣∣∣∣
x=y= ∂

∂J

−
[
∂

∂y
f(x, y)

] ∣∣∣∣
x=y= ∂

∂J

∂

∂J
−
[
σ − 3

4 −
log Z̃0
K

(Z0 − 1)
]
f

(
∂

∂J
,
∂

∂J

)
.

(D.11)

D.2 Second order, S′′0
The second order term can be split into two contributions

S′′0 = (S′′0 )1 + (S′′0 )2. (D.12)

The first contribution is given by

(S′′0 )1 = −tr
(
ρ′′0 log ρ0

)
(D.13)

and as argued earlier, this term is only sensitive to the Gaussian part of our state. The
second derivative of the density matrix is given by

(ρ′′0)q,q′ =
[(
f(q, q′)− 2Z

′
0

Z0

)
f(q, q′) +

(
−Z

′′
0
Z0

+ 2
(
Z ′0
Z0

)2)
f(q, q′)

]
(ρ0)q,q′ . (D.14)
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The calculation then proceeds in exactly the same way as for the first order term. The
‘Gaussian’ contribution to the second order term is

(S′′0 )1 = −
√
π

A
K D̂2e

J2/(4A)
∣∣∣∣
J=0

, (D.15)

where

D̂2 ≡
(
A

2 + C

)[
f2
(
∂

∂J
,
∂

∂J

)
− 2f

(
∂

∂J
,
∂

∂J

)
Z ′0
Z0

]
∂2

∂J2

− 1
2A

[
2 ∂
∂y

{(
f(x, y)− Z ′0

Z0

)
∂

∂y
f(x, y)

}

− 4A
(
f(x, y)− Z ′0

Z0

∂

∂y
f(x, y)

)
+
(
A2x2 −A− C

){
f2(x, y)− 2f(x, y)Z

′
0

Z0

}]∣∣∣∣∣
x=y= ∂

∂J

− log Z̃0
K

1 +

√
A

π

 f2
(
∂

∂J
,
∂

∂J

)
− 2f

(
∂

∂J
,
∂

∂J

)
Z ′0
Z0

+ A+ 2C
2K
√
Aπ

f2
(
∂

∂J
,
∂

∂J

)
(D.16)

The second part of the second order term contains all the non-Gaussian contributions
and is given by

(S′′0 )2 = −tr
(
ρ′0ρ
−1
0 ρ′0

)
. (D.17)

This term can be evaluated directly as integrals in the q-basis. The same Gaussian integral
trick we used earlier can also be used here, although now on a three-dimensional Gaussian
integral. The result is

(S′′0 )2 = 1
Z0

√
(2π)3

detG

[
f

(
∂

∂J1
,
∂

∂J2

)
− Z ′0
Z0

] [
f

(
∂

∂J2
,
∂

∂J3

)
− Z ′0
Z0

]
exp

(1
2J

TG−1J

) ∣∣∣∣
J=0

,

(D.18)
where we have defined

G ≡

 0 −C C

−C 2A+ 2C −C
C −C 0

 , J =

J1
J2
J3

 . (D.19)
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