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## 1 Introduction

Non-Abelian discrete symmetries were introduced to understand the theoretical origin of large lepton mixing angles observed in neutrino oscillation experiments. A popular approach is that the lepton flavour mixing is realised by the spontaneous symmetry breaking (SSB) of discrete flavour symmetries [1, 2]. This approach requires the introduction of new scalars called flavons. They get vacuum expectation values (VEVs), leading to SSB of the symmetry, and Yukawa couplings appear as the effective consequence of the VEVs of flavons (see, e.g., [3-5] for some recent reviews).

A different approach based on modular invariance [6, 7] was recently proposed in [8]. In the new approach, a finite modular symmetry $\Gamma_{N}$ (for level $N$ ) and a modulus field $\tau$ are assumed in models of leptonic masses and mixing, and the Yukawa couplings appear as modular forms of $\tau$ with an even modular weight [9]. This idea was generalised to multiple modular symmetries with moduli fields in [10]. The modular invariance approach enables models with few or no flavons. Interesting models which are trying to explain neutrino masses and lepton mixing have been constructed in different finite modular symmetries, specifically in $\Gamma_{2} \simeq S_{3}[11,12], \Gamma_{3} \simeq A_{4}[8,9,12-18], \Gamma_{4} \simeq S_{4}[10,19-23]$, and $\Gamma_{5} \simeq$ $A_{5}[24,25]$. Discussion was extended to the modular symmetry with a higher level $N=7$, $\Gamma_{7} \simeq P S L_{2}\left(Z_{7}\right) \simeq \Sigma(168)$ which includes complex triplet representations [26]. The modular invariance approach was also generalised to include odd-weight modular forms [27-29] and half-integer modular forms [30], which can be arranged into irreducible representations of the homogeneous finite modular groups $\Gamma_{N}^{\prime}$ and finite metaplectic group $\widetilde{\Gamma}_{4 N}$, respectively. Modular symmetries have also been applied to the quark flavours [12, 14, 31, 32]. An important ingredient of the modular invariance approach is the modulus field $\tau$ or moduli
fields as considered in the context of multiple modular symmetries [10]. Alternative to role of flavons in former flavour model construction, the modulus field play the essential rule in the SSB of flavour symmetry.

Although it is still not clear how the modulus gains a VEV in flavour models, some particularly interesting values of $\tau$, which are invariant under particular modular transformations, have taken particularly relevance in the literature. They are called stabilisers of the relevant modular transformation. These values may play important role in modular symmetry breaking and special mixing pattern. Such an idea was briefly discussed in [15] and [20], based on $\Gamma_{3} \simeq A_{4}$ and $\Gamma_{4} \simeq S_{4}$, respectively. Special values for $\tau$ might be obtained e.g. through orbifolding [33]. In [10], it has been explicitly proven that modular forms at a stabiliser preserve a residual subgroup of the finite modular symmetry and are eigenvectors of representation matrices of the relevant elements in the subgroup. Realistic models were constructed in the framework of multiple $S_{4}$ modular symmetries [10, 21], where stabilisers are crucial to achieve $\mathrm{TM}_{1}$ mixing. The new $\mathrm{TM}_{1}$ mixing patters are more predictive than those predicted in the flavon approach due to the intrinsic property of modular forms [21].

In this paper we introduce an algorithm to find stabilisers and then perform a systematic scan to find stabilisers for each element of finite modular groups for $N=2$ to 5 , i.e. $\Gamma_{2,3,4,5}$. A recent work [34] has similarly studied stabilisers (referred to as fixed points) in $\Gamma_{3,4}\left(A_{4}, S_{4}\right)$. Our results agree with those presented therein. A comparison of their methodology with ours will appear in section 3 . One of our main new results is that we present the complete list of stabilizers for $\Gamma_{2,5}$. The work of [34] is also useful to showcase the relevance of these results for model-building.

In section 2 we briefly review the framework of modular symmetries and stabilisers in general terms. Section 3 starts with an explanation of the algorithm, then its systematical application. We present the results in figures showing the stabilisers in the domains of the respective modular symmetries and we list them in tables displaying each group element and respective stabilisers. In section 4 we conclude.

## 2 Modular symmetry and stabilisers

### 2.1 Modular symmetry

The modular group $\bar{\Gamma}$ is made of elements acting on the complex modulus $\tau(\operatorname{Im}(\tau)>0)$ as linear fractional transformations:

$$
\begin{equation*}
\gamma: \tau \rightarrow \gamma \tau=\frac{a \tau+b}{c \tau+d} \tag{2.1}
\end{equation*}
$$

where $a, b, c, d$ are integers and the condition $a d-b c=1$ is satisfied. Each element of $\bar{\Gamma}$ can be represented by a two by two matrix ${ }^{1}$ up to an overall sign difference. Then, $\bar{\Gamma}$ is expressed to be

$$
\bar{\Gamma}=\left\{\left(\begin{array}{ll}
a & b  \tag{2.2}\\
c & d
\end{array}\right) /( \pm \mathbf{1}), a, b, c, d \in \mathbb{Z}, \quad a d-b c=1\right\}
$$

[^0]The modular group $\bar{\Gamma}$ is isomorphic to the projective spacial linear group $\operatorname{PSL}(2, \mathbb{Z})=$ $\operatorname{SL}(2, \mathbb{Z}) / \mathbb{Z}_{2}$. It has two generators, $S_{\tau}$ and $T_{\tau}$, satisfying $S_{\tau}^{2}=\left(S_{\tau} T_{\tau}\right)^{3}=e$. For later convenience and brevity, we define the order 3 generator $C_{\tau} \equiv S_{\tau} T_{\tau}$. The generators act on the modulus $\tau$ as

$$
\begin{equation*}
S_{\tau}: \tau \rightarrow-\frac{1}{\tau}, \quad T_{\tau}: \tau \rightarrow \tau+1 \tag{2.3}
\end{equation*}
$$

respectively. Representing them by two by two matrices, we obtain

$$
S_{\tau}=\left(\begin{array}{cc}
0 & 1  \tag{2.4}\\
-1 & 0
\end{array}\right), \quad T_{\tau}=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) .
$$

$\bar{\Gamma}$ is a discrete and infinite group. By requiring $a, d=1(\bmod N)$ and $b, c=0(\bmod N)$ with $N=2,3,4,5, \cdots$, we obtain a subset of $\bar{\Gamma}$ which is also an infinite group and labelled as $\bar{\Gamma}(N)$,

$$
\begin{align*}
\bar{\Gamma}(N)=\left\{\left(\begin{array}{cc}
n_{a} N+1 & n_{b} N \\
n_{c} N & n_{d} N+1
\end{array}\right) /( \pm \mathbf{1}),\right. & n_{a}, n_{b}, n_{c}, n_{d} \in \mathbb{Z}, \\
& \left.\left(n_{a} n_{d}-n_{b} n_{c}\right) N+n_{a}+n_{d}=0\right\} \tag{2.5}
\end{align*}
$$

The quotient group $\bar{\Gamma} / \bar{\Gamma}(N)$ is labelled as $\Gamma_{N}$. It is finite and called finite modular group. The finite modular group $\Gamma_{N}$ for $N \leq 5$ can also be obtained by imposing conditions $S_{\tau}^{2}=\left(S_{\tau} T_{\tau}\right)^{3}=T_{\tau}^{N}=e,{ }^{2}$ where the last condition can be achieved by identifying $\tau=\tau+N$ in the upper complex plane. Note that once $\tau=\tau+N$ is imposed, $\tau^{\prime}=\frac{-1}{\tau}=\frac{-1}{\tau+N}=\frac{-\tau^{\prime}}{N \tau^{\prime}-1}$ is automatically satisfied. In this way, the definition of $\Gamma_{N}$ can be written as

$$
\Gamma_{N}=\left\{\left(\begin{array}{ll}
a & b  \tag{2.6}\\
c & d
\end{array}\right) /( \pm \mathbf{1}), a, b, c, d \in \mathbb{Z}_{N}, a d-b c=1\right\}
$$

For $N$ taking some small number, $\Gamma_{N}$ is isomorphic to a permutation group, in particular, $\Gamma_{2} \simeq S_{3}, \Gamma_{3} \simeq A_{4}, \Gamma_{4} \simeq S_{4}$ and $\Gamma_{5} \simeq A_{5}$ [35]. In this work we will tend to refer to the groups in $\Gamma_{N}$ notation. The fundamental domains for each of these will appear in section 3.

### 2.2 Stabilisers and residual modular symmetries

We now discuss the target space of modular symmetry, as we are interested in finding the full stabilisers of a finite modular group.

We label the fundamental domain of $\bar{\Gamma}$ and $\bar{\Gamma}(N)$ as $\mathcal{D}$ and $\mathcal{D}(N)$, respectively. The fundamental domain $\mathcal{D}$ is defined as follows. Given a point $\tau$ in the upper complex plane, acting all modular transformations of $\bar{\Gamma}$ on $\tau$ forms an orbit of the point $\tau$. The fundamental domain $\mathcal{D}$ of $\bar{\Gamma}$ represents a minimal connected region of $\tau$. In this region, every orbit of $\bar{\Gamma}$

[^1]intersects $\mathcal{D}$ in at least one point, and each orbit that intersects the interior of $\bar{\Gamma}$ intersects $\mathcal{D}$ in no more than one point. Similarly, one defines the fundamental domain $\mathcal{D}(N)$ of $\bar{\Gamma}(N)$.

Acting $\bar{\Gamma}$ on $\mathcal{D}$ generates $\mathcal{C} \equiv \mathbb{C}_{+} \cup\{$ cusps $\}$, namely, the upper complex plane $(\operatorname{Im}(\tau)>$ 0 ) with cusps on the real axis. On the other hand, acting $\bar{\Gamma}(N)$ on $\mathcal{D}(N)$ generates the same space. Therefore, we have

$$
\begin{equation*}
\mathcal{C}=\bar{\Gamma} \mathcal{D}=\bar{\Gamma}(N) \mathcal{D}(N) . \tag{2.7}
\end{equation*}
$$

Since $\Gamma_{N}$ represents the quotient group $\bar{\Gamma} / \bar{\Gamma}(N)$, we further have $\bar{\Gamma} \mathcal{D}=\bar{\Gamma}(N) \Gamma_{N} \mathcal{D}$. Comparing with the former equation, we obtain

$$
\begin{equation*}
\mathcal{D}(N)=\Gamma_{N} \mathcal{D} . \tag{2.8}
\end{equation*}
$$

$\mathcal{D}(N)$ forms the full target space of $\Gamma_{N}$. Any transformation $\gamma \in \Gamma_{N}$ acting on $\mathcal{D}(N)$ leaves $\mathcal{D}(N)$ invariant, $\gamma \mathcal{D}(N)=\mathcal{D}(N)$. On the other hand, acting each element $\gamma$ of $\Gamma_{N}$ on the fundemental domain of $\bar{\Gamma}$ generates another fundamental domain, i.e., $\gamma \mathcal{D} \neq \mathcal{D}$.

Given an element $\gamma$ in the modular group $\Gamma_{N}$, a stabiliser of $\gamma$, which may not be unique, corresponds to a fixed point $\tau_{\gamma}$ either in the interior or on the boundary of the fundamental domain $\mathcal{D}(N),{ }^{3}$ which satisfies $\gamma \tau_{\gamma}=\tau_{\gamma}$. Some of the properties satisfied by stabilisers are discussed below.

- Since each orbit of $\bar{\Gamma}$ intersects the interior of $\mathcal{D}$ in no more than one point, a stabiliser of $\gamma \in \Gamma_{N}$ should be located only on either an edge or cusp of one fundamental domain of $\bar{\Gamma}$.
- A stabiliser of $\gamma$ is also a stabiliser of $\gamma^{2}, \gamma^{3}, \cdots$, since $\gamma^{2} \tau_{\gamma}=\gamma \tau_{\gamma}=\tau_{\gamma}$. Therefore, once the modular field $\tau$ gain a VEV at such a stabiliser, $\langle\tau\rangle=\tau_{\gamma}$, an Abelian residual modular symmetry $Z_{\gamma}=\left\{\mathbf{1}, \gamma, \gamma^{2}, \cdots\right\}$ is preserved.
- Given a stabiliser $\tau_{\gamma}$ of $\gamma, \gamma_{1} \tau_{\gamma}$ is a stabiliser of the conjugate $\gamma_{1} \gamma \gamma_{1}^{-1}$. This is simply proven as $\gamma_{1} \gamma \gamma_{1}^{-1} \gamma_{1} \tau_{\gamma}=\gamma_{1} \gamma \tau_{\gamma}=\gamma_{1} \tau_{\gamma}$. A specific consequence is that if there is an element $\gamma_{1}$ which is not equal to $\gamma$ but permutes with $\gamma, \gamma=\gamma_{1} \gamma \gamma_{1}^{-1}$, and then both $\tau_{\gamma}$ and $\gamma_{1} \tau_{\gamma}$ are stabilisers of $\gamma$. Therefore, one modular transformation of $\Gamma_{N}$ may have several different stabilisers in $\mathcal{D}(N)$.

Given $a, b, c$ and $d$ for any element $\gamma \in \Gamma_{N}$ with $a, b, c$ and $d$ being integers and $a d-b c=1$, the most general $2 \times 2$ matrix of $\gamma$ should be written as

$$
\gamma=\eta\left(\begin{array}{ll}
N n_{a}+a & N n_{b}+b  \tag{2.9}\\
N n_{c}+c & N n_{d}+d
\end{array}\right),
$$

where $n_{a}, n_{b}, n_{c}$ and $n_{d}$ are any integers and satisfy $N n_{a} n_{d}+a n_{d}+d n_{a}=N n_{b} n_{c}+b n_{c}+c n_{b}$ and $\eta= \pm 1$. Stabilisers of $\gamma$ can be obtained by solving the following equations

$$
\begin{equation*}
\frac{\left(N n_{a}+a\right) \tau+N n_{b}+b}{\left(N n_{c}+c\right) \tau+N n_{d}+d}=\tau . \tag{2.10}
\end{equation*}
$$

[^2]Solutions of $\tau$ must be located in $\mathcal{D}(N)$, which is always achieved by selecting a typical set of integers $n_{a}, n_{b}, n_{c}$ and $n_{d}$. Using these conditions, we are able to obtain full lists of stabilisers for all modular transformations of $\Gamma_{N}$.

Here we show stabilisers for the generator $S_{\tau}$ of $\Gamma_{2}$, where $S_{\tau}^{2}=e$. The element $S_{\tau}$ can be represented as

$$
S_{\tau}=\left(\begin{array}{cc}
0 & 1  \tag{2.11}\\
-1 & 0
\end{array}\right)=\left(\begin{array}{cc}
0 & 1 \\
-1 & 2
\end{array}\right)=\left(\begin{array}{cc}
0 & 1 \\
-1 & -2
\end{array}\right),
$$

where we have taken $n_{a}=n_{b}=n_{c}=0$, and $n_{d}=0,1,-1$, from left to right. For these possibilities, we solve $S_{\tau} \tau=\tau$ and obtain

$$
\begin{equation*}
\tau_{S_{\tau}, 1}=i, \quad \tau_{S_{\tau}, 2}=1, \quad \tau_{S_{\tau}, 3}=-1 \tag{2.12}
\end{equation*}
$$

where $\tau_{S_{\tau}, 1}, \tau_{S_{\tau}, 2}$ are different stabilisers of $S_{\tau}$ in $\mathcal{D}(2)$. Given the relation $\tau=\tau+N$, we find that $\tau_{S_{\tau}, 2}=\tau_{S_{\tau}, 3}$. It should be obvious that some choices of $n_{a}, n_{b}, n_{c}, n_{d}$ lead to stabilisers outside $\mathcal{D}(N)$, making it such that not all sets of integers are fruitful, and making this list finite.

Modular forms of a given weight $k$ and for a given level $N$ are simply holomorphic functions (of $\tau$ ) which transform in a specific way under $\Gamma_{N}$ :

$$
\begin{equation*}
Y_{I}(\gamma \tau)=(c \tau+d)^{-2 k} Y_{I}(\tau) . \tag{2.13}
\end{equation*}
$$

Modular forms are particularly important, as they are the building blocks of models based on invariance under a modular symmetry, similar to irreducible representations. Fields and couplings are assigned as modular forms and invariant terms are built from combining them in an appropriate way.

It is obvious that acting $\gamma$ on a modular form at its stabiliser leaves the modular form invariant, i.e.,

$$
\begin{equation*}
\gamma: Y_{I}\left(\tau_{\gamma}\right) \rightarrow Y_{I}\left(\gamma \tau_{\gamma}\right)=Y_{I}\left(\tau_{\gamma}\right) . \tag{2.14}
\end{equation*}
$$

Following the standard transformation property eq. (2.13), $Y_{I}\left(\gamma \tau_{\gamma}\right)=\left(c \tau_{\gamma}+\right.$ $d)^{2 k} \rho_{I}(\gamma) Y_{I}\left(\tau_{\gamma}\right)$, we obtain

$$
\begin{equation*}
\rho_{I}(\gamma) Y_{I}\left(\tau_{\gamma}\right)=\left(c \tau_{\gamma}+d\right)^{-2 k} Y_{I}\left(\tau_{\gamma}\right), \tag{2.15}
\end{equation*}
$$

where $\rho_{I}(\gamma)$ is the representation matrix of $\gamma$. This equation lead us to the following important properties for the stabiliser and the modular form [10]:

- A modular form multiplet at a stabiliser, that is $Y_{I}\left(\tau_{\gamma}\right)$, is an eigenvector of the representation matrix $\rho_{I}(\gamma)$ with corresponding eigenvalue $\left(c \tau_{\gamma}+d\right)^{-2 k}$.
- The stabiliser $\tau_{\gamma}$ satisfies $\left|c \tau_{\gamma}+d\right|=1$ since $\left(c \tau_{\gamma}+d\right)^{-2 k}$ is an eigenvalue of a unitary matrix.

A special case is that when $\left(c \tau_{\gamma}+d\right)^{-2 k}=1$ is satisfied, $\rho(\gamma) Y\left(\tau_{\gamma}\right)=Y\left(\tau_{\gamma}\right)$, and we recover the residual flavour symmetry generated by $\gamma$. In general, the eigenvalue does not need to be fixed at 1 in the framework of modular symmetry.

## 3 Stabilisers for finite modular groups

A straightforward way to understand how to find an extensive list of stabilisers, is to make use of disjoint sections of the domain of $\Gamma_{N}$. In the following, we take $\mathcal{D}$ to be the domain defined as $\{\tau \in \mathbb{C}:|\tau|>1,|\Re(\tau)|<1 / 2\}$, combined with a suitable choice of boundaries. These disjoint (barring boundaries) regions are obtained by acting all elements of $\Gamma_{N}$ on $\mathcal{D}$, and span the fundamental domain of the group (cf. eq. (2.8)). As such, all points in $\gamma \mathcal{D}$ for $\gamma \in \Gamma_{N}$ are bijectively related to points in $\mathcal{D}$, in a one-to-one mapping. This is the property we exploit to find an extensive list of all stabilisers in $\Gamma_{N}$.

Since, excluding boundaries, acting any element $\gamma$ on $\tau$ will transform it from $\mathcal{D}_{\tau}$ to $\gamma \mathcal{D}_{\tau}$, then for any non-boundary point to be a stabiliser ( $\gamma \tau=\tau$ ), it would require $\gamma \mathcal{D}_{\tau}=\mathcal{D}_{\tau}$, and thus $\gamma=e$. On the other hand, for a point $\tau$ on the boundary of $\mathcal{D}$, it is possible to act $\gamma$ such that the point remains on $\mathcal{D}$, if $\mathcal{D}$ and $\gamma \mathcal{D}$ share a border. This is succintly put in the first properties satisfied by stabilisers, shown in section 2.2. Hence, if it is possible to find $\gamma_{1} \tau=\gamma_{2} \tau$, with $\gamma_{1} \neq \gamma_{2}$, for any boundary point, then $\gamma_{1} \gamma_{2}^{-1} \tau=\tau$.

Exploring the boundaries of $\mathcal{D}$, there are four well-known stabilisers [20] (where they appear with different notation):

- $\tau_{1}=i, \gamma_{1}=S_{\tau}, \gamma_{2}=e$
- $\tau_{2}=\frac{1}{2}+\frac{i \sqrt{3}}{2}, \gamma_{1}=T_{\tau}, \gamma_{2}=S_{\tau}$
- $\tau_{3}=-\frac{1}{2}+\frac{i \sqrt{3}}{2}, \gamma_{1}=T_{\tau}^{N-1}, \gamma_{2}=S_{\tau}$
- $\tau_{4}=i \infty, \gamma_{1}=T_{\tau}, \gamma_{2}=e$

Given the stabilisers in $\mathcal{D}$, it is possible to propagate these onto the remaining sections, by acting all elements of $\Gamma_{N}$ on the stabilisers. Since these will span the entire (fundamental) domain of $\Gamma_{N}$, a list of stabilisers arises, containing all non-equivalent possibilities. It is noteworthy to say that, while the specific methodology holds for any choice of Domain, the upper complex plane does has a many-to-one mapping to the domain of $\Gamma_{N}$. Namely, due to the relation $T_{\tau}^{N}=e$, we have

$$
\begin{equation*}
\tau=\frac{\tau}{1+n_{1} N \tau}+n_{2} N, \quad n_{1}, n_{2} \in \mathbb{Z} \tag{3.1}
\end{equation*}
$$

Thus, there are an infinite number of points in the upper complex plane which are equivalent to each other, for $\Gamma_{N}$. As such, the lists obtained show the stabilisers $\tau$, where $\tau$ belongs to our chosen domain. That is not to say that there are no other points in $\mathcal{C}$ which stabilise a certain element of $\Gamma_{N}$, but rather that those elements are equivalent to one of the stabilisers given here. One may also naively think that a certain point is not stabilised by its corresponding element. Again, this is due to the redundancy of points in $\mathcal{C}$, shown in eq. (3.1).

Lastly, after finding the full list of stabilisers, one needs to find the element $\gamma$ for which $\gamma \tau=\tau$. The methodology for the whole process is a straightforward 3 -step computation:

1. Take $\tau=\tau_{i}$, where $\tau_{i}=\gamma_{i} \tau_{i}, i=1, \ldots, 4$ is a stabiliser of $\mathcal{D}$;


Figure 1. An example of the applied methodology to find the stabilisers of $\Gamma_{N}$. The example shown is for $\Gamma_{2}$, where the arrows denote the actions of different elements, $\gamma^{-1}, \gamma_{i}, \gamma$, for $1,2,3$ respectively, following the convention of the text.
2. Act $\gamma$ on $\tau: \tau^{\prime}=\gamma \tau$. Compute $\gamma^{-1}$;
3. The element that stabilises $\tau^{\prime}$ is given by $\gamma^{-1} \gamma_{i} \gamma$.

The idea behind this simple process is exemplified in figure 1. By comparing with the methodology exposed above, we see that we act $\gamma$ on $\tau=i$, to find $\tau^{\prime}$. Then, the element that stabilises $\tau^{\prime}$ is $\gamma^{-1} \gamma_{i} \gamma$, where each action is represented by an arrow. Namely, $\gamma^{-1}$, $\gamma_{i}$, and $\gamma$ are shown by arrows 1,2 , and 3 , respectively.

This procedure is also presented in [34]. Here, we complement this procedure with the second property of stabilisers shown in section 2 (if $\tau$ is a stabiliser of $\gamma$, then it is also a stabiliser of powers of $\gamma$ ) to achieve a more complete list of stabilisers for each element.

In the following subsections, we show the fundamental domain $\mathcal{D}(N)^{4}$ of $\bar{\Gamma}(N)$ for $N=2,3,4,5$. The complete lists of stabilisers for all elements of $\Gamma_{N}$ are found both in the domain, and separately in a table with its corresponding stabilising element. A given element can be stabilised by more than one stabiliser, and further, a stabiliser for a specific element necessarily also stabilises powers of that element and therefore preserves the associated cyclic subgroup. The elements are listed according to their conjugacy classes. In general, stabilisers are located at special points in the complex plane, namely in intersections or midway points in the domains of each group. This makes intuitive sense particularly when considering the association of these $N \leq 5$ groups to geometric objects (triangle, tetrahedron, cube or octahedron, dodecahedron or icosahedron) and the possible mapping between the fundamental domains in complex space and these objects. Given

[^3]that there are redundancies in the boundaries of $\mathcal{D}(N)$, we choose to keep only one choice for the stabiliser in the table (we opt for the right-most $\tau$, i.e. the one with largest real part), and also show a list of equivalencies between relevant boundary points for $\Gamma_{N}$.

Even though these finite modular groups can be generated by a minimal set of 2 elements $S_{\tau}$ and $T_{\tau}$, it was convenient for us to identify each group element through 3 (related) generators $S_{\tau}, T_{\tau}$ and $C_{\tau}=S_{\tau} T_{\tau}$ (note that while the order of $T_{\tau}$ is $N$, for $\Gamma_{N}$, the order of $S_{\tau}$ is 2 and the order of $C_{\tau}$ is 3 , regardless). For a given irreducible representation (the doublet of $\Gamma_{2}$ and triplets of the remaining groups) we present in a specific basis the elements $S_{\tau}$ and $T_{\tau}$ in the respective subsection, as well as an example of what is the modular form for that representation at a given stabiliser.

## $3.1 \quad \Gamma_{2}$ and its stabilisers

In the framework of modular symmetry, $\Gamma_{2}$ is obtained by fixing $N=2$, such that we have $S_{\tau}^{2}=\left(S_{\tau} T_{\tau}\right)^{3}=T_{\tau}^{2}=e . \Gamma_{2}$ is isomorphic to $S_{3}$, the group of permutations of 3 objects and the symmetry of the equilateral triangle. We relate the generators $S_{\tau}$ and $T_{\tau}$ to a conventional set of generators in cycle notation, e.g. $S_{\tau}=(12)$ and $T_{\tau}=(31)$, where the equalities between generators of the modular group and of the cycle notation generators of $S_{3}$ (or the symmetries of the triangle) are taken in the sense of the isomorphism relating them. The 6 elements are then $\left\{e, S_{\tau}, T_{\tau}, S_{\tau} T_{\tau}, T_{\tau} S_{\tau}, T_{\tau} S_{\tau} T_{\tau}\right\}$ with $S_{\tau} T_{\tau} S_{\tau}=T_{\tau} S_{\tau} T_{\tau}=(23)$. The conjugacy classes are the $\{e\}$, the 3 -cycles (3-fold rotations of the triangle) $\left\{S_{\tau} T_{\tau}, T_{\tau} S_{\tau}\right\}=\{(123),(321)\}$ and the 2 -cycles (reflections of the triangle) $\left\{S_{\tau}, T_{\tau}, T_{\tau} S_{\tau} T_{\tau}\right\}=\{(12),(31),(23)\}$. We recall also our definition of $C_{\tau} \equiv S_{\tau} T_{\tau}$.

We depict the fundamental domain of $\Gamma_{2}$ and the location of the stabilisers in the complex plane in figure 2. Table 1 has a complete list of stabilisers. For $S_{3}$, the relevant redundancies are:

$$
\begin{equation*}
\frac{1}{2}+\frac{i}{2}=-\frac{1}{2}+\frac{i}{2}, \quad 1=-1 \tag{3.2}
\end{equation*}
$$

For the sake of clarity, we show here a proof of the first redundancy shown, since it also helps understand why $\tau=\frac{1}{2}+\frac{i}{2}$ is a stabiliser of $T_{\tau}$. Although we are adressing this issue specifically for $\Gamma_{2}$, the reasoning holds for the remaining modular symmetries here shown. Let us start with the element $\gamma=S_{\tau} T_{\tau} S_{\tau} T_{\tau} S_{\tau}$. It is easily seen that $\gamma$ stabilises $\tau=\frac{1}{2}+\frac{i}{2}$ :

$$
\begin{equation*}
\frac{1}{2}+\frac{i}{2} \xrightarrow{S_{\tau}}-1+i \xrightarrow{T_{\tau}} i \xrightarrow{S_{\tau}} i \xrightarrow{T_{\tau}} 1+i \xrightarrow{\tau=\tau+N}-1+i \xrightarrow{S_{\tau}} \frac{1}{2}+\frac{i}{2} \tag{3.3}
\end{equation*}
$$

Additionally, it can be shown that $\gamma=T_{\tau}$, for the case of $\Gamma_{2}$ :

$$
\begin{equation*}
\gamma=\left(S_{\tau} T_{\tau} S_{\tau} T_{\tau} S_{\tau}\right)\left(T_{\tau} T_{\tau}^{-1}\right)=\left(S_{\tau} T_{\tau} S_{\tau} T_{\tau} S_{\tau} T_{\tau}\right) T_{\tau}=T_{\tau} \tag{3.4}
\end{equation*}
$$

where we used $T_{\tau}^{-1}=T_{\tau}$, and $\left(S_{\tau} T_{\tau}\right)^{3}=e$. Hence, we see that, for $\Gamma_{2}, \gamma \tau_{\gamma}=-\frac{1}{2}+\frac{i}{2}=\frac{1}{2}+\frac{i}{2}$, and $T_{\tau} \tau_{\gamma}=\tau_{\gamma}$, for $\tau_{\gamma}=\frac{1}{2}+\frac{i}{2}$.

This could also be shown using eq. (3.1), by taking $n_{1}=-1, n_{2}=0$, and obviously $N=2$. Although this may not always be possible by a single application of eq. (3.1), multiple consecutive applications of this relation would link any two redundant points.


Figure 2. The fundamental domain $\mathcal{D}(2)$ of $\bar{\Gamma}(2)$ (i.e., the full target space of $\Gamma_{2} \simeq S_{3}$ ) with the stabilisers of modular transformations of $\Gamma_{2}$ denoted as dots.

|  | $\gamma$ | $\tau_{\gamma}$ |
| :---: | :---: | :---: |
| $\mathcal{C}_{2}$ | $T_{\tau} C_{\tau}$ | $0,1+i$ |
|  | $T_{\tau}$ | $i \infty, \frac{1}{2}+\frac{i}{2}$ |
|  | $S_{\tau}$ | $i, 1$ |
| $\mathcal{C}_{3}$ | $T_{\tau} S_{\tau}$ | $-\frac{1}{2}+\frac{i \sqrt{3}}{2}, \frac{1}{2}+\frac{i \sqrt{3}}{2}$ |
|  | $C_{\tau}$ | $-\frac{1}{2}+\frac{i \sqrt{3}}{2}, \frac{1}{2}+\frac{i \sqrt{3}}{2}$ |

Table 1. The non-identity elements of $\Gamma_{2}$ and respective stabilisers.

In this way, the table shows $\tau=(1+i) / 2$ (with larger real part than $\tau=(-1+i) / 2)$, and this list of equivalencies complements the table, by stating these points are identical in $\Gamma_{2}$, and thus any of the two are effectively stabilisers of the corresponding element. As stated above, this game could be endlessly played, since there are an infinite number of redundancies in $\mathcal{C}$. However, here, we restrict ourselves to the redundancies belonging to the fundamental domains (up to the redundancies of the boundaries and cusps, as we discussed earlier) of the respective groups, shown in figures 2 to 5 .

For the doublet irreducible representation in a $T_{\tau}$-diagonal basis, the $S_{\tau}$ and $T_{\tau}$ generators take the form

$$
\rho_{\mathbf{2}}\left(S_{\tau}\right)=\frac{1}{2}\left[\begin{array}{cc}
-1 & \sqrt{3}  \tag{3.5}\\
\sqrt{3} & 1
\end{array}\right], \quad \rho_{\mathbf{2}}\left(T_{\tau}\right)=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] .
$$

where here and in following subsection we use square brackets for representation matrices to distinguish from the $2 \times 2$ operators acting in the upper complex plane such as (2.11). For the doublet of $\Gamma_{2}\left(S_{3}\right)$, modular forms at stabilisers for $S_{\tau}$ and $T_{\tau}$ take the form:

$$
Y_{\mathbf{2}}\left(\tau_{S_{\tau}}\right) \propto\left[\begin{array}{c}
\frac{-\sqrt{3}}{2}  \tag{3.6}\\
\frac{1}{2}
\end{array}\right],\left[\begin{array}{c}
\frac{1}{2} \\
\frac{\sqrt{3}}{2}
\end{array}\right], \quad Y_{\mathbf{2}}\left(\tau_{T_{\tau}}\right) \propto\left[\begin{array}{l}
1 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
1
\end{array}\right] .
$$

These forms are directly determined following the discussion after eq. (2.15). Only the overall factor cannot be determined.


Figure 3. The fundamental domain $\mathcal{D}(3)$ of $\bar{\Gamma}(3)$ with the stabilisers of modular transformations of $\Gamma_{3}$ denoted as dots.

|  | $\gamma$ | $\tau_{\gamma}$ |
| :---: | :---: | :---: |
| $\mathcal{C}_{2}$ | $C_{\tau}^{2}$ | $-\frac{1}{2}+\frac{i \sqrt{3}}{2}, 1$ |
|  | $T_{\tau}^{2}$ | $i \infty, \frac{3}{2}+\frac{i}{2 \sqrt{3}}$ |
|  | $T_{\tau} C_{\tau}$ | $0, \frac{3}{2}+\frac{i \sqrt{3}}{2}$ |
|  | $C_{\tau} T_{\tau}$ | $-1, \frac{1}{2}+\frac{i \sqrt{3}}{2}$ |
| $\mathcal{C}_{3}$ | $C_{\tau}$ | $-\frac{1}{2}+\frac{i \sqrt{3}}{2}, 1$ |
|  | $T_{\tau}$ | $i \infty, \frac{3}{2}+\frac{i}{2 \sqrt{3}}$ |
|  | $C_{\tau} S_{\tau}$ | $0, \frac{3}{2}+\frac{i \sqrt{3}}{2}$ |
|  | $T_{\tau} S_{\tau}$ | $-1, \frac{1}{2}+\frac{i \sqrt{3}}{2}$ |
| $\mathcal{C}_{4}$ | $T_{\tau}^{2} C_{\tau}$ | $-1+i, \frac{1}{2}+\frac{i}{2}$ |
|  | $S_{\tau}$ | $i, \frac{3}{2}+\frac{i}{2}$ |
|  | $T_{\tau} C_{\tau} T_{\tau}$ | $-\frac{1}{2}+\frac{i}{2}, 1+i$ |

Table 2. The non-identity elements of $\Gamma_{3}$ and respective stabilisers.

## $3.2 \quad \Gamma_{3}$ and its stabilisers

$\Gamma_{3}$ has presentation $S_{\tau}^{2}=\left(S_{\tau} T_{\tau}\right)^{3}=T_{\tau}^{3}=e$. It is isomorphic to $A_{4}$, the group of even permutations of four objects and the symmetry group of the tetrahedron. For $\Gamma_{3}, S_{\tau}$ can be interpreted geometrically as a reflection and $T_{\tau}$ as a 3 -fold rotation. We consider 3 generators $S_{\tau}, T_{\tau}$ and $C_{\tau}=S_{\tau} T_{\tau}$ as described before. The list of equivalencies between the relevant boundary points of the domain shown in figure 3 is:

$$
\begin{array}{rlrl}
\frac{3}{2}+\frac{i}{2 \sqrt{3}} & =\frac{1}{2}+\frac{i}{2 \sqrt{3}}=-\frac{1}{2}+\frac{i}{2 \sqrt{3}}=-\frac{3}{2}+\frac{i}{2 \sqrt{3}}, \\
\frac{3}{2}+\frac{i}{2} & =-\frac{3}{2}+\frac{i}{2}, & \frac{3}{2}+\frac{i \sqrt{3}}{2}=-\frac{3}{2}+\frac{i \sqrt{3}}{2} . \tag{3.7}
\end{array}
$$

These relations complement table 2 .

The generators $S_{\tau}$ and $T_{\tau}$ for the triplet of $A_{4}$ in a $T_{\tau}$-diagonal basis have representation matrices:

$$
\rho_{\mathbf{3}}\left(S_{\tau}\right)=\frac{1}{3}\left[\begin{array}{ccc}
-1 & 2 & 2  \tag{3.8}\\
2 & -1 & 2 \\
2 & 2 & -1
\end{array}\right], \quad \rho_{\mathbf{3}}\left(T_{\tau}\right)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \omega^{2} & 0 \\
0 & 0 & \omega
\end{array}\right] .
$$

Note that this particular choice for the generators has been taken in the literature (see e.g. [15]). Following the discussion after eq. (2.15), we obtain modular forms at stabilisers for $S_{\tau}$ and $T_{\tau}$ as

$$
Y_{\mathbf{3}}\left(\tau_{S_{\tau}}\right) \propto\left[\begin{array}{l}
1  \tag{3.9}\\
1 \\
1
\end{array}\right], x\left[\begin{array}{c}
2 \\
-1 \\
-1
\end{array}\right]+y\left[\begin{array}{c}
0 \\
1 \\
-1
\end{array}\right], \quad Y_{\mathbf{3}}\left(\tau_{T_{\tau}}\right) \propto\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] .
$$

Here, since $\rho_{\mathbf{3}}\left(S_{\tau}\right)$ has degenerate eigenvalues, $[2,-1,-1]^{T}$ and $[0,1,-1]^{T}$ and any of their linear combinations are eigenvectors of $\rho_{\mathbf{3}}\left(S_{\tau}\right)$. To further determine the coefficients $x$ and $y$, we have to consider either correlations of modular forms (e.g., $Y_{2}^{2}+2 Y_{1} Y_{3}=0$ for weight $k=2[8]$ ) or explicit expressions of modular forms.

## $3.3 \quad \Gamma_{4}$ and its stabilisers

$\Gamma_{4}$ is isomorphic to $S_{4}$, which is the group of all permutations of four objects, and the symmetry group of the cube and of the octahedron. Here, $S_{\tau}$ can be interpreted geometrically as a reflection whereas $T_{\tau}$ can be interpreted as a 4 -fold rotation. In the framework of modular symmetry, the $\Gamma_{4}$ modular group is obtained in the series of $\Gamma_{N}$ by fixing $N=4$. In other words, its generators satisfy $S_{\tau}^{2}=\left(S_{\tau} T_{\tau}\right)^{3}=T_{\tau}^{4}=e$. In former works, it is common to use three generators $S, T$ and $U$, which satisfy $S^{2}=T^{3}=U^{2}=(S T)^{3}=(S U)^{2}=(T U)^{2}=e$, to generate $S_{4}$. These generators can be represented by $S_{\tau}$ and $T_{\tau}$ as

$$
\begin{equation*}
S=T_{\tau}^{2}, T=S_{\tau} T_{\tau}, U=T_{\tau} S_{\tau} T_{\tau}^{2} S_{\tau} . \tag{3.10}
\end{equation*}
$$

In the upper complex plane with the requirement $\tau=\tau+4, S, T$ and $U$ can be represented by two by two matrices such as

$$
S=\left(\begin{array}{ll}
1 & 2  \tag{3.11}\\
0 & 1
\end{array}\right), T=\left(\begin{array}{cc}
0 & 1 \\
-1 & -1
\end{array}\right), U=\left(\begin{array}{ll}
1 & -1 \\
2 & -1
\end{array}\right) .
$$

Due to the identification in eq. (2.6), these representation matrices are not unique. It is convenient to write out another three elements of $S_{4}, T S=S_{\tau} T_{\tau}^{-1}, S T=T_{\tau} S_{\tau} T_{\tau}^{-1} S_{\tau}$ and $S T S=T_{\tau}^{-1} S_{\tau} T_{\tau} S_{\tau}$. They are order-three elements of $S_{4}$ and will be used for our later discussion. The two by two representation matrices for them are given by

$$
T S=\left(\begin{array}{cc}
0 & 1  \tag{3.12}\\
-1 & 1
\end{array}\right), S T=\left(\begin{array}{ll}
2 & -1 \\
3 & -1
\end{array}\right), S T S=\left(\begin{array}{cc}
-2 & -1 \\
3 & 1
\end{array}\right)
$$

We list the target space of $\Gamma_{4}$, namely, the fundamental domain $\mathcal{D}(4)$, in figure 4 . The list of stabilisers is shown in table 3, and the redundancies of the domain shown in
figure 4 are

$$
\begin{align*}
2 & =-2, & 2+i & =-2+i, & \frac{2}{5}+\frac{i}{5} & =-\frac{2}{5}+\frac{i}{5}, \\
\pm \frac{7}{5}+\frac{i}{5} & = \pm \frac{3}{5}+\frac{i}{5}, & \frac{8}{5}+\frac{i}{5} & =-\frac{8}{5}+\frac{i}{5}, & \frac{3}{2} & =\frac{1}{2}=-\frac{1}{2}=-\frac{3}{2} . \tag{3.13}
\end{align*}
$$

We note that the $\pm$ in the equation above mean only that the two stabilisers with positive real part are equivalent, and that the two stabilisers with negative real part are equivalent, without further equivalences. These redundancies, both in the chosen target space of $\Gamma_{4}$ and, as such, for the stabilisers, can be explicitly seen by comparing figure 4 with the domain and stabilisers shown in [34].

By inverting the relations of eq. (3.10), it is possible to find $S_{\tau}$ and $T_{\tau}$ as a function of $S, T$, and $U$ :

$$
\begin{equation*}
S_{\tau}=S T S U, T_{\tau}=S T S U T \tag{3.14}
\end{equation*}
$$

For completeness, we show here for the triplet irreducible representations, in a $T$ diagonal basis, the representations matrices for both choices of generators:

$$
\rho_{\mathbf{3}^{(\prime)}}(S)=\frac{1}{3}\left[\begin{array}{ccc}
-1 & 2 & 2  \tag{3.15}\\
2 & -1 & 2 \\
2 & 2 & -1
\end{array}\right], \quad \rho_{\mathbf{3}^{(\prime)}}(T)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \omega^{2} & 0 \\
0 & 0 & \omega
\end{array}\right], \quad \rho_{\mathbf{3}^{(\prime)}}(U)=(-)\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right]
$$

and

$$
\rho_{\mathbf{3}^{(\prime)}}\left(S_{\tau}\right)=(-) \frac{1}{3}\left[\begin{array}{ccc}
-1 & 2 \omega^{2} & 2 \omega  \tag{3.16}\\
2 \omega & 2 & -\omega^{2} \\
2 \omega^{2} & -\omega & 2
\end{array}\right], \quad \rho_{\mathbf{3}^{(\prime)}}\left(T_{\tau}\right)=(-) \frac{1}{3}\left[\begin{array}{ccc}
-1 & 2 \omega & 2 \omega^{2} \\
2 \omega & 2 \omega^{2} & -1 \\
2 \omega^{2} & -1 & 2 \omega
\end{array}\right]
$$

where $\omega=e^{2 i \pi / 3}$.
For the triplet $\mathbf{3}$ of $\Gamma_{4}\left(S_{4}\right)$, modular forms at stabilisers for $S_{\tau}$ and $T_{\tau}$ take the form:

$$
Y_{\mathbf{3}}\left(\tau_{S_{\tau}}\right) \propto\left[\begin{array}{c}
2  \tag{3.17}\\
-\omega \\
-\omega^{2}
\end{array}\right], x\left[\begin{array}{c}
-\omega \\
2 \\
0
\end{array}\right]+y\left[\begin{array}{c}
\omega \\
0 \\
2
\end{array}\right], \quad Y_{\mathbf{3}}\left(\tau_{T_{\tau}}\right) \propto\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right],\left[\begin{array}{c}
1-\sqrt{3} \\
\sqrt{3}-2 \\
1
\end{array}\right],\left[\begin{array}{c}
1+\sqrt{3} \\
-\sqrt{3}-2 \\
1
\end{array}\right]
$$

where, as in $\Gamma_{3}$, we use $x, y$ as placeholder normalization factors that can be found (for a specified weight). We note that $Y_{\mathbf{3}}\left(\tau_{S}\right)$ and $Y_{\mathbf{3}}\left(\tau_{T}\right)$ are the same as $Y_{\mathbf{3}}\left(\tau_{S_{\tau}}\right)$ and $Y_{\mathbf{3}}\left(\tau_{T_{\tau}}\right)$, respectively, in eq. (3.9). In turn, $Y_{\mathbf{3}}\left(\tau_{U}\right)$ is given by (using $x, y$ factors):

$$
Y_{\mathbf{3}}\left(\tau_{U}\right) \propto\left[\begin{array}{c}
0  \tag{3.18}\\
1 \\
-1
\end{array}\right], x\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]+y\left[\begin{array}{l}
0 \\
1 \\
1
\end{array}\right]
$$

## $3.4 \quad \Gamma_{5}$ and its stabilisers

$\Gamma_{5}$ is isomorphic to $A_{5}$, which is the group of even permutations of five objects and the symmetry group of the dodecahedron and of the icosahedron. The generators satisfy $S_{\tau}^{2}=$ $\left(S_{\tau} T_{\tau}\right)^{3}=T_{\tau}^{5}=e . S_{\tau}$ can be interpreted geometrically as a reflection, with $T_{\tau}$ interpreted


Figure 4. The fundamental domain $\mathcal{D}(4)$ of $\bar{\Gamma}(4)$ with the stabilisers of modular transformations of $\Gamma_{4}$ denoted as dots.

|  | $\gamma$ | $\tau_{\gamma}$ |
| :---: | :---: | :---: |
| $\mathcal{C}_{2}$ | $T_{\tau}^{2} C_{\tau} T_{\tau}$ | $\frac{2}{5}+\frac{i}{5}, 2+i$ |
|  | $T_{\tau}^{2} C_{\tau} S_{\tau}$ | $1+i,-\frac{3}{5}+\frac{i}{5}$, |
|  | $T_{\tau} C_{\tau} T_{\tau} S_{\tau}$ | $-\frac{3}{2}+\frac{i}{2}, \frac{1}{2}+\frac{i}{2}$ |
|  | $S_{\tau}$ | $i, \frac{2}{5}+\frac{i}{5}$ |
|  | $C_{\tau} T_{\tau} C_{\tau}$ | $-\frac{1}{2}+\frac{i}{2}, \frac{3}{2}+\frac{i}{2}$ |
|  | $C_{\tau}^{2} T_{\tau}$ | $-1+i, \frac{7}{5}+\frac{i}{5}$ |
|  | $C_{\tau}^{2}$ | $-\frac{1}{2}+\frac{i \sqrt{3}}{2}, \frac{3}{2}+\frac{i}{2 \sqrt{3}}$ |
|  | $C_{\tau}$ | $-\frac{1}{2}+\frac{i \sqrt{3}}{2}, \frac{3}{2}+\frac{i}{2 \sqrt{3}}$ |
|  | $T_{\tau}^{2} C_{\tau}$ | $-\frac{3}{2}+\frac{i \sqrt{3}}{2}, \frac{1}{2}+\frac{i}{2 \sqrt{3}}$ |
| $\mathcal{C}_{3}$ | $C_{\tau} T_{\tau} C_{\tau} S_{\tau}$ | $-\frac{3}{2}+\frac{i \sqrt{3}}{2}, \frac{1}{2}+\frac{i}{2 \sqrt{3}}$ |
|  | $T_{\tau} C_{\tau} T_{\tau}$ | $-\frac{1}{2}+\frac{i}{2 \sqrt{3}}, \frac{3}{2}+\frac{i \sqrt{3}}{2}$ |
|  | $C_{\tau}^{2} T_{\tau} S_{\tau}$ | $-\frac{1}{2}+\frac{i}{2 \sqrt{3}}, \frac{3}{2}+\frac{i \sqrt{3}}{2}$ |
|  | $T_{\tau} C_{\tau} S_{\tau}$ | $-\frac{3}{2}+\frac{i}{2 \sqrt{3}}, \frac{1}{2}+\frac{i \sqrt{3}}{2}$ |
|  | $T_{\tau} S_{\tau}$ | $-\frac{3}{2}+\frac{i}{2 \sqrt{3}}, \frac{1}{2}+\frac{i \sqrt{3}}{2}$ |
| $\mathcal{C}_{4}$ | $T_{\tau}^{2}$ | $i \infty, \frac{3}{2}$ |
|  | $C_{\tau} T_{\tau} S_{\tau}$ | 0,2 |
|  | $C_{\tau} T_{\tau} C_{\tau} T_{\tau}$ | $-1,1$ |
|  | $T_{\tau}$ | $i \infty, \frac{3}{2}$ |
|  | $T_{\tau}^{3}$ | $i \infty, \frac{3}{2}$ |
|  | $C_{\tau} S_{\tau}$ | 0,2 |
|  | $T_{\tau} C_{\tau}$ | 0,2 |
|  | $T_{\tau}^{2} S_{\tau}$ | $-1,1$ |
|  | $C_{\tau} T_{\tau}$ | $-1,1$ |

Table 3. The non-identity elements of $\Gamma_{4}$ and respective stabilisers.
as a 5 -fold rotation. With 60 elements, we can generate the group with a minimal generating set of two elements but it is more helpful to also consider three as we have done previously, with $C_{\tau}=S_{\tau} T_{\tau}$. We notice that the domain shown in figure 5 appears to be missing some sections (it is no longer symmetric around the cusps). This is due to the equivalence of some points of the complex plane (brought on by $T_{\tau}^{N}=e$ ). The stabilisers are compiled in table 4, where the stabilisers have equivalent values within the boundary of the domain shown in figure 5 , given by: ${ }^{5}$

$$
\begin{array}{rlrl}
\frac{5}{2} & =-\frac{5}{2}, & -\frac{12}{5}=-\frac{7}{5} & =-\frac{2}{5}=\frac{3}{5}=\frac{8}{5} \\
\frac{5}{2}+\frac{i}{2} & =-\frac{5}{2}+\frac{i}{2}, & \frac{5}{2}+i \frac{\sqrt{3}}{2} & =-\frac{5}{2}+i \frac{\sqrt{3}}{2}, \quad \frac{5}{2}+\frac{i}{2 \sqrt{3}}=-\frac{5}{2}+\frac{i}{2 \sqrt{3}}, \\
\pm \frac{33}{14}+i \frac{\sqrt{3}}{14} & = \pm \frac{23}{14}+i \frac{\sqrt{3}}{14}, & \pm \frac{19}{14}+i \frac{\sqrt{3}}{14} & = \pm \frac{9}{14}+i \frac{\sqrt{3}}{14} \\
\frac{5}{14}+i \frac{\sqrt{3}}{14} & =-\frac{5}{14}+i \frac{\sqrt{3}}{14}, & \frac{5}{13}+\frac{i}{13} & =-\frac{5}{13}+\frac{i}{13}, \\
\pm \frac{18}{13}+\frac{i}{13} & = \pm \frac{8}{13}+\frac{i}{13}, & \pm \frac{31}{13}+\frac{i}{13} & = \pm \frac{21}{13}+\frac{i}{13}, \\
\frac{15}{26}+\frac{i}{26 \sqrt{3}} & =\frac{15}{38}+i \frac{\sqrt{3}}{38}=-\frac{15}{38}+i \frac{\sqrt{3}}{38}=-\frac{15}{26}+\frac{i}{26 \sqrt{3}}, \\
\pm \frac{41}{26}+\frac{i}{26 \sqrt{3}} & = \pm \frac{53}{38}+i \frac{\sqrt{3}}{38}= \pm \frac{23}{38}+i \frac{\sqrt{3}}{38} & = \pm \frac{11}{26}+\frac{i}{26 \sqrt{3}} \\
\pm \frac{91}{38}+i \frac{\sqrt{3}}{38} & =\mp \frac{63}{26}+\frac{i}{26 \sqrt{3}}= \pm \frac{61}{38}+i \frac{\sqrt{3}}{38} & = \pm \frac{37}{26}+\frac{i}{26 \sqrt{3}} \tag{3.19}
\end{array}
$$

In these equivalances, we stress the $\pm$ and the single $\mp$ are not interchangeable. Each equivalence featuring these symbols is a compact form encoding only two (not four) separate equivalences.

In terms of the generators $S_{\tau}$ and $T_{\tau}$, in a $T_{\tau}$-diagonal basis, for the triplet irreducible representations of $A_{5}$, we have the following representation matrices:

$$
\begin{array}{ll}
\rho_{\mathbf{3}}\left(S_{\tau}\right)=\frac{1}{\sqrt{5}}\left[\begin{array}{ccc}
1 & -\sqrt{2} & -\sqrt{2} \\
-\sqrt{2} & -\phi_{g} & \phi_{g}-1 \\
-\sqrt{2} & \phi_{g}-1 & -\phi_{g}
\end{array}\right], & \rho_{\mathbf{3}}\left(T_{\tau}\right)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \omega_{5} & 0 \\
0 & 0 & \omega_{5}^{4}
\end{array}\right], \\
\rho_{\mathbf{3}^{\prime}}\left(S_{\tau}\right)=\frac{1}{\sqrt{5}}\left[\begin{array}{ccc}
-1 & \sqrt{2} & \sqrt{2} \\
\sqrt{2} & 1-\phi_{g} & \phi_{g} \\
\sqrt{2} & \phi_{g} & 1-\phi_{g}
\end{array}\right], & \rho_{\mathbf{3}^{\prime}}\left(T_{\tau}\right)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \omega_{5}^{2} & 0 \\
0 & 0 & \omega_{5}^{3}
\end{array}\right],
\end{array}
$$

where $\phi_{g}=\frac{(1+\sqrt{5})}{2}$.

[^4]

Figure 5. The fundamental domain $\mathcal{D}(5)$ of $\bar{\Gamma}(5)$ with the stabilisers of modular transformations of $\Gamma_{5}$ denoted as dots. In the box on top, we show a zoomed section of the domain around the cusp $\tau=1 / 2$, where there are many small-sized intricacies. We show only one zoomed section as the remaining areas surrounding the half-integer cusps are identical.

For the triplets of $\Gamma_{5}\left(A_{5}\right)$, the modular forms at stabilisers of the generators are:

$$
\begin{align*}
Y_{\mathbf{3}}\left(\tau_{S_{\tau}}\right) & \propto\left[\begin{array}{c}
-2 \phi_{g} \\
\sqrt{2} \\
\sqrt{2}
\end{array}\right], x\left[\begin{array}{c}
\phi_{g}-1 \\
\sqrt{2} \\
0
\end{array}\right]+y\left[\begin{array}{c}
\phi_{g}-1 \\
0 \\
\sqrt{2}
\end{array}\right], \quad Y_{\mathbf{3}}\left(\tau_{T_{\tau}}\right) \propto\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right], \\
Y_{\mathbf{3}^{\prime}}\left(\tau_{S_{\tau}}\right) \propto\left[\begin{array}{c}
2 \phi_{g}-2 \\
\sqrt{2} \\
\sqrt{2}
\end{array}\right], x\left[\begin{array}{c}
-\phi_{g} \\
\sqrt{2} \\
0
\end{array}\right]+y\left[\begin{array}{c}
-\phi_{g} \\
0 \\
\sqrt{2}
\end{array}\right], & Y_{\mathbf{3}^{\prime}}\left(\tau_{T_{\tau}}\right) \propto\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right], \tag{3.21}
\end{align*}
$$

where (again) $x, y$ are placeholder normalization factors that can be found (for a specified weight).

## 4 Conclusion

In this work, we have described and employed an algorithm for identifying stabilisers $\tau_{\gamma}$ for finite modular groups. We used the algorithm to find all inequivalent stabilisers for each group element $\gamma \in \Gamma_{2,3,4,5}$, i.e. for finite modular groups with $N$ up to 5 . We have shown the stabilisers in the domains of the respective modular symmetries, in the upper complex plane, and the tables $1-4$ list our findings. The stabilisers listed are complete in the sense that we present all inequivalent stabilisers. Nevertheless, we note that these have infinite multiplicities in the upper complex plane, but we show the explicit multiplicities in the domains shown within the figures. Given that each group element by itself generates a specific cyclic subgroup of the finite modular symmetry, our work provides stabilisers for each of these cyclic subgroups, and is therefore useful to applications of finite modular symmetries that are broken to residual subgroups. In particular, this work is intended to assist model-building efforts when finite modular symmetries are used as flavour symmetries, to account for fermion masses and mixing.

|  | $\gamma$ | $\tau_{\gamma}$ |
| :---: | :---: | :---: |
| $\mathcal{C}_{2}$ | $\begin{gathered} T_{\tau}^{3} C_{\tau} T_{\tau} C_{\tau} \\ C_{\tau} T_{\tau} C_{\tau} T_{\tau}^{2} \\ C_{\tau} T_{\tau} C_{\tau} T_{\tau} C_{\tau} \\ C_{\tau} T_{\tau}^{2} C_{\tau} \\ T_{\tau}^{3} C_{\tau} T_{\tau}^{2} \\ T_{\tau}^{2} C_{\tau} T_{\tau} \\ T_{\tau} S_{\tau} \\ T_{\tau} C_{\tau} S_{\tau} \\ C_{\tau} T_{\tau}^{2} C_{\tau} S_{\tau} \\ T_{\tau}^{2} C_{\tau} T_{\tau} C_{\tau} \\ C_{\tau}^{2} T_{\tau}^{2} \\ T_{\tau}^{3} C_{\tau} \\ C_{\tau} T_{\tau}^{2} C_{\tau} T_{\tau} \\ T_{\tau}^{3} C_{\tau} T_{\tau} S_{\tau} \\ T_{\tau}^{3} C_{\tau} S_{\tau} \\ T_{\tau} C_{\tau} T_{\tau}^{2} \\ C_{\tau} \\ C_{\tau}^{2} \\ T_{\tau} C_{\tau} T_{\tau}^{2} C_{\tau} \\ C_{\tau} T_{\tau} C_{\tau} T_{\tau} S_{\tau} \end{gathered}$ | $\begin{aligned} & -\frac{3}{2}+\frac{i}{2 \sqrt{3}}, \frac{19}{14}+\frac{i \sqrt{3}}{14} \\ & -\frac{3}{2}+\frac{i}{2 \sqrt{3}}, \frac{19}{14}+\frac{i \sqrt{3}}{14} \\ & -\frac{1}{2}+\frac{i}{2 \sqrt{3}}, \frac{33}{14}+\frac{i \sqrt{3}}{14} \\ & -\frac{1}{2}+\frac{i}{2 \sqrt{3}}, \frac{33}{14}+\frac{i \sqrt{3}}{14} \\ & \frac{15}{26}+\frac{i}{26 \sqrt{3}}, \frac{5}{2}+\frac{i \sqrt{3}}{2} \\ & \frac{15}{26}+\frac{i}{26 \sqrt{3}}, \frac{5}{2}+\frac{i \sqrt{3}}{2} \\ & -\frac{37}{26}+\frac{i}{26 \sqrt{3}}, \frac{1}{2}+\frac{i \sqrt{3}}{2} \\ & -\frac{37}{26}+\frac{i}{26 \sqrt{3}}, \frac{1}{2}+\frac{i \sqrt{3}}{2} \\ & -\frac{23}{14}+\frac{i \sqrt{3}}{14}, \frac{1}{2}+\frac{i}{2 \sqrt{3}} \\ & -\frac{23}{14}+\frac{i \sqrt{3}}{14}, \frac{1}{2}+\frac{i}{2 \sqrt{3}} \\ & -\frac{3}{2}+\frac{i \sqrt{3}}{2}, \frac{41}{26}+\frac{i}{26 \sqrt{3}} \\ & -\frac{3}{2}+\frac{i \sqrt{3}}{2}, \frac{41}{26}+\frac{i}{26 \sqrt{3}} \\ & -\frac{9}{14}+\frac{i \sqrt{3}}{14}, \frac{3}{2}+\frac{i}{2 \sqrt{3}} \\ & -\frac{9}{14}+\frac{i \sqrt{3}}{14}, \frac{3}{2}+\frac{i}{2 \sqrt{3}} \\ & -\frac{41}{26}+\frac{i}{2 \sqrt{3}}, \frac{3}{2}+\frac{i \sqrt{3}}{2} \\ & -\frac{41}{26}+\frac{i}{26 \sqrt{3}}, \frac{3}{2}+\frac{i \sqrt{2}}{2} \\ & -\frac{1}{2}+\frac{i \sqrt{3}}{2}, \frac{91}{38}+\frac{i \sqrt{3}}{38} \\ & -\frac{1}{2}+\frac{i \sqrt{2}}{2}, \frac{91}{38}+\frac{i \sqrt{3}}{38} \\ & \frac{5}{14}+\frac{i \sqrt{3}}{14}, \frac{5}{2}+\frac{i}{2 \sqrt{3}} \\ & \frac{5}{14}+\frac{i \sqrt{3}}{14}, \frac{5}{2}+\frac{i}{2 \sqrt{3}} \end{aligned}$ |
| $\mathcal{C}_{3}$ | $C_{\tau}^{2} T_{\tau}$ $T_{\tau}^{2} C_{\tau} T_{\tau}^{2} C_{\tau} S_{\tau}$ $C_{\tau} T_{\tau}^{2} C_{\tau} T_{\tau} S_{\tau}$ $T_{\tau}^{2} C_{\tau} T_{\tau}^{2}$ $S_{\tau}$ $C_{\tau} T_{\tau}^{2} C_{\tau} T_{\tau} C_{\tau}$ $C_{\tau} T_{\tau} C_{\tau} T_{\tau}^{2} C_{\tau}$ $T_{\tau}^{2} C_{\tau} T_{\tau}^{2} C_{\tau} T_{\tau}$ $C_{\tau}^{2} T_{\tau}^{2} C_{\tau} T_{\tau}$ $T_{\tau} C_{\tau} T_{\tau} S_{\tau}$ $C_{\tau} T_{\tau} C_{\tau} T_{\tau}^{2} C_{\tau} T_{\tau}$ $C_{\tau} T_{\tau} C_{\tau}$ $T_{\tau}^{3} C_{\tau} T_{\tau}$ $T_{\tau}^{2} C_{\tau} S_{\tau}$ $T_{\tau} C_{\tau} T_{\tau}^{2} C_{\tau} T_{\tau} S_{\tau}$ | $\begin{gathered} -1+i, \frac{46}{29}+\frac{i}{29} \\ -\frac{8}{13}+\frac{i}{13}, \frac{3}{2}+\frac{i}{2} \\ -\frac{12}{5}+\frac{i}{5}, \frac{2}{5}+\frac{i}{5} \\ -\frac{12}{29}+\frac{i}{29}, 2+i \\ -\frac{70}{29}+\frac{i}{29}, i \\ -\frac{2}{5}+\frac{i}{5}, i \frac{12}{5}+\frac{i}{5} \\ -\frac{3}{5}+\frac{i}{5}, \frac{8}{5}+\frac{i}{5} \\ \frac{5}{13}+\frac{i}{13}, \frac{5}{2}+\frac{i}{2} \\ -\frac{3}{2}+\frac{i}{2}, \frac{18}{13}+\frac{i}{13} \\ -\frac{21}{13}+\frac{i}{13}, \frac{1}{2}+\frac{i}{2} \\ -\frac{7}{5}+\frac{i}{5}, \frac{7}{5}+\frac{i}{5} \\ -\frac{1}{2}+\frac{i}{2}, \frac{31}{13}+\frac{i}{13} \\ -2+i, \frac{17}{29}+\frac{i}{29} \\ -\frac{41}{29}+\frac{i}{29}, 1+i \\ -\frac{8}{5}+\frac{i 9}{5}, \frac{3}{5}+\frac{i}{5} \end{gathered}$ |


|  | $\gamma$ | $\tau_{\gamma}$ |
| :---: | :---: | :---: |
|  | $T_{\tau}$ | $i \infty, \frac{8}{5}$ |
|  | $T_{\tau}^{4}$ | $i \infty, \frac{8}{5}$ |
|  | $T_{\tau} C_{\tau}$ | $0, \frac{5}{2}$ |
|  | $C_{\tau} S_{\tau}$ | $0, \frac{5}{2}$ |
|  | $C_{\tau}^{2} T_{\tau} S_{\tau}$ | $-\frac{1}{2}, 2$ |
| $\mathcal{C}_{4}$ | $T_{\tau} C_{\tau} T_{\tau}$ | $-\frac{1}{2}, 2$ |
|  | $T_{\tau}^{3} S_{\tau}$ | $-1, \frac{3}{2}$ |
|  | $C_{\tau} T_{\tau}$ | $-1, \frac{3}{2}$ |
|  | $T_{\tau}^{2} S_{\tau}$ | $-\frac{3}{2}, 1$ |
|  | $C_{\tau} T_{\tau}^{2}$ | $-\frac{3}{2}, 1$ |
|  | $C_{\tau} T_{\tau} C_{\tau} S_{\tau}$ | $-2, \frac{1}{2}$ |
|  | $T_{\tau}^{2} C_{\tau}$ | $-2, \frac{1}{2}$ |
|  | $T_{\tau}^{2}$ | $i \infty, \frac{8}{5}$ |
|  | $T_{\tau}^{3}$ | $i \infty, \frac{8}{5}$ |
|  | $C_{\tau} T_{\tau} S_{\tau}$ | $0, \frac{5}{2}$ |
|  | $T_{\tau} C_{\tau} T_{\tau} C_{\tau}$ | $0, \frac{5}{2}$ |
|  | $C_{\tau}^{2} T_{\tau}^{2} C_{\tau} T_{\tau} S_{\tau}$ | $-\frac{1}{2}, 2$ |
| $\mathcal{C}_{5}$ | $T_{\tau} C_{\tau} T_{\tau}^{2} C_{\tau} T_{\tau}$ | $-\frac{1}{2}, 2$ |
|  | $C_{\tau}^{2} T_{\tau}^{2} C_{\tau}$ | $-1, \frac{3}{2}$ |
|  | $C_{\tau} T_{\tau} C_{\tau} T_{\tau}$ | $-1, \frac{3}{2}$ |
|  | $T_{\tau}^{2} C_{\tau} T_{\tau} S_{\tau}$ | $-\frac{3}{2}, 1$ |
|  | $T_{\tau} C_{\tau} T_{\tau}^{2} C_{\tau} S_{\tau}$ | $-\frac{3}{2}, 1$ |
|  | $T_{\tau}^{2} C_{\tau} T_{\tau}^{2} C_{\tau}$ | $-2, \frac{1}{2}$ |
|  | $C_{\tau} T_{\tau} C_{\tau} T_{\tau}^{2} C_{\tau} S_{\tau}$ | $-2, \frac{1}{2}$ |

Table 4. The non-identity elements of $\Gamma_{5}$ and respective stabilisers.
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[^0]:    ${ }^{1}$ This matrix need not be a unitary matrix.

[^1]:    ${ }^{2}$ For $N>5$, additional conditions have to imposed to make the group finite. e.g., $\left(S_{\tau} T_{\tau}^{3}\right)^{4}=e$ for $N=7[26]$.

[^2]:    ${ }^{3}$ We do not need to consider the full upper complex plane.

[^3]:    ${ }^{4}$ Domains at the top (e.g. $\mathcal{D}$ ) continue to complex $+\infty$, whereas domains represented at the edges overlap and points should not be double counted. For simplicity, we represent both boundaries in the figures.

[^4]:    ${ }^{5}$ In eqs. (3.19), most of the equivalencies are due to the redundancy between the outer-most boundaries (that is, $\Re(\tau)= \pm 5 / 2$ ). The only exception is $-0.4=0.6$ (the remaining follow trivially), which can be shown to be equivalent by making use of $\gamma_{1}=\left(\begin{array}{cc}-2 & -1 \\ 5 & 2\end{array}\right)$, and $\gamma_{2}=\left(\begin{array}{ll}3 & 1 \\ 5 & 2\end{array}\right)$. Clearly, $\gamma_{2}^{2}=e$, and $\gamma_{2} \cdot \gamma_{1}=T_{\tau}$, where $\gamma_{1}, \gamma_{2} \in \Gamma_{5}$. Choosing $\tau=i \infty$, we have that $\gamma_{1} i \infty=-2 / 5$, and $\gamma_{2} i \infty=3 / 5$. In this way, $-2 / 5=\gamma_{1} i \infty=\gamma_{2} \cdot \gamma_{2} \cdot \gamma_{1} i \infty=\gamma_{2} T_{\tau} i \infty=\gamma_{2} i \infty=3 / 5$. Hence, $-2 / 5=3 / 5$, and the remaining follow by $\operatorname{acting} T_{\tau}$ on this equivalence.

