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1 Introduction

Soon after its first introduction in [1–3], it has been clear that the holographic gauge/gravity

duality is intimately linked to a new way of thinking about modified gravity and beyond

the standard model phenomenology which was being developed around the same time: the

idea of the braneworld [4–6]. In these models, several problems of the Standard Model or its

high-energy completion were addressed by postulating that the observed particles and fields

are confined to a four-dimensional hypersurface (brane) embedded in a higher-dimensional

space-time (bulk). The connection to holography, observed in [7–9], stems from the fact

that the bulk was often taken to be (a portion of) Anti-de Sitter space, which may be
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given a dual interpretation in terms of a strongly coupled, large-N , four-dimensional field

theory. Since then, holographic duality and braneworld phenomenology have often been

two complementary sides of model building.

One of the earliest applications of braneworlds in this context was aimed at addressing

the various naturalness problems which afflict the Standard Model and General Relativity,

both from the particle physics side (electroweak hierarchy problem) and from the cosmology

side (cosmological constant problem(s)).

On the one hand, cosmological applications led to departures from solutions describing

a static flat brane in a static bulk, and prompted the study of braneworld cosmology [10–12].

The connection between braneworld models and gravity modifications was proposed as a

way to model the observed current acceleration of the universe [13, 14].

On the other hand, it was proposed to use braneworld models to resolve the clash

between the huge vacuum energy resulting from quantum effective field theory calculations

and the smallness of the observed cosmological constant of the current de Sitter-like epoch.

These proposal aimed at realising a self-tuning mechanism, first proposed in [15, 16], in

which, contrary to purely four-dimensional models, the vacuum energy from quantum loops

has no effect on the curvature of the brane, which is perceived as (almost) flat by four-

dimensional observers [17, 18].

Although in principle appealing, the models which were proposed at the time all had

issues related to the apparent inevitability of naked singularities in the bulk and/or an

impossibility to have both a successful self-tuning mechanism and the existence of an

effective four-dimensional gravity on the brane [19].

Recently, a novel framework was developed, which revisits the self-tuning braneworld

approach [20] and which uses holography as a guiding principle for model building. It con-

sists of a general two-derivative Einstein-dilaton bulk theory, and a codimension-one brane

whose effective world-volume action contains all possible two-derivative terms (namely a

brane potential for the scalar, an induced kinetic term for the scalar and an Einstein-Hilbert

term for the induced metric) preserving four-dimensional diffeomorphism invariance. The

bulk action is expected to be dual to a strongly coupled, large-N four-dimensional QFT,

while the brane action is expected to contain the Standard Model fields as its localized

fluctuations.

In the spirit of semi-holography (see e.g. [21]), asymptotically anti-de Sitter solutions of

this theory are interpreted as a purely four-dimensional theory in which the bulk geometry

is dual to a strongly interacting UV conformal field theory (CFT), deformed by a relevant

operator (dual to the bulk scalar) and coupled to a weakly interacting Standard Model

sector (the brane), a setup whose dual version was advocated in [22].

In the model described above, the brane separates the bulk geometry into two re-

gions: one side connects to an asymptotically AdS conformal boundary (UV of the field

theory dual). On the other side of the brane, the geometry may flow to another, regular,

asymptotically AdS region (in which case the field theory flows to an IR conformal fixed

point).1 The two sides of the geometry must obey the bulk Einstein-dilaton equations and

1It may also have a mild (resolvable) naked singularity, according to the Gubser criterion.
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the connection across the brane must satisfy Israel’s junction conditions. Induced four-

dimensional gravity on the brane is recovered in a range of distance scales via the DGP

mechanism [23, 24] thanks to the localized Einstein-Hilbert term in the brane action.2

The use of holography as a guideline for model-building, in order to organise the

space of solutions, has allowed to solve or alleviate some of the difficulties of the earlier

models. In particular, holography can give a consistent meaning to certain kinds of bulk

singularities [25]. These are indeed necessary to construct holographic duals of confining

theories [26–28], and they may be consistently eliminated by uplifting to higher dimen-

sions [29, 30].

As it was shown in [20], for rather generic choices of the bulk and brane potentials,

enforcing the holographic interpretation of the model results in a self-tuning mechanism

for the four-dimensional cosmological constant. The model admits solutions in which the

geometry on the brane is flat, regardless of the vacuum energy arising from quantum loops

of the brane fields. The brane is stabilized in the bulk at an equilibrium position, which

is dynamically determined by the bulk geometry and brane potentials via Israel’s junc-

tion conditions. Under certain general conditions, all fluctuations around the equilibrium

position have positive energy.

The fact that the framework proposed in [20] allows self-tuning flat solutions opens

new questions, and at the same time offers new possibilities for model building. In [20],

brane flatness and four-dimensional Poincaré invariance were imposed by design on the

solution ansatz, and the self-tuning mechanism corresponds to the existence of stabilized

solutions with this symmetry. It is important however to explore, in the same context,

other solutions in which the brane has non-zero curvature and/or has a time-dependent

(cosmological) induced metric. One reason is to understand how these solutions compete

with the flat solution (which represents the Poincaré-invariant vacuum). In addition, be-

cause we currently live in an accelerating universe, obtaining a positively curved (e.g. de

Sitter) metric on a brane is phenomenologically important. Finally, it is important to

clarify what is responsible, from the dual field theory perspective, for obtaining a curved

brane geometry. Exploring these questions is the purpose of the present work.

In this paper, we look for solutions of the self-tuning framework in which the brane has

a curved geometry. Our first result can be formulated as follows: no vacuum curved-brane

solutions generically exist.3 A non-trivial brane geometry can be obtained if one modifies

the UV boundary conditions on the bulk fields, such that they allow domain wall solutions

with constant curvature radial slices. In the dual QFT language this amounts to changing

the dual QFT. As we shall see, a de Sitter brane geometry will be possible when the domain

wall solution is sliced by de Sitter slices. In this case, the bulk geometry is dual to a QFT

defined on a constant positive curvature manifold. For an AdS brane geometry, the bulk

geometry is a domain wall with negative curvature slices, and the UV field theory is a CFT

with an additional defect [31, 32].

2This term is generated via quantum effects of the brane localized fields.
3By “vacuum” solution here we mean one where the bulk has 4d Poincaré invariance, representing the

ground state of the dual QFT.
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uUV

(a)

uUV

(b)

Figure 1. A sketch of the solutions allowing for a flat brane (a) and those allowing for a curved

brane (b). The thick black line represents the conformal boundary of AdS, whereas the brane

is represented in red. The direction u is the holographic direction, and the thin black lines are

constant-u hypersurfaces. The brane metric is inherited from the UV boundary metric (up to a

rescaling).

Prompted by the above result, we set forward to study curved domain wall geometries,

and we ask the question whether stabilized curved brane solutions do arise. We focus

in particular on maximally symmetric geometries, in which both the bulk and the brane

preserve four-dimensional de Sitter (dS) or Anti-de Sitter (AdS) invariance. The structure

of these solutions is sketched in figure 1, in which we show a comparison between the flat

solutions studied in [20] and the curved embeddings we discuss in this paper.

As far as the bulk is concerned, the corresponding solutions describe holographic RG

flows on maximally symmetric spaces, and they were studied extensively in [33], to which

the reader is referred for details. The introduction of the brane amounts to gluing together

two bulk RG-flow solutions of the type described in [33], to impose regularity on the IR

side of the solution and to solve at the same time for the brane position and the UV part

of the geometry in such a way that Israel’s junction conditions are satisfied.

In these solutions, the metric on the brane is the same (up to a scaling factor, which

depends on the position in the bulk) as the UV metric to which the dual CFT is coupled.

For example, a de Sitter brane solution can exist only if the dual CFT is set on de Sitter

space, and similarly for Anti-de Sitter. In the latter case, the holographic interpretation is

more subtle because, in addition to the usual boundary conditions in the radial direction,

one has also to introduce boundary conditions at the boundary of the slices. As discussed

in [33] (see also [31] for a previous similar discussion) this introduces a codimension-one

defect in the dual field theory.

Although the type of geometry of the brane is fixed by the boundary conditions, the

magnitude of the brane curvature and its position in the bulk are determined dynamically

by the field equations and the junction conditions. We refer to this as self-stabilisation,

which is the curved counterpart of the self-tuning mechanism found in [20].4

4We reserve the phrase self-tuning for the flat solutions, in which the effective cosmological constant on

the brane is dynamically set to zero.
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There is an alternative realisation of the same solutions, which can be obtained via a

bulk coordinate transformation, in which the leading UV asymptotics correspond instead

to a flat metric, but the scalar sources are varying in space or time. This leads to an

inequivalent description in terms of the dual QFT: instead of a boundary QFT living on

a curved space-time, we have a flat-space QFT driven by a time-varying (in the dS case)

or space-dependent (in the AdS case) source. The two descriptions however result in the

same brane geometry. Although in the bulk the two solutions are related by a coordinate

transformation, the latter acts non-trivially on the boundary, and it leads therefore to an

inequivalent theory with different boundary sources. In most of the paper we will work

with the curved-CFT description with constant scalar sources.

The solutions we study are extensions to general dilatonic braneworld models, with

general induced gravity and kinetic terms, of the curved braneworld solutions first in-

troduced by Kaloper in [34] and by Karch and Randall in [35], in which the embedding

of a curved brane whose tension was de-tuned from the RS [6] value was first studied.

Further generalisation, which considered asymmetric setups and/or included an induced

Einstein-Hilbert term, were explored e.g. in [36–40] and recently revisited in [41]. The main

difference between those models and the ones studied here is the effect of self-stabilisation:

both the bulk solution and the brane geometry are determined dynamically, by the inter-

play between the running of the bulk scalar and the brane potential and kinetic terms.

As a consequence, any hierarchy which is produced between the CFT curvature (the UV

boundary conditions) and the brane curvature has a dynamical origin. Also, in previous

works, the two sides of the bulk geometry were often taken to be pure AdS space-times with

different curvatures. In our case, instead, both sides of the geometry are different solutions

of the same bulk theory. This allows for a consistent holographic interpretation. Finally,

the presence of the scalar field and the self-stabilisation mechanism are important for per-

turbative stability, which was shown to be a problem for the pure-gravity models [40, 42].

After a general discussion, we focus on two specific models, which were those presented

in [20] as concrete realisations of the self-tuning mechanism. They share a similar UV

structure but differ in the IR, as the first one admits a regular IR fixed point where the

dilaton reaches a finite value, while the second one has a “good” IR singularity where the

dilaton diverges. Although the former model has the nice property of having a regular

interior, it is the latter which is more promising for phenomenology, as it is more suitable

to implement the self-tuning mechanism without violating the conditions for stability of

the flat equilibrium solution. In the curved case we study here, the difference between

these IR geometries gives rise to different phenomenology of the stabilisation mechanism,

and the corresponding scaling relations between brane, bulk, and boundary curvatures.

The phenomenology of self-stabilisation in the various examples may differ from case

to case, though a few features are worth mentioning. Generically, we find that one or more

solutions exist for both positive and negative curvature, with one branch always connected

to the flat self-tuning solution. Along this branch, the brane curvature can be continuously

tuned to zero by decreasing the value of the UV curvature. Interestingly, we find situations

where the brane curvature is bounded by a maximum value, no matter how large one takes

the boundary curvature.
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From the phenomenological perspective, our approach is relevant to the general dis-

cussion of how to find de Sitter (or more generally, accelerating) solutions in string theory,

which recently has received renewed attention. The reason is that, as argued first in [43]

the braneworld setups described here can arise in warped compactifications of string the-

ory. On the one hand, traditional methods based on compactifications from ten dimensions,

with various combinations of brane and fluxes, have a hard time realizing dS space, [44, 45].

On the other hand, it has been recently argued that de Sitter solutions are forbidden in a

quantum gravity theory by generalisations of the weak gravity conjecture [46]. The class

of solutions we find here in the context of holography offer an alternative way of producing

de Sitter, on the brane, compared to methods based on engineering bulk solutions, as was

recently advocated in [44]. In this sense our results agree with the general arguments that

de Sitter cannot arise as a vacuum solution: rather, as it is found here, it must be driven

by a non-trivial UV coupling of a CFT to curved metric sources.

As a final remark, we note that more general curved-brane solutions in which, in the

bulk, both the scale factor and the dilaton have a non-trivial time-dependence are expected

to exist, even without departing from UV asymptotics corresponding to a flat UV CFT

metric. These solutions however are expected to describe a cosmological, non-vacuum

state. Generically, these will not describe exact de Sitter space, although in some regions

of parameter space they may have a quasi-de Sitter regime (similar to slow-roll inflation

or quintessence). Their study is needed to answer the important question regarding time-

evolution (and approach to equilibrium) and cosmology of the self-tuning model. This will

be the subject of future work [47].

This paper is organized as follows. In section 2 we introduce the setup, present the

general results, review the bulk geometries corresponding to curved holographic RG flows,

discuss the junction conditions for curved branes, and the connection with the flat CFT

description. The rest of the paper is devoted to exploring the space of constant positive

or negative curvature solutions in specific models, and the results are mostly obtained

numerically. In section 3 we look for curved brane solutions in a model with a conformal

IR fixed point. In section 4 we turn to models with an asymptotically exponential dilaton

potential, and study solutions in which the brane is stabilized at a large value of the dilaton

field. Several technical details are left to the appendices.

2 A curved brane in a warped bulk

We will consider Einstein-scalar theory in d+1 dimensions, coupled to a d-dimensional dy-

namical hypersurface (brane). The bulk space-time is parametrized by coordinates (u, xµ)

and we consider both the Euclidean and Lorentzian metric, for which we take the signature

(−,+,+, · · · ,+) for the xµ coordinates. We will work with the most general two derivative

action for this set-up:

S = Sbulk + Sbrane , (2.1)

– 6 –
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where

Sbulk[g, ϕ] = Md−1
P

∫
du ddx

√
−g
(
R(g) − 1

2
∂Aϕ∂

Aϕ− V (ϕ)

)
+ SGHY + Sct , (2.2)

Sbrane = Md−1
P

∫
ddx
√
−γ
(
−WB(ϕ)− 1

2
Z(ϕ)γµν∂µϕ∂νϕ+ U(ϕ)RB

)
. (2.3)

Here, gAB is the bulk metric, R(g) the bulk Ricci scalar, γµν the induced metric on the

brane, RB the corresponding Ricci scalar, V (ϕ) is the bulk potential, SGHY is the Gibbons-

Hawking-York term, and Sct a boundary counterterm action needed for holographic renor-

malisation, and whose details here are unimportant. The bulk solution and the brane

embedding in the bulk are determined by the bulk Einstein’s equations and by imposing

Israel’s junction conditions across the co-dimension-one brane.

The framework above was considered in [20] as a way to describe, in a gravity dual lan-

guage, the interaction between weakly coupled physics (e.g. the Standard Model) localized

on the brane, and a strongly coupled, large N CFT, described by the bulk geometry. In this

context, the functions WB(ϕ), Z(ϕ) and U(ϕ) may be thought as generated by integrating

out the brane-localized fields. In particular the function WB(ϕ) contains contributions

from the brane vacuum energy.

It was shown in [20] that, rather generically, this kind of models allow self-tuning

solutions, in which the brane geometry is flat, regardless of the value of the brane vacuum

energy. In that work, the bulk geometry enjoyed four-dimensional Poincaré invariance of

constant-u hypersurfaces, which was inherited by the brane.

In this work, we will move beyond flat brane solutions, and ask the question, what kind

of non-trivial brane geometries one can obtain within the same framework. After some

general considerations, we will then restrict our attention to constant curvature brane

geometries, i.e. either de Sitter or Anti-de Sitter. We will not study the most general

solution of the model specified by the action (2.2)–(2.3), but we will restrict to situations

in which the bulk is static, leaving more general time-dependent geometries for future work.

The simplest possibility to move in this direction is to look for a solution in which

the curvature is due solely to the embedding of the brane, and the bulk geometry retains

its four-dimensional Poincaré invariance. In this ansatz, the boundary conditions (which

define the dual CFT data) are the same5 as those studied in [20]. As we will show in

section 2.1 however, for generic bulk and brane potentials, no solution of this kind exists.

This leads us to generalize the bulk ansatz, in a way described in section 2.2.

In order to find a curved brane embedding in a static bulk we will need to modify

the metric asymptotics. In the dual CFT language this means that we have to couple the

boundary field theory to a non-trivial metric ζUV
µν . In the gravity dual, the simplest ansatz

describing this situation while keeping the solution static6 takes the form

ϕ = ϕ(u), ds2 = du2 + e2A(u)ζµνdx
µdxν . (2.4)

5In the dual CFT language such a solution would constitute an alternative state of the same theory

which gave the self-tuning vacuum.
6In a sense which we will specify more precisely below.
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where A(u) is the warp factor and ζµν a fiducial d-dimensional metric. The ansatz (2.4)

is the simplest static solution such that a brane embedded at a fixed u has a non-trivial

world-volume curvature. Even though the metric ζµν may depend explicitly on t (e.g. it

may be a d-dimensional FRW metric), we still call this metric static because the functions

to be solved for (namely A(u) and ϕ(u)) depend only on the holographic coordinates and

not on time. More complicated bulk solutions are possible, and we will comment briefly

on them.

We will assume that the bulk has an asymptotic near-boundary region (which we can

choose to be reached as u→ −∞) where the solution takes the form of a Fefferman-Graham

expansion, in which the leading term defines the boundary QFT metric ζUV
µν ,

ds2 ' du2 + e−
2u
`
[
ζUV
µν + . . .

]
dxµdxν , u→ −∞ (2.5)

If ζUV
µν = ηµν , the equation above is the leading near-boundary behavior of the metric of

the Poincaré patch of (d + 1)-dimensional Anti-de Sitter space. For (2.5) to hold, it is

enough that the bulk potential has a local maximum (say at ϕ = 0) where it takes on a

negative value, V (0) = −d(d− 1)/`2. We will give a more detailed description of both the

near-boundary (UV) and the interior (IR) regions in section 2.2.

By adjusting a free additive constant in A(u) we can always identify the fiducial slice

metric ζµν in (2.4) with the metric ζUV
µν in (2.5). Therefore from now on we will assume

ζµν = ζUV
µν . (2.6)

In general, a co-dimension-one brane configuration preserving space-rotations is de-

scribed by an embedding of the form7 F (u, τ) = 0 for some function F , or more explicitly

by giving a trajectory in the holographic direction,

u = u?(τ). (2.7)

The induced metric on the brane takes the form

ds2 =

[(
du?
dτ

)2

+ e2A(u?(τ))ζττ

]
dτ2 + e2A(u?(τ))ζijdx

idxj . (2.8)

The situation considered in [20] was the case of a static, flat brane located at u = u?
and separating two different geometries (one for u < u?, one for u > u?) of the form (2.4)

with flat slices, ζµν = ηµν , and different scale factors. Here, we want to look at more

general solutions which allow for a curved brane.

2.1 (No) curved brane in a flat-sliced bulk

First, we address the question whether a constant curvature brane can be embedded in a

flat-sliced bulk, i.e. we take the bulk geometry to be the same as in [20],

ds2 = du2 + e2A(u)ηµνdx
µdxν , ϕ = ϕ(u) (2.9)

7For definiteness, here we focus on a “cosmological” brane, whose induced metric depends non-trivially

on the time-coordinate τ . Similar considerations apply a static curved brane, after trading τ for one of the

space coordinates.
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but look for a more general brane embedding, specified by a non-trivial function u?(τ).

Such a solution would result in a curved “cosmological” brane. The bulk scale factor and

scalar field on each side of the brane are a priori different solutions of the the bulk Einstein’s

equation,

(A,ϕ) =

{
(A−(u), ϕ−(u)) u < u?(τ)

(A+(u), ϕ+(u)) u > u?(τ)
(2.10)

Israel’s junction conditions then dictate how the left and right solutions must be glued

across the brane. The question is whether, for a given bulk theory and a given choice of

brane potentials, it is possible to find a non-trivial embedding function such that Israel’s

junction conditions are satisfied.

In general, the answer is negative: as we show in detail in appendix A, for generic

choices of the brane potentials, no solutions to the junction conditions may be found: for a

non-trivial embedding function u?(τ) the junction conditions require that all world-volume

terms in the brane action (2.3) must vanish.8 As we discuss in appendix A, for special

choices of the brane potentials however, non-trivial solutions may be found. These have

the curious property that, although these solutions are exact, there is no backreaction of

the brane onto the bulk (evanescent branes). For example, if WB, U and Z are positive

constants, then a de Sitter embedding of the brane exists if the bulk is Poincaré-AdS

space-time with constant scalar field. More generally, it may be possible to tune the brane

potentials so that a certain FWR embedding is possible in a given bulk solution. These

special cases however require the brane potentials to be tuned to specific functions so that

the corresponding brane embedding is compatible with the bulk solution. Although this is

be interesting, this goes against our general philosophy, which consists in taking the bulk

and brane data as unrelated and as generic as possible.

Given the result above, we have two possibilities for obtaining a curved brane

embedding:

1. We can keep a flat UV metric ζUV
µν = ηµν but generalise the bulk ansatz (2.4), embed-

ding a non-trivial brane trajectory u?(τ) in a time-dependent bulk of the general form

ds2 = n2(u, τ)du2 + β2(u, τ)dτ2 + γ2(u, τ)δijdx
ixj (2.11)

We can then impose boundary conditions such that the metric reduces asymptotically

to the form (2.5) with ζUV
µν = ηµν , with time-dependent corrections entering only at

subleading orders.

2. Alternatively, we can study solutions in which the brane is static, and at a fixed

position u = u?, in a static bulk solution like (2.4) where each slice is curved. The

induced metric on the brane will inherit the curvature of the corresponding constant-

u slice. This choice necessarily leads to a near-boundary expansion of the metric like

8This may still lead to interesting physics if we can treat the brane as a probe, as is the case in the

so called mirage cosmology [48, 49]. In this case the trajectory u?(t) is determined by extremizing the

world-volume action in a fixed background, ignoring the backreaction on the bulk. However this is not our

goal here, as we want to keep the backreaction intact. It will be studied in another publication.
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in (2.5), with a curved UV metric, which amounts to couple the dual UV CFT to

a curved background.9 Note that this involves different AdS boundary conditions

and is therefore not in the same class of solutions as asymptotically flat conditions.

However, as we will see in subsection 2.5, it is possible to rewrite these solutions in

terms of a flat space CFT, which however is coupled to time- or space-dependent

external sources.

The first choice, appropriate for the important question of the the cosmological evolu-

tion of the self-tuning model, is not the road we will pursue here, and we it will be analysed

in a separate paper, [47].

In the rest of this paper we will explore the second option, and embed the brane as a

static hypersurface in a bulk metric of the form (2.4), where ζµν is identified with the metric

of the dual UV CFT. However these solutions are not unrelated to the first option described

above: as we will discuss in more detail in section 2.5, a coordinate transformation can

bring a solution of the form (2.4) to one of the form (2.11) with flat asymptotic conditions,

at the cost of introducing a time- or space-dependence in the scalar field at leading order

in the near-boundary expansion. In the holographic dual language, this situation describes

a CFT living on flat space, but driven by a varying scalar source.

2.2 Review of holographic RG flows for curved QFTs

From now on we focus on a setup in which the brane is the interface between two different

geometries of the type (2.4), each one characterized by a warp factor A(u) and a scalar

field profile ϕ(u). One of them connects with the boundary of AdS (UV), the other should

have a regular interior (IR).

The induced metric on the brane is, up to a constant scaling, the same as the slice

metric (and the UV metric),

γµν = e2A(u?)ζµν , (2.13)

and the induced curvature scalar is

RB = e−2A(u?)R(ζ). (2.14)

Because we are working with ζµν = ζUV
µν , the brane geometry is the same (up to an overall

scaling) as the UV metric of the space where the CFT lives.

For simplicity, from now on we will restrict to bulk geometries (2.4) whose constant-

u slices are maximally symmetric d-dimensional hypersurfaces, whose metric ζµν has the

property

R(ζ)
µν = κζµν , R(ζ) = dκ. (2.15)

9The same considerations applies to a more general class of bulk metrics than (2.4), of the form

ds2 = du2 − β2(u)dτ2 + a2(τ)γij(u)dxidxj . (2.12)

These metrics have the property that any surface at u = u? has a fixed FRW geometry, which can be brought

in standard form after a world-volume coordinate transformation acting on (τ, xi). However different

constant-u slices differ by more than just an overall rescaling. One can easily show that, also in this case,

the near-boundary expansion leads to a non-trivial time-dependent UV metric.
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The constant κ is given by

κ =


(d−1)
α2 dSd

0 Md

− (d−1)
α2 AdSd

, (2.16)

where α is the radius of curvature.10 Whether κ is positive, negative or zero is fixed by

the UV boundary conditions, i.e. by the metric to which the CFT is coupled.

One of the reasons we restrict to maximally symmetric slices is practical: in this case

the bulk geometry was studied in detail in [33] and we can use the results of that work.

However, the case of constant positive curvature is already interesting for phenomenology,

as it can relate both to primordial inflation and to late time cosmology, both described by

quasi-de Sitter space-time. Extensions to a more general FRW-like brane can be obtained

using similar techniques as those presented here, but will be left for future work.

Before studying solutions including a curved brane, we briefly review the features of

bulk solutions with curved slicing, which were studied in depth in [33].

Throughout this paper, a dot will denote a derivative with respect to the u coordinate

and a prime will denote a derivative with respect to the ϕ coordinate, e.g.

ḟ(u) ≡ df(u)

du
, F ′(ϕ) ≡ dF (ϕ)

dϕ
. (2.17)

With the restriction (2.15), the bulk Einstein’s equations are:

2(d− 1)Ä+ ϕ̇2 +
2

d
e−2AR(ζ) = 0 , (2.18)

d(d− 1)Ȧ2 − 1

2
ϕ̇2 + V − e−2AR(ζ) = 0 , (2.19)

ϕ̈+ dȦϕ̇− V ′ = 0 . (2.20)

In [33], a formalism was developed by introducing three scalar functions of the bulk

scalar field, W (ϕ), S(ϕ) and T (ϕ), which results in flow-like equations for the warp factor

and scalar field,

Ȧ(u) = − 1

2(d− 1)
W (ϕ(u)), (2.21)

ϕ̇(u) = S(ϕ(u)), (2.22)

R(ζ)e−2A(u) = T (ϕ(u)). (2.23)

The scalar functions W (ϕ), S(ϕ), T (ϕ) may be defined piecewise in any region in which the

scalar field ϕ(u) is monotonic, and can eventually be glued together (imposing regularity)

at extrema of the function ϕ(u) (see [33, 50] for details).

We note that, for R 6= 0, our rewriting of the bulk Einstein’s equation in terms of scalar

functions differs from the first-order formalism obtained using Hamilton-Jacobi theory ap-

plied to holography [51]. In the flat case, the function W (ϕ) is in one-to-one correspondence

10Here we have included the case κ = 0 for completeness, but as we have explained in the previous

subsection this can only lead to flat brane embeddings.
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with a solution of the radial Hamilton-Jacobi equation for Hamilton’s principal function

S(A,ϕ). For R = 0 Hamilton-Jacobi’s equation is separable and the solution can be written

in the form S = edAW (ϕ), where the superpotential W satisfies equation (2.27). For R 6= 0

however, this is not the case: the Hamilton-Jacobi equation is non-separable, and a true

first-order formalism can only be obtained starting from a non-trivial function S(A,ϕ).

The reader is referred to [52] for a discussion of the first order Hamilton-Jacobi formalism

for curved domain-walls in holography. Similar considerations apply to black-hole geome-

tries [53]. A connection between our scalar functions and Hamilton-Jacobi formalism can

be obtained proceeding along the lines of appendix B in [54].

Using the scalar functions W,S, T , we can write eqs. (2.18)–(2.20) as a system of first

order differential equations in which ϕ is the independent variable:

S2 − SW ′ + 2

d
T = 0 , (2.24)

d

2(d− 1)
W 2 − S2 − 2T + 2V = 0 , (2.25)

SS′ − d

2(d− 1)
SW − V ′ = 0 . (2.26)

Flat space-time holographic RG flows are recovered by setting T = 0 and S = W ′,

resulting in the usual superpotential equation for W (ϕ),

κ = 0 :
d

4(d− 1)
W 2 − 1

2
W ′2 = −V , (2.27)

Equation (2.25) is algebraic and it can be used to eliminate the function T (ϕ) and we

are left with the following two independent equations

d

2(d− 1)
W 2 + (d− 1)S2 − dSW ′ + 2V = 0 , (2.28)

SS′ − d

2(d− 1)
SW − V ′ = 0 . (2.29)

We will consider solutions in which we can identify a UV and and IR region, whose

features we summarize below. Roughly, they can be identified with the regions where the

scale factor eA(u) becomes large (UV) or small (IR).

UV region. This is the region where the scale factor becomes large and the geometry

asymptotes to the conformal boundary of Anti-de Sitter space. Generically, this is realised

when ϕ(u) approaches a maximum of the scalar potential (which we set at ϕ = 0 for

simplicity). Around the maximum, the potential has an expansion of the form

V (ϕ) = −d(d− 1)

`2
+
m2

2
ϕ2 +O(ϕ3) (2.30)

where m2 < 0. The boundary is approached as u → −∞, and the solution takes the

asymptotic form

A(u) = −u
`

+ . . . , ϕ(u) = ϕ−`
∆−e∆−u/` + . . . u→ −∞, (2.31)
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where ∆− = d/2 −
√
d2/4 +m2`2 and ϕ− is an integration constant. In the AdS/CFT

dictionary, the constant ϕ− is interpreted, in the dual field theory, as the value of the

source for a gauge-invariant operator O whose dimension is ∆+ ≡ d−∆−. This geometry

is dual to an RG flow away from a UV conformal fixed point, driven by a deformation by

the relevant operator O. As u increases, ϕ grows, backreaction starts becoming important,

and the geometry deviates more and more from AdS.

A detailed description of the solution in the UV, both in terms of the functions W (ϕ),

S(ϕ) and T (ϕ) and of the scale factor A(u) and scalar field profile ϕ(u), can be found in

appendix B. Here we point out a few important features:

• To leading order as ϕ→ 0, the behaviour of W and S is universal and it is the same

as in the zero-curvature case,11

W =
2(d− 1)

`
+

∆−
2`

ϕ2 + . . . , S 'W ′ = ∆−ϕ+ . . . , ϕ→ 0. (2.32)

The precise behavior including subleading terms can be found in appendix B.

• The two first order differential equations (2.28)–(2.29) contain two independent inte-

gration constants C and R. They appear as coefficients of subleading (with respect

to those in (2.32)) terms Wsub(ϕ), Ssub(ϕ) in the expansion of W and S around the

UV ϕ = 0:

Wsub =
R
d`
|ϕ|

2
∆− + . . .+

C

`
|ϕ|

d
∆− + . . . , ϕ→ 0. (2.33)

and similarly for Ssub.

Together with ϕ−, the parameters R and C exhaust the three integration constants of

the third order system of Einstein equations (2.18)–(2.19). The constants C andR fix

the “dimensionless” (i.e. in units of ϕ−) boundary curvature and vacuum expectation

value of the dual operator,

〈O〉− =
Cd

∆−
|ϕ−|∆+/∆− , R = R(ζ)|ϕ−|−2/∆− , (2.34)

As we have discussed, the properties of the UV part of the solution are universal, and

depend on the curvature only at subleading orders. In contrast, properties of the solution

in the region, where the scale factor becomes small (corresponding to the IR of the dual

QFT) are very different depending on the sign of the curvature. Below we review the

structure of the regular IR region for zero, positive and negative curvature. More details

can be found in [50] and [33].

11Here we only give the behavior of the “W−” type function, which in AdS/CFT language (and with the

standard quantisation) corresponds to a deformation of the CFT by a source. For completeness, the reader

will also find in appendix B the “W+” type function, which corresponds to a deformation by a vev with no

source term.
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IR region, κ = 0.

1. Regular AdS interior

We start by recalling the situation for zero curvature. In the flat case, a regular

interior can arise only as a new asymptotically AdS region, where eA(u) ∼ e−2u/`IR

vanishes as u → +∞. This can occur as ϕ approaches a minimum ϕIR of the bulk

potential, around which

V (ϕ) ' −d(d− 1)

`2IR
+
m2

IR

2
(ϕ− ϕIR)2 + . . . (2.35)

with m2
IR > 0. Unlike the case for a UV maximum, where all W solutions have the

same behaviour (2.32), here only a single solution can reach a minimum. The regular

solution reaching the minimum behaves close to ϕIR as

WIR(ϕ) ' 2(d− 1)

`IR
+

∆−IR
2`IR

(ϕ− ϕIR)2 + . . . (2.36)

where ∆−IR = d/2 −
√
d2/4 +m2`2 < 0. We can see that when V has a minimum,

W has a maximum. The corresponding geometry approaches the Poincaré horizon

of AdS as u→ +∞,

A(u) = − u

`IR
+ . . . , ϕ = ϕIR − ϕ̄ exp

[
∆−IRu

`IR

]
, u→ +∞. (2.37)

where φ̄ is a constant, interpreted as the (irrelevant) coupling in the IR CFT.

2. ϕ→∞: good singularities

If ϕ does not reach a fixed point, it will flow all the way to ϕ→ ±∞. In this case, the

solution has a naked singularity in the IR. Nevertheless, this can be an acceptable IR

region if it satisfies certain requirements, which can be translated into the asymptotic

behaviour of the function W as ϕ → ∞. Below we summarize these requirements

for a potential whose asymptotic behaviour for large ϕ is parametrized by a positive

exponential (we discuss the case ϕ→ +∞ for concreteness),

V ' −V∞ebϕ ϕ→ +∞. (2.38)

For such a potential, the asymptotic solutions W (ϕ) as ϕ→∞ fall in two classes:

• Generic

W (ϕ) 'W0e
Qϕ, Q ≡

√
d

2(d− 1)
, (2.39)

where W0 is an arbitrary constant. Notice that the exponential behavior does

not depend on the parameter b in the potential in equation (2.38). Indeed the

potential V affects this class of solutions at subleading orders.
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ϕ
ϕIR

ϕ0

uu0

(a)

eA

uu0

(b)

Figure 2. The scalar field (a) and scale factor (b) profiles of a positive curvature RG flow geometry

(solid lines). Both the scale factor and the scalar field have an IR end point at u = u0, ϕ = ϕ0.

The corresponding zero-curvature solutions extending to the conformal fixed point ϕ = ϕIR (dashed

lines) are shown for comparison.

• Special

W (ϕ) '

√
8V∞

4Q2 − b2
e

b
2
ϕ. (2.40)

This solution exists only for b < 2Q, is isolated, as it has no tunable integra-

tion constants, and has a softer exponential growth than all of the solutions of

type (2.39).

One can argue that only the isolated special solution has a meaningful holographic

interpretation. For example, one can impose Gubser’s criterion [25], which requires

that one can cloak the singularity by an arbitrarily small horizon. This is true for

the solution (2.40), but not for the solutions of type (2.39). Notice that the existence

of the special solution puts an upper bound b < 2Q on the asymptotic growth rate

of the bulk potential.

IR region, κ > 0. For R(ζ) > 0, it was shown in [33] that regular geometries reach a

point u = u0, at which ϕ̇ = 0 and e2A vanishes as (u0 − u)2. This is a regular endpoint

in the Euclidean case, and a horizon in the Lorentzian signature. This point corresponds

to the extreme infrared, since the whole space-time shrinks to zero size. Figure 2 shows a

comparison between a positive curvature flow and the corresponding regular zero-curvature

solution, in a case where the latter arrives at an IR fixed point at finite ϕ.

A few properties of these solutions are listed below:

• The dimensionless parameters of these solutions are fixed by specifying the value of

the scalar field ϕ0 at the IR endpoint, and imposing regularity. This determines the

dimensionless UV parameters R and C.

• Fixing ϕ0 leaves a one-parameter family of solutions parametrized by ϕ−. The latter

can be taken as setting the scale for the all dimensionful features of the solution
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ϕ
ϕIR

ϕ0

uu0

(a)

eA

uu0

(b)

Figure 3. The scalar field (a) and scale factor (b) profiles of a negative curvature RG flow geometry

(solid lines). Both the scale factor and the scalar field have a turning point at the bottom of the

throat, u = u0. The corresponding zero-curvature solutions extending to the conformal fixed point

ϕ = ϕIR (dashed lines) are shown for comparison. The solution is symmetric around u0.

(curvature, operator vev). Therefore, fixing ϕ− and varying the endpoint in field

space ϕ0, one can scan over the range of positive curvature solutions.

• For strictly positive R(ζ) > 0, the endpoint ϕ0 cannot coincide with an extremum

of the potential: this would lead to either infinite curvature (maximum) or zero

curvature (minimum).

• At the IR endpoint, W (ϕ) diverges as |ϕ0−ϕ|−1/2 and S(ϕ) vanishes as |ϕ0−ϕ|1/2.

IR region, κ < 0. In this case, the scale factor never shrinks to zero. Instead, the

geometry reaches a throat of finite size where both ϕ̇ = 0 and Ȧ = 0, and the scale factor

takes a minimum value A(u0) 6= 0. The two sides of the throat connect to different regions

of the asymptotic AdS boundary. As explained in [31] in the case of constant potential,

and noted also in [33] in the general case, this corresponds to the fact that the UV theory

has a codimension-one defect. These features of negatively curved flows can be seen in

figure 3:

• As in the κ > 0 case, the value of the scalar field ϕ0 at the bottom of the throat

fixes all integration constants in the solution (except ϕ− which can always be chosen

independently).

• Also in this case, the turning point ϕ0 cannot coincide with an extremum of the

potential.

• At the IR endpoint, both W (ϕ) and S(ϕ) vanish as |ϕ0 − ϕ|1/2.

The properties of the solutions we have described in this subsection are summarized in

figure 4, where we sketch the behavior of different solutions for the scalar function W (ϕ)

in a model in which the potential V (ϕ) has a maximum at ϕ = 0 and a minimum at

ϕ = 1. As one can see, all solutions connect to the UV fixed point at ϕ = 0. The flat
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UV
ϕ0

IR endpoint (curved)

IR fixed point ϕIR = 1 (flat)

ϕ

W (ϕ)

R = 0

R > 0

R < 0

WC,R(ϕ) √
−4(d−1)V (ϕ)

d

Figure 4. Sketch of different solutions for W (ϕ), for various curvatures, in a theory with a UV and

an IR fixed point at ϕ = 0 and ϕ = 1, respectively. Of all the solution starting from the UV fixed

point, three are followed to the IR endpoint, which can be at the conformal fixed point (R = 0) or

an intermediate point 0 < ϕ0 < 1. For R(ζ) ≥ 0 the shaded region below the blue curve cannot be

accessed.

solution reaches the IR conformal fixed at ϕIR = 1; the regular curved RG flow solutions

reach an endpoint or a throat at 0 < ϕ0 < 1. An important role is played by the curve

B(ϕ) ≡
√
−4(d− 1)V (ϕ)/d, displayed in dark blue in the figure: for zero and positive

curvature, this curve mark the boundary of a forbidden region (shaded area in the figure)

which W (ϕ) cannot reach. On the other hand, for R < 0 the solution can reach into the

forbidden region.

We end this review section with the remark that solutions may exhibit one or several

bounces, i.e. regular points where ϕ̇ = 0 but Ȧ 6= 0 [50, 55]. These can occur in principle at

any point where V ′ 6= 0, and they where found to be a generic feature of curved RG-flow

solutions [33]. The possibility of bounces has to be taken into account when we introduce

the brane.

The details of the behavior of the functions W , S and T near an IR endpoint or a

bounce are given in appendix C.

2.3 The junction conditions

We are now in the position to introduce the brane as an interface between two geometries

of the form (2.4). The dynamics of the brane is encoded in the junction conditions, as we

explain below.

We consider solutions where the geometry to one side of the brane connects to an

UV-type region, and the other to an IR-type region. To distinguish between the two sides,

we label the metric and scalar field on the two sides of the brane by gUV
ab , g

IR
ab and ϕUV, ϕIR.
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When a quantity X exhibits a jump across the position of the brane, this will be written

as
[
X
]UV

IR
. The Israel matching conditions then result in the following two requirements:

1. The metric and scalar field are continuous across the brane:[
gab

]UV

IR
= 0 ,

[
ϕ
]IR

UV
= 0 . (2.41)

2. The extrinsic curvature as well as the normal derivative of ϕ are discontinuous:[
Kµν − γµνK

]IR

UV
=

1√
−γ

δSbrane

δγµν
,

[
na∂aϕ

]IR

UV
= − 1√

−γ
δSbrane

δϕ
. (2.42)

Here γµν = e2A(u)ζµν is the induced metric, Kµν is the extrinsic curvature of the

brane with K = γµνKµν the trace, and na is a unit vector normal to the brane with

orientation towards the IR.

For our setup given in (2.3) the equations (2.42) become[
Kµν− γµνK

]IR

UV
=

[
1

2
WB(ϕ)γµν + U(ϕ)GBµν −

1

2
Z(ϕ)

(
∂µϕ∂νϕ−

1

2
γµν(∂ϕ)2

)
+ (γµνγ

ρσ∇ρ∇σ −∇µ∇ν)U(ϕ)

]
ϕ?

, (2.43)

[
na∂aϕ

]IR

UV
=

[
dWB

dϕ
− dU

dϕ
RB+

1

2

dZ

dϕ
(∂ϕ)2− 1√

−γ
∂µ
(
Z(ϕ)

√
−γγµν∂νϕ

)]
ϕ?

, (2.44)

where ∇µ, GBµν and RB are the covariant derivative, Einstein tensor and Ricci scalar

computed from the induced metric and ϕ?(x
µ) ≡ ϕ(u?, x

µ) is the scalar field at the position

of the brane. Furthermore, for our setting we find:

Kµν = Ȧγµν , Kµν − γµνK = −(d− 1)Ȧγµν =
1

2
Wγµν , na∂aϕ = ϕ̇ = S . (2.45)

Further, recall that RBµν = R
(ζ)
µν and RB = e−2AR(ζ), hence

GBµν = Gζµν =
1

2
(2− d)κ e−2Aγµν =

2− d
2d

Tγµν , (2.46)

where we have used the definitions (2.21)–(2.23). We introduce WUV, SUV and WIR, SIR as

the functions W and S for the UV and the IR regions, respectively. Using these quantities

we can then write the junction conditions (2.43)–(2.44) as:

WIR −WUV|ϕ∗ = WB +
(2− d)

d
U T

∣∣∣∣
ϕ?

, (2.47)

SIR − SUV|ϕ∗ = WB
′ − U ′ T

∣∣
ϕ?
. (2.48)

From the continuity of the metric (2.41), we can infer that the scale factor is continuous

across the brane and the same is true for the function T (ϕ),

TUV(ϕ?) = TIR(ϕ?) . (2.49)
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Using the continuity of T and ϕ across the brane, it follows from (2.25) that

d

2(d− 1)
W 2

UV − S2
UV

∣∣∣
ϕ?

=
d

2(d− 1)
W 2

IR − S2
IR

∣∣∣
ϕ?

(2.50)

We can write the conditions (2.47)–(2.48) as

WUV|ϕ∗ = WIR −WB −
2− d
d

UTIR

∣∣∣∣
ϕ?

(2.51)

SUV|ϕ∗ = SIR −W ′B + U ′TIR

∣∣
ϕ?
. (2.52)

From the equation of motion we can write

Q2W 2
UV − S2

UV − 2TUV + 2V = 0 (2.53)

where Q2 = d
2(d−1) . Using eqs. (2.51)–(2.52) and using the fact that T and ϕ are continuous,

we can express everything in terms of IR quantities. Using also Q2W 2
IR−S2

IR−2TIR+2V = 0

and after a bit of algebra we obtain the condition:[
− 2Q2WIR

(
WB +

2− d
d

UTIR

)
+Q2

(
WB +

2− d
d

UTIR

)2

+2SIR

(
W ′B − U ′TIR

)
−
(
W ′B − U ′TIR

)2 ]
ϕ?

= 0 . (2.54)

Notice that all functions of ϕ involved in this equation are in principle known, in terms

of a few input quantities: V , WB and U are fixed by the choice of the action; WIR, SIR

and TIR are determined by regularity, plus the choice of the endpoint ϕ0 of the IR solution.

Therefore, once the underlying model and ϕ0 are chosen, (2.54) provides a transcendental

equation for the brane position ϕ?, which generically has a finite number of solutions

(including the possibility of no solution).

Once ϕ? is determined, we can use equations (2.51)–(2.52) as initial conditions for

WUV and SUV, to be used in the system of differential equations (2.28)–(2.29) which de-

termines the solution for W and S in the UV and the corresponding values of R and C

(the dimensionless curvature and vev parameters).

To summarize, one can use the following algorithmic procedure to solve the system

from the IR, across the brane, to the UV:

choice of ϕ0 → WIR, SIR → ϕ? → WUV, SUV → R, C (2.55)

The only control parameter here is ϕ0, which determines everything else. In particular,

the choice of ϕ0 at an IR extremum of the potential would result in the flat-sliced solution

with R = 0. For the case when the flat solution IR is reached as ϕ→∞, things are more

subtle, as we will see in section 4.
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2.4 Junction rules

Here we discuss what are the geometric rules to patch together two geometries across the

brane, and which types of junctions give rise to a sensible holographic interpretation.

In the positive or zero curvature case, the flow of A(u) is monotonically decreasing

from the UV to the IR. Since Ȧ ∝ −W , the scalar function W (ϕ) cannot change sign.12

At the junction, we must require that one side of the brane actually connects to a UV

region, and the other to an IR region. This implies that the flow of A(u) must not change

direction, i.e. Ȧ should not change sign, across the brane. Since at the brane position

ȦUV ∝ −WUV(ϕ?) and ȦIR ∝ −WIR(ϕ?), we must discard solutions in which WUV(ϕ?)

and WIR(ϕ?) have opposite signs. If that were the case, we would be joining two UV or

two IR regions.

The above constraint does not apply to solutions with negatively curved slices: in this

case Ȧ (and W ) can change sign in the bulk, and there is no reason why it should not

change sign across the brane. In fact, in this case, both sides of the brane eventually reach

a UV region.

Next, since we will solve the matching conditions in field space, rather than in co-

ordinate space, we need to understand towards which side (i.e. direction of increasing or

decreasing ϕ away from ϕ?) one should follow the solution WUV(ϕ) on the UV side of

the brane. As we discussed at the end of the previous subsection, if we start from the

IR side of the solution, the junction conditions determine the pair of initial conditions

(SUV(ϕ?),WUV(ϕ?)) for the system (2.51)–(2.52), and we need to know if we should keep

the solution for ϕ > ϕ? or ϕ < ϕ?. To understand what the correct choice is, recall that

in our conventions the coordinate u runs in the same direction on both sides of the brane,

and we take it to be increasing from the UV to the IR. therefore if the brane is at u?, the

IR side is u > u?, and the UV side is u < u?. Then, to be consistent with this choice, it

is the sign of ϕ̇(u?) ≡ SUV(ϕ?) which decides which one is the right direction to follow on

the UV side:

• If SUV(ϕ?) > 0, then ϕ̇(u?) > 0 at the brane, and we should take the UV solution

such that ϕ increases towards the brane, i.e. the solution WUV, SUV for ϕUV < ϕ?.

• Conversely, if SUV(ϕ?) < 0, we should take the other part of the solution, the one

with ϕUV > ϕ?.

This junction rule is summarized graphically in figure 5.

Finally, due to stability requirements of the solution, some care is needed when choosing

the combination of bulk and brane potentials appearing in the action. Because we will not

pursue phenomenological applications here, and in general we will not worry about whether

the functions chosen can lead to physics compatible with observation (e.g. the presence of

four-dimensional gravity in the brane), we will try to require that at least the flat solutions

be free of ghosts and tachyonic instabilities. Although this does not straightforwardly

12Since the overall sign of W can be changed by sending u → −u, we will always choose W > 0 for

definiteness.
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SUV(ϕ?) > 0 SUV(ϕ?) < 0

Figure 5. Junction rules in field space. The vertical solid line indicates the locus of the brane.

guarantee stability of the curved solutions, there are strong indications that this is the

case, at least for the positive curvature solutions, as discussed in section 4.5 of [33].

That there are no instabilities in the bulk is automatically guaranteed if the scalar field

kinetic term has the correct sign, and there are no violations of the BF bound in the UV or

in the IR. However, some unstable modes can still arise due to the brane fluctuations. For

the flat case, the analysis of [20] showed that there are very simple sufficient conditions

which guarantee the absence of ghosts and tachyonic instabilities for the self-tuning flat

brane solutions. These are:

U(ϕ?) > 0, Z(ϕ?) > 0 (2.56)

WB(ϕ?)

WIR(ϕ?)WUV(ϕ?)
>
U(ϕ?)

3
, (2.57)

Z(ϕ?)

(
WB(ϕ?)

WIR(ϕ?)WUV(ϕ?)
− U(ϕ?)

3

)
>

(
dU

dϕ

)2

ϕ?

, (2.58)

W ′′IR(ϕ?)−W ′′UV(ϕ?) < W ′′B(ϕ?). (2.59)

Conditions (2.56) are also necessary : violating either of them would guarantee the presence

of either a spin-2 or a spin-0 ghost. On the other hand, the other conditions are only

sufficient, but if they are violated the stability analysis becomes much more involved, and

requires a detailed perturbation analysis of the full bulk solution.

Since here we will not aim to build explicit, realistic phenomenological models, we will

not always strictly enforce the conditions (2.57)–(2.59), not to limit too much the scope of

the examples we study.

2.5 Curved CFT boundary metrics vs. variable scalar sources

In this section we briefly comment on a possible alternative realisation of the solutions

described so far, in terms of a dual CFT living in Minkowski space, but coupled to a

non-trivial time-dependent (for dS branes) or space-dependent (for AdS) external source.
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In the UV region, the bulk metric (2.4) takes the asymptotic form (2.5), where ζUV
µν

is the metric to which the dual CFT is coupled, and in the examples described above is

(A)dSd. It is well known (see e.g. [35]) that one can foliate AdSd+1 by either Minkowski,

dSd or AdSd. From the bulk point of view, these choices only differ by a coordinate

transformation. From the dual field theory point of view, however, different coordinate

choices lead to different physical theories, as the appropriate coordinate transformation

acts non-trivially on the conformal boundary and it changes both the metric and the scalar

sources.13 Therefore, we can use these coordinate transformations to find new solutions

with a different holographic interpretation. In the rest of this section we consider the case

of a dS brane for definiteness. The case of AdS-slicing is more subtle because the slices

are non-compact and one can reach the boundary along each radial slice. This means that

we need boundary conditions also at the boundary of the slices. This is related to the

fact that, as we explained in section 2.2, when discussing the case κ < 0, there are two

(disconnected) boundary regions, which correspond to the field theory dual theory having

a defect. These issues are discussed in [33] and are similar to those arising in the case of

the Janus solution, [31].

Let us therefore consider dS-sliced domain walls. Going from a curved to a flat foliation

by a coordinate transformation is only possible if the bulk is exactly AdSd+1, not only

asymptotically. However, we can still perform a coordinate transformation to new radial

and time coordinates (ρ, t) of the form

u = f(ρ, t), τ = g(ρ, t), (2.60)

such that close to the UV boundary it changes a dS slicing into a flat one. If we take τ

to be the conformal time coordinate in the de Sitter metric ansatz, i.e. ζUV
µν = H2

τ2 ηµν , f

and g can be two arbitrary smooth functions constrained only by demanding that their

asymptotic form leads to a flat UV metric in the new coordinates (ρ, t), ζUV
µν = ηµν , in the

limit u→ −∞. This imposes the following constraints,

f(ρ, t)→ ρ− ` ln

(
− t
`

)
, g(ρ, t)→ t, ρ→ −∞, (2.61)

where −∞ < t < 0 (see e.g. section 4.4 of [33] for the full coordinate transformation, from

which the limits (2.61) can be easily obtained).

In the original coordinates (u, τ) the brane was located at the equilibrium position

u = u?. In the new coordinates this will result in a non-trivial trajectory,

f(ρ, t) = u? ⇒ ρ = ρ?(t). (2.62)

The important point is that, by construction,

1. The junction conditions are still satisfied, since they have tensorial nature;

13A well-known example of this phenomenon is the difference between global and Poincaré AdS coordi-

nates, which give a different structure of the conformal boundary metric and describe a dual field theory

on R× Sd−1, and R1,d−1, respectively.
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2. The induced metric on the brane is diffeomorphic to the original one before the change

of coordinates.

This implies that we have an alternative embedding of the same dS brane, which is now

moving in an asymptotically AdS space-time whose asymptotic boundary has a flat metric

source. The dual field theory lives therefore in flat space.

This is not the end of the story however: recall that the bulk has also a non-trivial

scalar field profile. In the old coordinates (u, τ) this is described by a function ϕ(u),

which becomes a time-dependent function ϕ(ρ, t) in the new coordinates. This has an

important implication: writing the near-boundary scalar field asymptotics (2.31) in the

new coordinates using (2.61), we find

ϕ(ρ, t) ' ϕ−
(
`

|t|

)∆−

`∆−e∆−ρ/` + . . . ρ→ −∞. (2.63)

In the holographic dictionary, this implies that the CFT is coupled to a time-dependent

external source

j =

(
`

|t|

)∆−

ϕ− (2.64)

The source is switched on from j = 0 at early times and increases in time as a power-

law. Thus, in this language, cosmological de Sitter expansion of the brane is driven by a

time-dependent source in a flat-space CFT. This gives an alternative (and, from the CFT

standpoint, inequivalent) description of the solutions we are discussing.

Notice that the only case in which one can embed a dS brane in a flat CFT with

no sources is the Karch-Randall-like setup, where the bulk is AdS (in any coordinates),

with no scalar field. In this case a non-zero brane tension and/or induced Einstein term

generically require patching together two AdS spaces with different curvatures, as was the

case in [36, 37, 40].

3 Solutions with IR fixed points

We now present implementations of the self-stabilisation mechanism in several example

models. Thus, here and in what follows we set d = 4. A particular model will be char-

acterised by a choice of bulk potential V (ϕ) and the brane quantities WB(ϕ) and U(ϕ).

While the functions V , WB and U should be determined from a microscopic model, this

goes beyond the scope of this paper. Instead, the functions will be chosen by hand and the

consequences for self-stabilisation studied. Also, we will not be interested in constructing

phenomenologically viable models, as this also goes beyond the scope of this investigation.

The main goal of this section is to study the viability and efficacy of self-stabilisation in

this holographic setting with non-zero UV curvature. In particular, we wish to answer the

following questions:

1. How do self-stabilising solutions with non-zero UV curvature differ from the self-

tuning solutions with vanishing UV curvature studied in [20]?
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2. How does the brane curvature RB depend on the UV curvature R(ζ)? E.g. can RB
be small while R(ζ) is large (in suitable units) and vice versa.

3. Can the brane curvature RB be small in units of the 4d Planck mass M4 on the brane

without the need of tuning of model parameters?

Finally, since analytical solutions are out of the question for generic setups, the results

presented in this section come from numerical studies.

In the first part of the numerical investigation, we choose a generic bulk potential and

focus on a region containing a maximum and bounded by its two neighbouring minima.

To be specific, we choose

V (ϕ) =
1

`2

(
−12 +

∆−(4−∆−)

2
ϕ2 +

∆−(4−∆−)

4
ϕ4

)
, (3.1)

where ` is the UV AdS length. In the following, we will set ` = 1 to remove clutter. The

potential exhibits a maximum at ϕmax = 0 and two minima at ϕmin = ±1. In the context

of holography, the maximum is associated with a UV CFT perturbed by a scalar operator

of dimension ∆+ = 4−∆−. The minima are associated with IR fixed points for flows with

vanishing UV curvature, while flows for finite UV curvature end at generic points ϕ0 with

−|ϕmin| < ϕ0 < |ϕmin|.

3.1 IR-AdS with constant U(ϕ)

To complete the model we also need to specify the brane potential WB and the function

U . For the first numerical study we choose

WB(ϕ) = ω exp(γϕ) , U(ϕ) = 1 , (3.2)

with ω and γ numerical parameters. This choice for WB ensures that it exhibits significant

variation when the brane is displaced in ϕ. Furthermore, scalar fields with exponential

potentials also arise frequently in effective (supergravity) theories obtained from string

compactifications. In contrast, in this first example we choose U(ϕ) to be unaffected with

the position of the brane and hence take U(ϕ) to be constant. This will be relaxed in the

next numerical study in section 3.2. To be specific, the numerical parameters used in this

section are given by

∆− = 1.2 , ω = −0.015 , γ = 5 . (3.3)

Note that the phenomena we will describe do not hinge on this precise choice of parameters,

which are in no way special.

Before we describe our findings, we describe scope and method of our numerical anal-

ysis. Here, all solutions will originate from the UV fixed point at the maximum ϕmax = 0.

The UV theory at the fixed point is characterised by the values of the UV curvature R(ζ)

and the the coupling ϕ− of the dual theory, and we are free to adjust these parameters.

The idea is to scan over these parameters, or equivalently over R = R(ζ)|ϕ−|−2/∆− and

the sign of ϕ−. For every choice of UV sources we then check whether the flow admits a
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solution of the junction conditions at some value ϕ? section 2.3 where the brane can be

located. In addition, we need to make sure that on the IR side of the brane the solution is

completed to a non-singular flow ending at some ϕ0.

In practice, it is more convenient to work backwards, i.e. to begin at an IR end/turning

point ϕ0 and follow the flow backwards. The reason is that solutions that are regular in

the IR only constitute a small subset compared to solutions which are singular in the IR.

Hence, when starting from the UV it is numerically hard to pick out IR regular solutions.

In contrast, no such problem arises when starting with a regular solution in the IR. This

can typically be followed back to the UV without any problems as the UV fixed point is

an attractor. Thus, our strategy is as follows:

1. We begin at some IR end/turning point ϕ0 and solve for WIR, SIR and TIR with end

or turning point at ϕ0 with regular boundary conditions as listed in appendix C.

2. Given this solution, we then turn to the junction conditions (2.54) to search for

possible brane loci ϕ?. Note that the junction conditions may have several solutions.

3. For every tentative brane locus ϕ? we then check whether the solution can be con-

tinued on the UV side. To be acceptable, a solution on the UV side has to connect

to the UV fixed point at ϕmax = 0.

4. Once we have an acceptable solution we can then read off the UV data R and the

sign of ϕ− as well as the corresponding brane curvature RB = T (ϕ?).

5. To ensure that we capture all solutions associated with ϕmax = 0 we employ the

following strategy. By performing this analysis for any value of the end/turning

point ϕ0 in the interval −|ϕmin| < ϕ0 < |ϕmin| we can make sure that no solutions

are missed. This is equivalent to scanning over all possible values of R and sign(ϕ−)

in the UV.

6. Last, note that both on the UV or IR side of the brane the RG flow solutions can in

principle exhibit one or multiple bounces, i.e. reversals of the flow in ϕ as described

at the end of section 2.2.

Solutions with R > 0. As we will see, the space of solutions is very rich. One way of

organising our results is then to distinguish between solutions with positive brane (and UV)

curvature and negative brane (and UV) curvature. Here we begin with the former case.

To capture all solutions we solve numerically, scanning over all possible end points ϕ0

with −|ϕmin| < ϕ0 < |ϕmin|. For every possible end point we check for solutions and, if

they exist, we record the equilibrium brane position ϕ?, the brane curvature RB and UV

data (dimensionless curvature R and sign of the source ϕ−).

One convenient way of presenting the space of all solutions, is to plot brane quantities

(ϕ?, RB) vs. UV data. For example, in figure 6 we plot the brane equilibrium position ϕ?
vs. the dimensionless curvature R. We can then make the following observations.

• We find that for a given value of R there can be up to two solutions, one with ϕ− > 0

(red) and one with ϕ− < 0 (blue). Recall that ϕ− is the UV value of the coupling
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Figure 6. Equilibrium brane position ϕ? vs. R for bulk potential (3.1), brane quantities (3.2)

and parameter values (3.3). The blue line corresponds to solutions with ϕ− < 0 while the red line

denotes solutions with ϕ− > 0. The brane position cannot exceed the position of the minimum of

the potential at ϕmin = 1, which is indicated by the black dashed line. For R → ∞ both the red

and blue branch asymptote to the value for ϕ? indicated by the dotted magenta line.

of the theory dual to this geometry and thus a parameter that is fixed once the dual

theory is specified..

• Solutions on the red branch in figure 6 exist for all values of R > 0, i.e. there is no

gap in R. One can further check that for R → 0 this branch of solutions continuously

connects to a solution with R = 0 and a flat brane. In contrast, solutions on the blue

branch only exist for R larger than some particular value Rc, with Rc ' 0.16.

• We examine the solutions on the two branches in some more detail. In figure 7 we

plot W (ϕ) for two representative solutions with ϕ− > 0 and ϕ− < 0 corresponding

to the same value of R. In both cases (figure 7(a) and figure 7(b)) the brane equilib-

rium position is at some positive value ϕ? and W is discontinuous there. The main

difference is that for ϕ− < 0 shown in figure 7(b) the ‘flow’ leaves the UV fixed point

to the left. The solution then reverses direction in ϕ (i.e. it ‘bounces’) and continues

towards positive values of ϕ. In the the case ϕ− > 0 shown in figure 7(a) the flow

leaves the UV to the right and no subsequent reversal of direction occurs.

• From figure 6 we can understand why solutions with ϕ− < 0 (the blue branch) stop

existing for R < Rc. When approaching R → Rc the brane equilibrium position on

the blue branch is pushed onto the minimum of the potential ϕmin = 1. As the brane

cannot move beyond the minimum this branch of solutions ends.
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ϕ

W (ϕ)

B(ϕ)

(a)

ϕ

W (ϕ)

B(ϕ)

(b)

Figure 7. Two solutions for W (ϕ) with the same value of R but different sign of ϕ−. The results

were obtained for bulk potential (3.1), brane quantities (3.2) and parameter values (3.3). The jump

in W is the discontinuity across the brane. In figure (a) we plot a solution with ϕ− > 0, while in

(b) a solution with ϕ− < 0 is shown. Note that the solution with ϕ− < 0 exhibits a bounce, i.e. a

reversal of direction in ϕ.

• We now return to the discussion of the full space of solutions in figure 6. Another

observation is that the equilibrium position for the brane over the whole solution

space is limited to a particular band in ϕ. Here we find that the brane can only be

located in the range ϕ?,0 ≤ ϕ? < |ϕmin|, with ϕ?,0 ' 0.525. For example, this implies

that for this model the brane can never sit at values ϕ? < 0, even though we did not

exclude this in the analysis.

• Finally, note that the two branches of solutions (ϕ− > 0 and ϕ− < 0) are connected.

However, to go from ϕ− > 0 to ϕ− < 0 the source has to cross ϕ− = 0 and the

dimensionless curvature R = R(ζ)|ϕ−|−2/∆− diverges. Thus, the point where the two

branches of solutions meet is displaced to R → ∞ in figure 6. The corresponding

value of ϕ? is indicated by the dotted magenta line. The solution with ϕ− = 0

corresponds to a vev flow in the gravity dual language, as the RG flow is induced not

by the source ϕ− of an operator O, but by its vev 〈O〉. This solution has with a fixed

value of χ ≡ R(ζ)|〈O〉|−2/∆+ . Thus, it is actually a one-parameter space of solutions

spanned by all values of R(ζ) and 〈O〉 such that χ remains constant. For more details

we refer readers to [33]. A similar situation has been extensively discussed in [56]

for thermal states in holographic theories, where the role of curvature is taken by

temperature.

Having discussed the space of solutions, we will now describe how the brane curvature

RB varies across the solution space. In particular, for 4-dimensional observers the main

quantity of interest is brane curvature RB in units of the 4-dimensional Planck scale M4.

This is defined as

M2
4 ≡M2

P UB(ϕ?) , (3.4)

where MP is the 5d Planck scale as introduced in (2.2) and (2.3). Thus, in figure 8 where

we display RBM
−2
4 vs. R. We again use the colours blue and red to distinguish between
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Figure 8. Brane curvature in units of the 4d Planck mass RBM
−2
4 vs. R for bulk potential (3.1),

brane quantities (3.2) and parameter values (3.3). In figure (a) both solutions with ϕ− < 0 and

ϕ− > 0 are shown. In figure (b) we adjusted the plot range to improve visibility of the result with

ϕ− > 0. For R → ∞ both the red and blue branch asymptote to the value for RBM
−2
4 indicated

by the dotted magenta line.

the two branches of solutions with ϕ− < 0 and ϕ− > 0 respectively. We make the following

observations.

• We begin by describing the branch of solutions with ϕ− > 0, which is seen most

clearly in figure 8(b). This branch of solutions exists for all values of R. Note that

for R → 0 we find RB → 0. Thus, in this limit we recover a solution with a flat brane

in a setup with no UV curvature, a configuration studied before in [20]. The brane

curvature RB then grows monotonically with R. For R → ∞ the brane curvature

then asymptotes to the value RB,0M
−2
4 ' 0.2 from below.

• The branch of solutions with ϕ− < 0 is depicted most clearly in figure 8(a). Recall

that solutions of this type only exist for R ≥ Rc ' 0.16. At this point the brane

curvature takes the maximum value RB,maxM
−2
4 ' 10.6. It then falls monotonically

with increasing R, asymptoting to RB,0M
−2
4 ' 0.2 from above for R →∞.

In the following, we will also quantify to what extent the embedding of the brane in the

bulk modifies the value for RB compared to the value expected from the 4d cosmological

constant alone. In particular, a brane at position ϕ? exhibits a cosmological constant

WB(ϕ?). If 4d gravity was the only physics governing the geometry of the brane, this

would result in a brane curvature

R? = 2
WB(ϕ?)

U(ϕ?)
. (3.5)

Hence, in figure 9 we plot RB/|R?| vs. R. We put an absolute value sign as R? < 0 in

this example. We make the following observations. Generically one finds RB/|R?| ∼ O(1).

That is, while the presence of the bulk modifies the value of RB somewhat, it is is no way

‘tuned’ small generically. The only regime where RB/|R?| � 1 is on the red branch when

R → 0. That is, we find that RB/|R?| is small exactly when RBM
−2
4 is also small, as
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Figure 9. RB/|R?| as a function of R for bulk potential (3.1), brane quantities (3.2) and parameter

values (3.3). |R?| is defined as the ‘expected’ brane curvature related to the brane cosmological

constant WB(ϕ?) in the absence of a 5d bulk. For R →∞ both the red and blue branch asymptote

to the value for RB/|R?| indicated by the dotted magenta line.

can be seen by comparing with figure 8. We will make the same qualitative observations

for RB/|R?| vs. R for all following models in this work. Hence we refrain from plotting

RB/|R?| vs. R in the remainder of this work.

Before moving on to solutions with R < 0, we summarise the main findings. There

are four points to be taken away from studying this example:

1. The range of possible values that RB can take is bounded in the model studied here.

In particular, we find that RB is constrained to lie in the interval 0 ≤ RB < RB,max.

2. The solution with RB = 0 also exhibits R = 0. Thus, in this model a flat brane is

only obtained if the UV curvature also vanishes and vice versa.

3. We observe that a hierarchically low brane curvature RBM
−2
4 � 1 only occurs in the

vicinity of the flat solution. More precisely, we only find solutions with RBM
−2
4 � 1

if we also choose R � 1. For generic values of R we find that RBM
−2
4 ∼ O(1).

4. Most interestingly, we find that even when the UV curvature diverges, R → ∞, the

brane curvature stays finite.

Solutions with R < 0. The space of solutions with negative UV curvature is even

richer than in the positive curvature case. We plot ϕ? vs. R for R < 0 in figure 10. We see

that for a given value of R up to six solutions exist, three of which exhibit ϕ− < 0 (denoted

in blue) and three ϕ− > 0 (red). Note that branch denoted by the dashed red line only
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Figure 10. Equilibrium brane position ϕ? vs. R for R < 0. Results are obtained for bulk

potential (3.1), brane quantities (3.2) and parameter values (3.3). Blue lines corresponds to solutions

with ϕ− < 0 while red line denotes solutions with ϕ− > 0.

Figure 11. Two solutions for W (ϕ) with the same (negative) value of R but different sign of ϕ−.

The results were obtained for bulk potential (3.1), brane quantities (3.2) and parameter values (3.3).

The jump in W is the discontinuity across the brane. In figure (a) we plot a solution with ϕ− > 0,

while in (b) a solution with ϕ− < 0 is shown. Note that the solution with ϕ− < 0 exhibits a bounce,

i.e. a reversal of direction in ϕ.

exists when the UV curvature is sufficiently negative, i.e. R < Rc,2 with Rc,2 ' −3.5. The

other branches exist for all R < 0.

We display example solutions for W (ϕ) with R < 0 in figures 11. For one, we find

solutions without a bounce, i.e. without a change of direction, as shown in figure 11(a).

This is observed, for example, on the solid red branch in figure 10. Also note that for R < 0

we have W = 0 in the IR. A representative solution for W (ϕ) with a bounce is shown in

figure 11(a). This occurs, for example, on the solid blue branch with ϕ? > 0.
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Before moving on, we will have a closer look at the four branches in figure 10 that

admit a limit R → 0:

• We find that the solid red branch is continuously connected to a solution with R = 0

exactly. The brane position approaches and finally coincides with that of a flat brane

when letting R → 0.

• For the solid blue branch the brane is pushed towards the minimum of the potential

at ϕmin = −1 when letting R → 0. While it can be arbitrarily close to ϕmin, it can

never coincide with it. The reason is that for ϕ→ ϕmin the bulk geometry shrinks to

a point. Thus the strict limit ϕ? → ϕmin is equivalent to the absence of the brane.

• A more interesting phenomenon is observed for R for the solutions described by the

dashed and dot-dashed blue lines in figure 10. This is best seen by plotting W (ϕ)

for the dashed blue branch for R → 0. This is shown in figure 12. Note that this

solution exhibits a bounce, and for R → 0 the location of the bounce approaches the

minimum of the potential at ϕmin = −1. We can then understand why the solution

does not exist in the strict limit R = 0. In this case the flow leaving the UV fixed

point at ϕmax = 0 passes through ϕmin exactly, which becomes the IR end point for

the flow. The geometry shrinks to a point there and the flow ends before reaching

the brane, thus excluding a solution with R = 0.14

To summarise, while we have many solutions that permit arbitrarily small R, only the

branch denoted by the solid red line is continuously connected to a solution with R = 0.

We briefly return to figure 12 and make another comment. Note that this solution

exhibits a region with W < 0 and hence W changes sign. As W ∼ Ȧ this implies that

A is not monotonic in u. In the case of holographic RG flows such solutions would be

excluded. The reason is that A or rather eA is interpreted as the RG scale, which should

be monotonic along the flow. Here we do not rely on the interpretation in terms of RG

flows and hence we see no reason to exclude such solutions.

We now examine the brane curvature RBM
−2
4 in 4d Planck units. In particular, in

figure 13(b) we plot RBM
−2
4 vs. R for solutions with ϕ? > 0. For better visibility, we split

the plot into two, covering different ranges in RBM
−2
4 . We make the following observations:

• Of all the branches of solutions, only the solid red and blue branches admit solutions

with hierarchically small RB, i.e. they exhibit RB → 0 for R → 0. However, as

remarked before, only the solid red branch connects continuously to a solution with

RB = 0. On the solid blue branch the strict limit RB = 0 cannot be reached. All

other solutions in this model exhibit RBM
−2
4 ∼ O(1).

• For all the branches of solutions we find that RBM
−2
4 stays finite as |R| → ∞. This

is the same qualitative behaviour as observed for R > 0 before.

14The remaining part of the flow, i.e. the part beyond ϕmin = −1 can then be understood as a solution

where now the minimum at ϕmin = −1 plays the role of UV fixed point. Hence it is not part of the space

of solutions associated UV fixed point ϕmax = 0.
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ϕ
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B(ϕ)

O

Figure 12. W (ϕ) for R < 0. The results were obtained for bulk potential (3.1), brane quanti-

ties (3.2) and parameter values (3.3). This is a solution of the branch of solutions denoted by the

dashed blue line in 10 with R → 0. The solution exhibits a reversal of direction, and for R → 0 the

bounce locus is pushed towards a minimum of the potential. Note that this solution also exhibits

a region with W < 0.

Figure 13. Brane curvature in 4d Planck units RBM
−2
4 vs. R with R < 0 for bulk potential (3.1),

brane quantities (3.2) and parameter values (3.3). In figure (a) we show results corresponding to the

branches denoted by solid lines in figure 10. In figure (b) the results for the dashed and dot-dashed

branches in figure 10 are displayed.

• We again find something new for the dashed and dot-dashed blue branches. Here

we observe that RBM
−2
4 stays finite for R → 0. This can be understood by looking

again at figure 12. While the bounce locus is pushed towards a minimum for R → 0,

the brane remains located at a generic point thus exhibiting finite curvature.

• Finally note that RB is bounded, i.e. we cannot obtain solutions with RBM
−2
4 <

−10.25
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Summary. This concludes our description of the full space of solutions of our bulk-

brane system for the model described by the bulk potential (3.1), brane quantities (3.2)

and parameter values (3.3). We have made four main qualitative observations.

1. Our setup allows for solutions with a flat brane, i.e. with RB = 0. However, we

find that these can only be obtained if the UV curvature is also chosen to vanish,

i.e. R = 0. These are the flat self-tuning solutions of [20].

2. Solutions with a hierarchically small RB (that is RBM
−2
4 � 1) exist, but require

R � 1 to be tuned small.

3. At the same time, solutions exist with finite but arbitrarily small R that nevertheless

exhibit a finite RBM
−2
4 .

4. While solutions with positive and negative RB exist, the brane curvature is bounded.

In particular, solutions populate an interval −|RB,1| < RB < |RB,2|.

5. Finally, we observe that the brane curvature RB remains finite even if R →∞. Thus

large hierarchies between RBM
−2
4 and R can be achieved.

There is a further caveat regarding the solutions in this section. In particular, we should

also check explicitly, whether the solution portrayed here satisfy the stability criteria listed

in (2.56)–(2.59). One finds that our choice WB < 0 is in conflict with criterion (2.57), which

in practice often reduces to the requirement WB(ϕ?) > 0. However, note that (2.57) is only

a sufficient condition and its violation thus does not automatically imply an instability. To

check stability of our solutions would thus require a more detailed analysis, which goes

beyond the scope of this paper. However, in section 4 we will consider a different model

based on different choices for V (ϕ), WB(ϕ) and U(ϕ), which will exhibit WB(ϕ?) > 0.

3.2 IR-AdS with exponential U(ϕ)

So far we have considered a model with U(ϕ) = 1 = const. In this section we will depart

from this choice in a drastic way. In particular, we now choose U(ϕ) to be exponentially

sensitive to the brane position. Thus we will now consider a model with bulk potential (3.1)

and brane quantities given by

WB(ϕ) = ω exp(γϕ) , U(ϕ) = |ω| exp(γϕ) , (3.6)

with

∆− = 1.2 , ω = −0.015 , γ = 5 . (3.7)

To simplify the analysis we have chosen both WB(ϕ) and U(ϕ) to be described by the same

exponential function.15

We will now explore the space of solutions of our bulk-brane system for this model.

As before, we will distinguish between setups with positive and negative UV curvature.

15Furthermore, we expect ϕ-dependence of the brane potential WB(ϕ) and of U(ϕ) to have a common

physical origin. Thus choosing related functions for WB and U may not be unrealistic.
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Figure 14. Equilibrium brane position ϕ? vs. R for R > 0. Results are obtained for bulk

potential (3.1), brane quantities (3.6) and parameter values (3.7). For R → ∞ both the red and

blue branch asymptote to the value for ϕ? indicated by the dotted magenta line.

Solutions with R > 0. We display this part of the space of solutions by plotting ϕ?
vs. R which is shown in figure 14. We find that for a given value of R there are up to

two branches of solutions, one with ϕ− > 0 (red) and one with ϕ− < 0 (blue). This is

similar to the case with U(ϕ) = 1 (see figure 6) studied before. However, we find the

following differences to the model U(ϕ) = 1. For one, here both branches of solutions exist

for arbitrarily small R. The most important difference is that there are now solutions with

ϕ? < 0 while such solutions were absent for U(ϕ) = 1. The remaining differences are just

quantitative, i.e. how ϕ? precisely behaves as a function of R.

In figure 15 we plot RBM
−2
4 as a function of R for the model with exponential U(ϕ).

This is to be compared with the corresponding findings for the model with U(ϕ) = 1 which

are plotted in figure 8. Here, while there are numerical differences between the two models,

they exhibit similar qualitative results. Again, we find that RB → 0 can only occur when

simultaneously R → 0. However, here the brane curvature RB is not necessarily bounded.

The value of RBM
−2
4 diverges on the blue branch for R → 0.

Solutions with R < 0. We also find solutions with R < 0. In fact, here the space of

solutions with negative UV curvature is even more involved than in the case with constant

U(ϕ). However, the picture that emerges is similar to what we have seen for R > 0: while

the results change quantitatively, the main qualitative observations persist. For example,

we again observe that solutions with arbitrarily small |R| but finite RBM
−2
4 . As we do not

find any great qualitative differences we refrain from showing any explicit results.
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Figure 15. Brane curvature RBM
−2
4 vs.R forR > 0. Results are obtained for bulk potential (3.1),

brane quantities (3.6) and parameter values (3.7). For R → ∞ both the red and blue branch

asymptote to the value for RBM
−2
4 indicated by the dotted magenta line.

4 IR exponential potential

In the previous section, we studied self-stabilisation in models with a finite range in ϕ

between the UV and IR. This constraint arose from choosing a bulk potential with one

maximum surrounded by two minima. Solutions were confined to the region between the

two minima. Here we will consider a model without this constraint and where a priori ϕ

has infinite range. This can be done by choosing a bulk potential with a maximum, but

no minima. To be specific, we choose:

V (ϕ) =
1

`2

[
−12− ϕ2

(
1

2
∆(4−∆)− b2

4

)
− V1 sinh2

(
bϕ

2

)]
, (4.1)

with 2 < ∆ < 4 and V1 > 0 and b another (dimensionless) parameter. Note that we still

work in d = 4. We will also again set ` = 1 in the following. The maximum of V is

at ϕmax = 0, which, in the language of holographic RG flows, is a UV fixed point with

corresponding UV CFT. In this framework the parameter ∆ is interpreted as the dimension

of the operator perturbing this UV CFT. However, as there are no minima the IR is only

reached for |ϕ| → ∞. Solutions that flow all the way to |ϕ| → ∞ are singular, but, as

briefly reviewed in section 2.2, they can be acceptable if certain conditions are satisfied.

One reason for choosing a potential with unlimited range in ϕ is as follows. In [20],

for the case of a flat brane, it was observed that bulk potentials with a finite range for ϕ

do not easily exhibit self-tuning solutions satisfying the stability criterion (2.57), at least

not without some fine-tuning of parameters. However, for potentials with infinite range in
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ϕ this difficulty can be overcome, as was shown for the case of a flat brane in [20] using an

example based on bulk potential (4.1).

To allow comparisons with the results in [20] we choose a brane potential with the

same mathematical form. Hence we will work with the following brane quantities:

WB(ϕ) = Λ4

[
−1− ϕ

s
+
(ϕ
s

)2
]
, U(ϕ) = const , (4.2)

where Λ and s are numerical parameters (as we have set ` = 1). The brane potential is

chosen such that it has at least one zero for ϕ > 0. The position of the zero is controlled

by s. Again, absent any prior knowledge regarding U(ϕ) we take it to be constant for

simplicity.

4.1 Analytical results

Before moving on to numerical studies, we collect analytical results for the asymptotic

region ϕ → ∞. Note that apart from a region in the vicinity of ϕmax = 0 the potential is

well-approximated by an exponential. As a result, an analytical understanding of solutions

for an exponential potential will turn out to be very helpful for the interpretation of our

numerical findings.

Therefore, we collect analytical solutions for an exactly exponential bulk potential. To

be specific, we will consider

V = −V∞ exp (bϕ) , (4.3)

which is the asymptotic form of (4.1) for ϕ → ∞ if we identify V∞ = V1/4. For ϕ → ∞
the bulk solutions fall into three classes.

1. Continuous branch:

For one there exists a family of solutions of the form

W 'W0 e
Qϕ , S 'W ′ , T ' T0 e

Qϕ , where Q =

√
2

3
. (4.4)

In this case W0 and T0 are free parameters. The existence of this branch of solutions

requires

b < 2Q = 2

√
2

3
. (4.5)

This branch also exists for flat solutions (albeit with T0 = 0) and was already dis-

cussed in subsection 2.2. For ϕ→∞ these solutions exhibit an unacceptable singu-

larity according to Gubser’s criterion [25]. For more details on this class of solutions

see e.g. [50].

2. A special solution with S = W ′:

There exists an isolated solution of the form

W = W0 e
bϕ/2 , S = W ′ , T = 0 , with W0 =

√
8V∞

4Q2 − b2
, (4.6)
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with Q defined as in (4.4). Again, this solution only exists for

b < 2Q = 2

√
2

3
. (4.7)

This is the special flat solution satisfying Gubser’s criterion, giving rise to an accept-

able IR singularity, as discussed in section 2.2.

3. A special solution with S = W/(3b):

Finally, the equations of motion (2.24)–(2.26) also admit the solution

W = W0 e
bϕ/2, S =

W

3b
, T = T0 e

bϕ , (4.8)

with W0 =
√

6V∞ , T0 =

[
2b2 − 4

3

]
V∞ .

This solution exists for any value of b, but we observe that the sign of the function

T depends on b as follows:

b >

√
2

3
⇔ T > 0 ,

b <

√
2

3
⇔ T < 0 ,

b =

√
2

3
⇔ T = 0 .

For b2 = 2/3 the solution of type 3 discussed and the one of type 2 discussed above

are identical.

Here we see that non-zero curvature gives rise to a new solution reaching the asymp-

totic IR region ϕ → +∞, for which W (ϕ) has the same exponential growth but

different overall magnitude as the special, flat solution, and for which S 6= W ′. De-

pending on the value of b these solution are found either for R > 0 only, or for

R < 0 only.

Intriguingly, the critical value separating these cases, b =
√

2/3, is the same which

separates confining from non-confining theories. This may signal interesting con-

sequences in regards to confining holographic theories on curved manifolds, whose

analysis we leave for further investigation.

4.2 Numerical studies

We now return to a study of the model with the full bulk potential (4.1) and brane quan-

tities (4.2). In particular, we now solve numerically for solutions of the bulk-brane system.

For definiteness, we will choose the following values for the parameters:

∆ = 2.9 , Λ = 3 , s = 8 , V1 = 1 , U = 10−4 , (4.9)
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Figure 16. Equilibrium brane position ϕ? vs. R for R > 0. Results are obtained for bulk

potential (4.1), brane quantities (4.2) and parameter values (4.9). The left figure (a) is for b =

1.1×
√

2/3 and the right figure (b) is for b = 0.9×
√

2/3.

but these values are in no way special. However, a small numerical value for U will turn

out to be favourable for satisfying the stability criteria (2.57) and (2.58). We then perform

the analysis for two different values of b. In particular, we will study the cases

b = 1.1
√

2/3 and b = 0.9
√

2/3 . (4.10)

We will restrict our analysis to solutions with positive UV curvature R > 0, as this

will exhibit all the phenomena that we wish to illustrate with this example. In figure 16

we show the space of solutions by plotting the equilibrium brane position ϕ? vs. R. In

figure 16(a) we show the results for b = 1.1
√

2/3 while the results for b = 0.9
√

2/3 are

displayed in figure 16(b).

One common observation for both values of b is that solutions only exist for a very

narrow range in R. In particular, we find that solutions only exist for the following values

of R:

b = 1.1
√

2/3 : solutions exist for 0.00066 . R . 0.00084 and R = 0 ,

b = 0.9
√

2/3 : solutions exist for 0 ≤ R . 4.5 · 10−6 .

That is, for b = 0.9
√

2/3 we only find solutions with very small absolute values of R.

For b = 1.1
√

2/3 solutions with finite R can only exist in a very narrow band of width

∆R ∼ 2 · 10−4 about the central value R ∼ 7.5 · 10−4.16

We can understand all these observations with the help of the analytical results col-

lected in the previous section. To this end note that, for all the solutions, the brane finds

it equilibrium position at a value of ϕ where the bulk potential is well approximated by

16Here we collect further, but less important observations. For one, we find that there are typically two

solutions for the equilibrium position ϕ? if R permits a solution. Also, for completeness, note that for

R → 0 the lower branch in figure 16(b) is continuously connected to a solution with R = 0, whereas this is

not the case for the upper branch.
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an exponential.17 As a result, immediately to the left and the right of the brane the bulk

solutions will, at leading order, be given by the solutions collected in section 4.1. More

precisely, as the potential is not exactly exponential, the solutions in the full potential will

be given by those in section 4.1 up to some small corrections. With this we can explain

the results in figure 16 as follows.

• On the IR side of the brane all solutions for b = 1.1
√

2/3 are small perturbations of

the special solution of type S = W/(3b) (case 3) in the classification of section 4.1.

As this is a unique solution only a small subset of solution leaving the UV fixed

point will asymptote to this solution. This explains the narrow range in R for which

solutions exist. In addition, for b = 1.1
√

2/3 this type of solution has T 6= 0, which

implies that R 6= 0. Hence we do not expect these solutions to exist for arbitrarily

small values of R, which is exactly what we observe. In other words, there is a gap

in solutions for R > 0.

• In contrast for b = 0.9
√

2/3 the solutions on the IR side of the brane are small

perturbations of the special solution of type S = W ′ (case 2) in the classification

of section 4.1.18 Note that this type of solution has T = 0 exactly, which would

imply R = 0. Since the potential is not exactly exponential, the solutions are only

approximately of type 2 and finite but small values of R are allowed. This is exactly

what we observe in figure 16.

Next, we study the brane curvature across our space of solutions. For b = 1.1
√

2/3

we plot RBM
−2
4 vs. R in figure 17. The main observation is that, unless R = 0, the

brane curvature RB is always finite and never small. (In fact, for our unrealistic choice of

brane parameters it is also extremely super-Planckian.) There is no continuous limit where

RBM
−2
4 → 0.

For b = 0.9
√

2/3 the findings are qualitatively different. We display the corresponding

results for RBM
−2
4 vs. R in figure 18. In particular, in figure 18(a) we show results for the

lower branch in figure 16(a), while figure 18(b) contains the data for the upper branch of

figure 16(a). Most importantly, the lower branch exhibits a limit RB → 0 for R → 0 which

is continuously connected to a solution with RB = 0 and R = 0. On the other branch of

solutions (figure 18(b)) RB is never zero and potentially diverges for R → 0.19

Last, we comment on the stability of the solutions obtained here. In [20] a set of

sufficient criteria (2.56)–(2.59) was derived which guarantee the perturbative stability of

17Note from figure 16 that for all the solutions obtained the brane equilibrium position takes values

ϕ? & 13. There the bulk potential is well-approximated by

V = −V1

4
ebϕ
(

1 +O
(
ϕ2e−bϕ)) .

18For b = 0.9
√

2/3 solutions of type 3 have T < 0 and hence R < 0. As we restrict our attention to

configurations with R > 0 we cannot find solutions of type 3 for b = 0.9
√

2/3.
19We could not determine this decisively in our numerical analysis. While we observe that both ϕ? and

RBM
−2
4 increase on this branch when R is decreased, we can neither exclude nor confirm whether this

continues for arbitrarily small values of R.
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potential (4.1), brane quantities (4.2) and parameter values (4.9).
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Figure 18. The brane curvature RBM
−2
4 vs. R for b = 0.9×

√
2/3. Results are obtained for bulk

potential (4.1), brane quantities (4.2) and parameter values (4.9). The plots (a) and (b) exhibit

results for the two branches of solutions separately.

a flat brane solution. Here we do find a branch which in the limit R → 0 is connected

continuously to a flat brane solution. By an explicit calculation we find that this solution

satisfies the stability criteria (2.56)–(2.58), but not (2.59). This is not necessarily fatal,

as (2.59) is only a sufficient condition for stability. However, a more detailed analysis is

necessary to conclusively determine the stability of this solution, which is beyond the scope

of this paper. We further expect the stability properties of the flat solution also to extend

to the branch of curved brane solutions connected to the flat solution. The reason is that

the solutions exhibit positive boundary or brane curvature, which we do not expect to

aversely affect stability.
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We are now in a position to summarise our findings for the model studied in this

section.

1. We find the space of solutions in R to be highly restricted. The reason is that for

large ϕ for all solutions have to asymptote to one of the two unique solutions. In our

case these are the two special solutions for an exponential bulk potential described

in section 4.1. Only a small subset of solutions departing from the UV fixed point

will asymptote to such a solution and all lie within a narrow range in R.

2. We again find a branch of solutions that in the limit R → 0 is connected continuously

to a flat brane solution with R = 0 and RB = 0. Here we made sure that flat brane

limit satisfies the criteria (2.56)–(2.58) for perturbative stability. It does not satisfy

the sufficient condition (2.59).

3. Note that to find solutions satisfying (2.56)–(2.58) in the flat limit we required a

bulk potential with infinite range (no minima), a brane potential exhibiting a zero

for some value ϕ > 0 and a sufficiently small value of U(ϕ?). No further tuning of

parameters beyond this choice is required.

5 Conclusions and outlook

In this work we studied self-stabilising solutions of a 4-dimensional brane embedded into

a 5-dimensional bulk, where the curvature of the brane is adjusted dynamically. This is

in the spirit of self-tuning mechanisms of the cosmological constant in braneworld scenar-

ios [17–20], with the difference that we are not exclusively interested in solutions where the

brane is flat.

In particular, the (curved) brane is embedded in a bulk described by Einstein-dilaton

gravity with a potential for the dilaton. Following the ideas laid out in [20], our braneworld

scenario offers a holographic interpretation. More precisely, the brane-bulk system is dual

to a weakly coupled sector (e.g. the Standard Model) interacting with a strongly coupled

large N CFT, with the CFT residing on the boundary of the 5d bulk, [22]. This is similar

to [20], but a new aspect of this analysis is that we also allow the boundary supporting the

CFT to be curved. For simplicity, we take the background of the CFT to be a (locally)

maximally symmetric 4-dimensional space-time20 (dS4,M4 or AdS4) which we characterise

by its scalar curvature R(ζ). The bulk metric can then be written in domain-wall form as

ds2 = du2 + e2A(u)ζµνdx
µdxν , (5.1)

where ζµν is a metric describing the maximally symmetric 4d space-time with curvature

R(ζ). Note that R(ζ) is not dynamical, but fixed as a boundary condition at the conformal

boundary of the bulk space-time. The dilaton is also chosen to be constant on the boundary,

which in holography corresponds to a constant scalar operator source.

20As mentioned in previous sections, when the curvature is negative the holographic dictionary is more

subtle, and the boundary theory must also includes a defect corresponding to the boundary of the radial

slices.
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The first observation is that generic self-stabilising solutions with R(ζ) = 0 (i.e. ζµν =

ηµν) only exist if the world-volume of the brane is also flat. That is, if the boundary CFT

resides on Minkowski space, the world-volume of the brane is also given by Minkowski space,

which is the scenario studied previously in [20]. Exceptions exist, but are non-generic as

they require a tuning of model-parameters (e.g. a precise choice of the dilaton potential

on the brane, see appendix A.1 for details). This no-go result can also be overcome if

the 5d bulk is not static as in (5.1), but time-dependent. However, in this case the dual

interpretation in terms of RG flows does not apply any more. In fact, in such a case it

corresponds to time dependent dynamics of vevs, associated to non-trivial cosmological

evolution on the brane, and we leave this possibility for future work.

To find self-stabilising solutions with a curved brane in a static bulk, one is hence

forced to modify the UV boundary conditions of the bulk fields. In this work we mainly

did so by choosing R(ζ) 6= 0. We then worked with a simple brane embedding in which the

brane geometry is inherited from the boundary. For a bulk described by (5.1) this amounts

to locating the brane at some fixed u = u?. This choice is equivalent to restricting to branes

with maximally symmetric world-volume with scalar curvature RB. The brane curvature

is then related to R(ζ) as

RB = R(ζ) e−2A(u?) . (5.2)

To find solutions for a brane with world-volume given by (A)dS4, the boundary CFT has

to reside on (A)dS4.21

There exists an alternative realisation of the same solutions, which can be obtained

via a bulk coordinate transformation. In this formulation the boundary metric is flat

(R(ζ) = 0), but the scalar sources are no longer constant on the boundary: they now vary

in space or time. As a result, the holographic interpretation is also modified. Instead of

the boundary QFT living on a curved space-time, we then have a flat-space QFT driven

by a time-varying (in the dS case) or space-dependent (in the AdS case) source. In the dS

case one requires the source j to vary as j ∼ |t|∆−d, where t is the de Sitter conformal time

on the brane and ∆ is the dimension of the relevant operator deforming the CFT.

We then studied how the brane curvature RB depends on R(ζ) quantitatively. This

was done mostly numerically by searching for self-stabilising solutions while scanning over

all possible values of R(ζ). To perform a numerical analysis, we have to specify a particular

model by choosing a bulk dilaton potential V (ϕ), a brane dilaton potential WB(ϕ), and the

(dilaton-dependent) Newton’s ‘constant’ term U(ϕ) on the brane. Given a UV completion

of our model, these functions can in principle be determined, but this goes beyond the scope

of this work. Here we chose generic functions for V (ϕ), WB(ϕ) and U(ϕ) and studied the

consequences for self-stabilisation. To assess how model-dependent our findings are, we

performed our analysis for three different combinations of V (ϕ), WB(ϕ) and U(ϕ). To be

specific, we compared setups with restricted vs. unlimited dilaton range. We also contrasted

the effect of choosing U(ϕ) to be fast-varying vs. constant in ϕ. Rather than trying to

21As shown in [33] such AdS-sliced bulk solutions have twin boundary singularities that also affect the

brane. They could be resolved by lower codimension branes.
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construct a phenomenologically viable model, we were more interested in exploring the

scope of effects that can arise in this brane-bulk system.

While the precise numerical results are model-dependent, we observed similar qualita-

tive features in all three examples studied:

• For any given value of R(ζ) there typically exists at least one self-stabilising solution.

Frequently, there exist several branches of solutions as a function of R(ζ), which differ

in the values for the brane position ϕ? = ϕ(u?) and the brane curvature RB.

• For R(ζ) → 0 one of the branches connects continuously to a solution with R(ζ) = 0

and RB = 0, i.e. a flat brane as studied in [20]. Hence there exists a limit where RB
can be made arbitrarily small by letting R(ζ) → 0 in a controlled way. Thus we can

obtain solutions with parametrically small RB in this setup.

• Interestingly, there also exist solutions where RB stays finite for R(ζ) → 0. In this

case there is no solution with R(ζ) = 0 exactly. The reason is that the ‘would-be

solution’ with R(ζ) = 0 can be shown to be a solution with finite R(ζ) associated with

a different UV fixed point. This effect is also observed for holographic RG flows in

absence of a brane [33, 56].

• Last, for solutions with R(ζ) →∞, the brane curvature does not diverge, but rather

asymptotes to a finite value.

• However, for the models studied here, the typical scale of the brane curvature is the

4d Planck scale M4 on the brane, i.e. RB ∼ M2
4 . Only on the branch connected to

the flat brane solution we can achieve RB � M2
4 by tuning R(ζ) to a sufficiently

small value.

These findings make the bulk-brane setup studied here a promising framework for fur-

ther phenomenological investigation. However, before a realistic model can be constructed,

there are several open questions that should be addressed. For one, it is important to de-

termine to what extent our results above are general, or model-dependent artifacts. In

particular, is it a generic feature of this construction that RB � M2
4 only occurs when

perturbing a solution for a flat brane?

In addition, more work is also needed regarding the theoretical foundations of the

model. It would be desirable if the quantities V (ϕ), WB(ϕ) and U(ϕ) could be con-

strained, either by direct calculation or from physical principles. For example, it is ex-

pected that consistency with quantum gravity gives stringent constraints on the physics of

scalar fields [46, 57–62], restricting their field range and even constraining the shape of the

potential. It would be interesting to study to what extent these conditions, also known as

‘swampland conjectures’, can be used to constrain this model.

Another important question regards the stability of the solutions obtained here. The

perturbative stability of self-stabilising solutions for a flat brane was analysed in [20]. The

result of this analysis is a set of five sufficient conditions for stability involving the bulk

solutions and the brane quantities evaluated at the position of the brane. Here, we expect
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that the presence of positive brane curvature will not introduce any additional instabilities

(see [33] for more details). Hence we expect any solutions, which can be obtained from

a stable flat brane solution by turning on positive (boundary and brane) curvature to be

stable. On the other hand, the presence of negative (boundary and brane) curvature may

introduce new instabilities. In this case, perturbative stability has to be checked explicitly

case by case, which goes beyond the scope of this work. As our priority in this work was

to explore the space of self-stabilising solutions rather than to perform realistic model-

building, the solutions explored in this work do not always satisfy all of the sufficient

conditions for stability. For example, the solutions in section 4 satisfy all but one of the

sufficient stability conditions. This does not imply that these solutions are necessarily

unstable, but a more detailed analysis is required.

Last, some of our findings may have interesting applications in the study of holographic

RG flows. In particular, certain bulk solutions studied in the theory with V (ϕ) ∼ − exp(ϕ)

should be relevant for the study of the RG behaviour of confining theories [27] on curved

backgrounds in holography. We plan to report on this in a separate work in the future.
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A Junction conditions for curved brane embeddings in a flat-sliced bulk

Here we consider a brane describing a curve u = u?(τ), which constitutes the interface

between solutions of the form

ds2 = du2 + e2A(u)ηµνdx
µdxν , ϕ = ϕ(u) (A.1)

in which the scale factor and scalar field profile are, a priori, different on each side of the

interface,

(A,ϕ) =

{
(A−(u), ϕ−(u)) u < u?(τ)

(A+(u), ϕ+(u)) u > u?(τ)
(A.2)

The connection across the brane is specified by Israel’s junction conditions:

1. The metric and scalar field are continuous:[
gab

]UV

IR
= 0,

[
ϕ
]IR

UV
= 0 (A.3)

2. The extrinsic curvature and normal derivative of ϕ are discontinuous:[
Kµν − γµνK

]IR

UV
=

1√
−γ

δSbrane

δγµν
,

[
na∂aϕ

]IR

UV
= − 1√

−γ
δSbrane

δϕ
, (A.4)

where γµν = e2A(u)ζµν is the induced metric, Kµν is the extrinsic curvature of the

brane with trace K = γµνKµν , and na a unit vector normal to the brane with

orientation towards the IR.
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The first of these conditions, the continuity of the metric and scalar field across the

interface, implies

A−(u?(τ)) = A+(u?(τ)), ϕ−(u?(τ)) = ϕ+(u?(τ)). (A.5)

If u?(τ) is a non-trivial function, equation (A.5) implies the identity of the functions

A−(u) and A+(u), and of ϕ−(u) and ϕ+(u), over a continuous set of values. Since in the

bulk these functions satisfy a system of ordinary differential equations, this implies that

the solutions on each side must coincide,

A−(u) = A+(u), ϕ−(u) = ϕ+(u), ∀u. (A.6)

Therefore, not only A and ϕ but also their derivatives must be continuous. Then, the

second junction conditions require

δSbrane

δγµν
= 0,

δSbrane

δϕ
= 0. (A.7)

In other words, the induced metric and the scalar on the brane must satisfy their lower-

dimensional field equations, as dictated by the brane action alone. Recall however that

the induced metric γµν and the brane scalar field ϕ are not independent quantities, but

they are determined by the bulk metric and scalar field, via the embedding function u?(τ):

therefore, generically the solution of equations (A.7) will be incompatible with the bulk

solution.

To illustrate this more explicitly, we write the induced metric and scalar field for a

general embedding u∗(t):

ds2
ind =

[(
du?
dτ

)2

− e2A(u?(τ))

]
dτ2 + e2A(u?(τ))dxidx

i, φ(τ) = ϕ(u?(τ)) (A.8)

where we have used a different notation φ(τ) to denote the induced scalar field. We can

change coordinates on the brane to proper time η, where the induced metric takes the

canonical FRW form

ds2
ind = −dη2 + a2(η)dxidx

i, a(η) ≡ eA(u?(η)). (A.9)

Because of (A.7), the induced scale factor a(η) and scalar field φ(η) must satisfy

the brane Einstein-scalar equations, whose solution is determined purely by the brane

potentials without reference to the bulk.

Given a solution (a(η), φ(η)) of the brane Einstein’s equations and knowing the bulk

geometry A(u) we can determine the embedding u?(η) by inverting the implicit relation

A(u?(η)) = log a(η) (A.10)

Having found u?(η) we can go back to the bulk time coordinate τ by solving the differential

equation
dη

dτ
=

a(η)[
1 +

(
du?
dη

)2
]1/2

, (A.11)

which follows from the change of coordinates between (A.8) and (A.9).
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The embedding u?(η) must be such that, at the same time as (A.10), one must also

satisfy the relation

ϕ(u?(η)) = φ(η) (A.12)

On the other hand, the functions A(u) and ϕ(u) are determined by the bulk Einstein

equations, which generically know nothing about the brane potentials. Therefore, if we

determine u?(τ) from knowledge of a(η) and A(u) as explained above, generically the

relation (A.12) will not hold, and we are forced to conclude that the ansatz we started

from does not lead to a solution of the full system.

The argument above assumes generic (and unrelated) bulk and brane potentials. How-

ever, if we abandon genericity, it may be possible to tune the model such that equa-

tions (A.10)–(A.12) are indeed compatible, and a solution exists. This leads to the curious

case which we call an evanescent brane, i.e. an exact solution of the bulk-brane system in

which the brane has no backreaction on the bulk.

A.1 Evanescent branes

As we have seen in the previous discussion, embedding a non-trivial brane trajectory in a

flat-slicing is possible if the induced quantities on the brane satisfy their lower-dimensional

field equations governed by the brane potentials. If that is the case, the bulk is smooth

across the brane, and the interface is transparent (or invisible), although all bulk equations

and junction conditions are exactly satisfied: curiously, we have a fully backreacted system

where the backreaction is exactly vanishing.

A simple example of such a situation is given by a bulk solution which is Poincaré-AdS

with constant scalar field (realised e.g. at an extremum of V (ϕ), say at ϕ = 0),

A(u) = −u
`
, ϕ(u) = 0, (A.13)

and a brane action of the form (2.3) with constant U and Z and a potential WB(ϕ) such

that it also has an extremum at ϕ = 0, with WB(0) > 0. In this case, the brane field

equations (A.7) admit a de Sitter solution with constant scalar φ = 0 and Hubble constant

H =
√
WB(0)/M2

p , where M2
p = M3U ,

a(η) = eHη, φ(η) = 0. (A.14)

Comparing equations (A.13) and (A.14) we can read-off the trajectory using equa-

tion (A.10),

u?(η) = −`Hη. (A.15)

Equation (A.11) becomes
dη

dτ
=

eHη

[1 +H2`2]1/2
, (A.16)

and by integrating it we can find the trajectory in the original bulk coordinates,

u?(τ) = ` log

[
− H

(1 +H2`2)1/2
τ

]
, −∞ < τ < 0. (A.17)
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From the brane point of view, τ is the de Sitter conformal time. Finally, and crucially,

ϕ(u(τ)) = φ(τ) since both sides vanish identically, by equations (A.13)–(A.14). Therefore,

we have an exact solution of the full system, including the junction conditions. This was

possible because we have tuned the brane theory such that an extremum of the brane

potential coincides with an extremum of the bulk potential. It is likely that similar ex-

amples can be constructed with a non-trivial bulk scalar field profile, e.g. by appropriate

combinations of bulk and brane exponential potentials.

We stress that in these solutions the bulk does not detect at all the presence of the

brane: the bulk AdS solution would be the same were the brane absent. What we have

here is a non-trivial generalization of the fact that, if the world-volume action has only a

potential term, then a tensionless brane produces no backreaction. In our case instead, we

have a non-vanishing tension, but induced kinetic terms for gravity and the scalar. The

corresponding statement is that a brane satisfying its own world-volume Einstein equation

behaves (from the point of view of the bulk) as if it were tensionless.

B Perturbative analysis near the maximum of the potential

Here we record expressions for the functions W , S and T defined in (2.21)–(2.23) in the

vicinity of a maximum of the potential. Without a loss of generality, we can consider the

maximum to be located at ϕ = 0 and near this maximum the potential can be written as

V (ϕ) = −d(d− 1)

`2
+
m2

2
ϕ2 +O(ϕ3) (B.1)

where m2 < 0. We can now solve eqs. (2.28)–(2.29) in a series expansion in ϕ. There exist

two types of solutions which are distinguished by the subscripts (+) and (−), respectively.

The (−) solutions are:

W−(ϕ) =
1

`

[
2(d− 1) +

∆−
2
ϕ2 +O(ϕ3)

]
+
R
d`
|ϕ|

2
∆− [1 +O(ϕ) +O(R)]

+
C

`
|ϕ|

d
∆− [1 +O(ϕ) +O(C) +O(R)] , (B.2)

S−(ϕ) =
∆−
`
ϕ [1 +O(ϕ)] +

Cd

∆−`
|ϕ|

d
∆−
−1

[1 +O(ϕ) +O(C)] , (B.3)

+
1

`
O
(
R|ϕ|

2
∆−

+1
)

+
1

`
O
(
RC|ϕ|

2+d
∆−
−1
)

T−(ϕ) = `−2R|ϕ|
2

∆− [1 +O(ϕ) +O(C) +O(R)] , (B.4)

where C and R are two integration constants and

∆± =
1

2

(
d±

√
d2 + 4m2`2

)
with − d2

4`2
< m2 < 0 . (B.5)
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The mass bound is precisely the BF bound for a scalar in d dimensions. On the other

hand, the (+) solutions are:

W+(ϕ) =
1

`

[
2(d− 1) +

∆+

2
ϕ2 +O(ϕ3)

]
+
R
d`
|ϕ|

2
∆+ [1 +O(ϕ) +O(R)] , (B.6)

S+(ϕ) =
∆+

`
ϕ [1 +O(ϕ)] +O

(
R|ϕ−|

2
∆+

+1
)
, (B.7)

T+(ϕ) = `−2R|ϕ|
2

∆+ [1 +O(ϕ) +O(R)] . (B.8)

For the (−) solutions both integration constants R and C appear, but for the (+) solutions

R is the only integration constant.

The solutions (W,S, T ) consist of two parts. One is an analytic series in ϕ and the

other consists of non-analytic expansions in ϕ also containing the integration constants. In

fact we can write the W− solution as a triple expansion as

W−(ϕ) =
1

`

∞∑
l=0

∞∑
m=0

∞∑
n=0

Al,m,n

(
C |ϕ|d/∆−

)l (
R|ϕ|2/∆−

)m
ϕn. (B.9)

On the other hand, the W+ solution can be written as a double expansion, which is schemat-

ically given by

W+(ϕ) =
1

`

∞∑
m=0

∞∑
n=0

Am,n

(
R|ϕ|2/∆−

)m
ϕn. (B.10)

Given the expressions of the functions W (ϕ) and S(ϕ), we can use the definitions (2.21)

and (2.22) to find the scale factor A(u) and the scalar field profile ϕ(u). These are recorded

below. For the (−) solutions they are:

ϕ(u) = ϕ−`
∆−e∆−u/`

[
1 +O

(
R|ϕ−|2/∆−e2u/`

)
+ . . .

]
(B.11)

+
Cd |ϕ−|∆+/∆−

∆−(d− 2∆−)
`∆+e∆+u`

[
1 +O

(
R|ϕ−|2/∆−e2u/`

)
+ . . .

]
+ . . . ,

A(u) = Ā− −
u

`
−
ϕ2
− `

2∆−

8(d− 1)
e2∆−u/` − R|ϕ−|

2/∆− `2

4d(d− 1)
e2u/` (B.12)

− ∆+C|ϕ−|d/∆− `d

d(d− 1)(d− 2∆−)
edu/` + . . . .

where ϕ− and Ā− are integration constants. For the (+) solutions one obtains:

ϕ(u) = ϕ+`
∆+e∆+u/`

[
1 +O

(
R|ϕ+|2/∆+e2u/`

)
+ . . .

]
+ . . . , (B.13)

A(u) = Ā+ −
u

`
−
ϕ2

+ `
2∆+

8(d− 1)
e2∆+u/` − R|ϕ+|2/∆+ `2

4d(d− 1)
e2u/` + . . . , (B.14)

with integration constants ϕ+ and Ā+.

As we are solving the equations of motion close to ϕ = 0, from eqs. (B.11) and (B.13)

we can see that these solutions are valid near u → −∞. Choosing A± = 0, which can be
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done by a redefinition of the boundary coordinates, is equivalent to the choice ζµν = ζUV
µν

made in (2.6).

The integration constant ϕ− is interpreted as the source for the operator O of the

boundary QFT. The dimension of this operator is ∆+ and it is related to the mass pa-

rameter m by eq. (B.5). The integration constant C is related to the vacuum expectation

value of the scalar operator and it is given by

〈O〉 =
Cd

∆−
|ϕ−|∆+/∆− . (B.15)

For the (+) solution, the source vanishes. The flow corresponding to the (+) solution is

thus driven purely by the vev. In this case the vev of the operator O is related to the

integration constant ϕ+ by

〈O〉+ = (2∆+ − d)ϕ+ . (B.16)

The integration constant R is dimensionless. This is the dimensionless combination of

the parameters of the theory namely source ϕ− and the boundary curvature RUV. More

precisely the relation is

R = R(ζ)|ϕ∓|−2/∆∓ . (B.17)

To conclude this section, we see that the integration constants are related to the different

parameters of the boundary field theory. We also see that the bulk geometry asymptotes

to AdSd+1 near the maximum of the potential. From the boundary QFT point of view,

this corresponds to the UV fixed point of the RG flows.

C Regular IR geometries

After analyzing the solution near the maximum of the potential which corresponds to the

UV fixed point of the RG flows of the boundary field theory, we now analyze the regular

solutions in the interior. We are interested in how the scale factor A(u) can obtain its

minimum value. For the positively curved case, this will correspond to the regular IR end

points. On the other hand, for the negatively curved case, this will correspond to a turning

point. In the course of obtaining the solution, a third possibility also arises which we call

a bounce and where the flow reverses direction in ϕ.

We want to analyze the solution near ϕ = ϕ0 where S(ϕ0) = 0. As explained in [33],

in the vicinity of ϕ0 we can expand the functions W , S and T in powers of the square root

of x = ϕ0 − ϕ:

S(x) =
√
x
(
S0 + S1

√
x+ · · ·

)
, (C.1)

W (x) =
1√
x

(
W0 +W1

√
x+ · · ·

)
, (C.2)

T (x) =
1

x

(
T0 + T1

√
x+ · · ·

)
. (C.3)

As ϕ0 is a generic point the potential V (ϕ) has a regular series expansion:

V (ϕ) = V0 + V1x+ V2x
2 + · · · (C.4)
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The unknown coefficients can be determined by plugging expansions (C.1) and (C.2) into

eqs. (2.25), (2.28) and (2.29). We find three classes of solutions.

Case (a): IR endpoints. In this case the leading order terms in the functions

S(ϕ),W (ϕ) and T (ϕ) are:

S(ϕ) ≈ S0
√
ϕ0 − ϕ, (C.5)

S(ϕ) ≈ W0√
ϕ0 − ϕ

, (C.6)

T (ϕ) ≈ W0

ϕ0 − ϕ
. (C.7)

where the coefficients are given by:

S2
0 =

2V1

d+ 1
, W0 = (d− 1)S0, T0 =

d(d− 1)

4(d+ 1)
S2

0 . (C.8)

Note that the function T (ϕ) diverges when ϕ→ ϕ0. From the definition of T = R(ζ)e−2A(u),

it means that the scale factor, A(u), is shrinking to zero. As the value of T0 is positive for

d > 1, this case corresponds to the IR end point of the corresponding RG flow in positively

curved space.

Case (b): AdS throat. In this case, the leading order terms of the functions S,W and

T are:

S(ϕ) ' S0
√
ϕ0 − ϕ+ · · · , (C.9)

W (ϕ) 'W0
√
ϕ0 − ϕ+ · · · , (C.10)

T (ϕ) ' T2 + T3
√
ϕ0 − ϕ+ · · · , (C.11)

where

S2
0 = 2V1, W2 =

4V0

dS0
, T2 = V0. (C.12)

In this case, both the functions S(ϕ) and W (ϕ) are going to zero as ϕ→ ϕ0. This means

that both the scalar field and the scale factor reach an extremum. As Ä = W ′S > 0 when

ϕ→ ϕ0, the scale factor is attaining its minimum value at this point. On the other hand,

the function T (ϕ) obtains a constant negative value. Hence, this case corresponds to the

turning point of the scale factor for the negatively curved space.

Case (c): bouncing points. In the third case the leading order terms of the functions

S,W and T are:

S(ϕ) ' S0
√
ϕ0 − ϕ+ · · · , (C.13)

W (ϕ) 'W1 +W2
√
ϕ0 − ϕ+ · · · , (C.14)

T (ϕ) ' T2 + T3
√
ϕ0 − ϕ+ · · · , (C.15)
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where

S2
0 = 2V1, T2 = V0 +

dW 2
1

4(d− 1)
, (C.16)

and in this case W1 is arbitrary. The function S(ϕ) goes to zero when ϕ→ ϕ0. This means

that the scalar field is obtaining its extremum value. As ϕ̈ = SS′ ∼ V1, the scalar field

can obtain its maximum or minimum value depending on the sign of V1. On the other

hand the function W (ϕ) obtains a finite value W1 when ϕ → ϕ0 which indicates that the

scale factor is not attaining its minimum value at this point. This means that the scalar

field changes its direction and continues to flow. This refers to the bouncing point and the

bouncing flows are expected for both the positively and the negatively curved space.

D Perturbative solution of the junction conditions near a flat equilibrium

point

We assume that the equilibrium brane position ϕ? has the following curvature expansion:

ϕ? = ϕ?,0 +R(ζ)ϕ?,1 + · · · (D.1)

where ϕ?,0 is the flat brane position and R(ζ)ϕ?,1 is the leading-order curvature correction.

To remove clutter, we will drop the superscript on R(ζ) in the following and simply write

R. Then we can solve eq. (2.54) order by order in R. The functions W,S and T have the

following curvature expansion:

W (ϕ) = W0(ϕ) +RW1(ϕ) + · · · (D.2)

S(ϕ) = S0(ϕ) +RS1(ϕ) + · · · (D.3)

T (ϕ) = RT0(ϕ) + · · · (D.4)

Zeroth order

The junction condition at zeroth order in R is given by[
−2Q2W0WB +Q2W 2

B + 2W ′0W
′
B − (W ′B)2

]
ϕ?,0

= 0 , (D.5)

where we have used S0 = W ′0. Note that the function U(ϕ) does not appear in the zeroth

order equation. This is because in eq. (2.54) the term with the function U(ϕ) is first order

in R. The solution to eq. (D.5) will determine the brane position in the case of flat slicing.

Linear order

Equating the coefficients of R in eq. (2.54) we find[
Q2W1WB +Q2ϕ?,1WBW

′
0 + T0

{
2− d
d

Q2U(W0 −WB) + U ′(S0 −W ′B)

}
− S1W

′
B +Q2ϕ?,1W0W

′
B −Q2ϕ?,1WBW

′
B − ϕ?,1S′0W ′B − ϕ?,1S0W

′′
B

+ ϕ?,1W
′
BW

′′
B

]
ϕ?,0

= 0 . (D.6)

– 51 –



J
H
E
P
1
1
(
2
0
1
8
)
1
2
8

This equation is linear in ϕ?,1 and can be easily inverted to get an expression for ϕ?,1. This

is recorded below

ϕ?,1 =
(2−d)Q2

d (T0UW0 − T0UWB)+Q2W1WB + S0T0U
′− S1W

′
B− T0U

′W ′B
−Q2

(
WBW ′0 +W0W ′B −WBW ′B

)
+ S′0W

′
B + S0W ′′B −W ′BW ′′B

ϕ?,0 . (D.7)

This is the first leading curvature correction to the equilibrium brane position ϕ?.
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