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presence of a subtle discontinuity of correlation functions across the conformal transition

at x = xc.
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1 Introduction and outlook

The gauge/gravity duality has been widely used to describe the physics of strongly coupled

gauge theories. The perturbative expansion of Yang-Mills (YM) theory in the (’t Hooft)

large Nc limit, Nc → ∞ and λ = g2YMNc = finite, suggests that gauge theories have a dual

string theory description. We will consider QCD with gauge group SU(Nc) and with Nf

quarks in the fundamental representation of SU(Nc). In the limit of large Nc, the effects of

flavor degrees of freedom are suppressed. Veneziano introduced an alternative topological

expansion of QCD, via the so-called Veneziano limit

Nc → ∞ , Nf → ∞ , x =
Nf

Nc
= fixed , λ = g2YMNc = fixed ; (1.1)

in this limit we may study phenomena depending on the flavor degrees of freedom such as

hadronic multiparticle production, [1] and the U(1) problem in QCD, [2].

By studying the QCD β-function,

λ ≡ g2Nc , λ̇ = −b0λ2 + b1λ
3 +O(λ4) (1.2)

with

b0 =
2

3

(11− 2x)

(4π)2
+O(N−2

c ) ,
b1
b20

= −3

2

(34− 13x)

(11− 2x)2
+O(N−2

c ) (1.3)

it is evident that the theory in the Veneziano limit exhibits several interesting features.

• For x > 11/2 the theory is not asymptotically free but IR free, and therefore the IR

physics is simple to assess.

• At values x < 11/2, there is also an IR fixed point of the two-loop β-function. This

region of x where the theory has an IR fixed point is called “conformal window”. For

x close to 11/2 (Banks-Zaks region) the IR fixed point is at weak coupling, [3]. In

the Banks-Zaks region, perturbation theory is trustworthy at all energy scales. As x

decreases, the IR fixed point coupling increases and perturbative methods cannot be

applied. QCD with x in the conformal window has unbroken chiral symmetry.

• The theory is expected to reduce (at qualitative level) to standard QCD for small

Nf and to pure Yang-Mills for Nf = 0. Therefore, there should be a critical value

x = xc < 11/2 where there is a transition from chirally symmetric theories in the

conformal window to confining theories with broken chiral symmetry in the IR. In

the region below but close to xc the theory is expected to exhibit “walking” behavior.

There is an approximate IR fixed point in the RG flow, which dominates the behavior

of the theory for a large range of energies. It is eventually missed by the RG flow

and the theory ends up in the IR regime of broken chiral symmetry. In particular,

the coupling constant varies slowly for a long energy range, [4].

The standard picture is that the transition at xc is a phase transition of the Berezinskii-

Kosterlitz-Thouless (BKT) type, [5, 6] and is known as a conformal phase transition, [6]. It
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has been proposed to be caused by the annihilation of an IR and a UV fixed point, [7]. The

dimensionful observables of the theory scale as the condensate in the BKT transition in two

dimensions, (also known in this context as Miransky scaling). The value of xc is difficult to

be determined since the dynamics of the theory is strongly coupled in this region. It is also

difficult to disentangle this transition in lattice calculation due to finite volume limitations.

There have, however, been many efforts along various directions in order to find the critical

Nf for finite Nc where the transition takes place, see [8–18] and [19–22].

Nearly conformal gauge theories are of great importance in models for the physics

beyond the Standard Model, [23–25]. In particular, they are an important ingredient of

technicolor models where electroweak symmetry breaks spontaneously through the same

mechanism as chiral symmetry in QCD. However, in technicolor the breaking happens at a

higher energy scale and in a new gauge sector, [26–29]. The model includes “technifermions”

transforming in some representation of the technicolor group whose condensate breaks

dynamically the electroweak symmetry.

In order to generate the correct masses of the Standard model fermions, technicolor

is generalized to extended technicolor which has a larger hidden gauge group. It follows

that the lepton and quark masses depend on the dimension of the scalar q̄q operator

that condenses. For phenomenological purposes (related to the size of the lepton and

quark masses) the dimension of this operator should be away from three, which is its

free field theory value, and should be closer to two. This can be achieved in a “walking”

theory, [8, 9, 30] and [31]. A typical issue with technicolor models is that they add relatively

large contributions to the S-parameter, which was first defined in [32]. Such contributions

create tension with the electroweak precision measurements. Walking theories have been

conjectured to have reduced, or even arbitrarily small S-parameter, [33].

Several efforts have been made to study gauge theories including flavor degrees of

freedom in the context of AdS/CFT. Most of the research has been concentrated in the

case of the quenched approximation, Nf ≪ Nc, where flavor branes are introduced in the

color background geometry without backreaction, [34–37]. In order to study the Veneziano

limit of gauge theories holographically, the backreaction of flavor to the color action should

be taken into account. A possible way of attacking such a problem is to consider the

action of type IIA/B supergravity with smeared flavor branes, [38–40]. Alternatively, the

flavor sources may be localized, so their charge density is a sum of delta functions. From

the string theory viewpoint, such systems correspond to intersecting branes. Some well

known examples are the D3-D7 intersections, [41, 42], D2-D6, [43, 44], D4-D8, [45], and

D4-D8-D8, [46].

Bottom-up holographic models, which are based on the hard-wall AdS/QCD model [47,

48], have been constructed to describe walking field theories, [49–60]. Top-down approaches

for describing field theories with walking behavior are [61–63] and [64, 65].

In [4], a bottom-up class of holographic models was built for QCD in the Veneziano

limit, called V-QCD. The SU(Nc) sector of QCD was described by the Improved Holo-

graphic QCD (IHQCD) model, [66–69], whose action is the Einstein-dilaton one with a

specific, non-trivial dilaton potential. The dilaton is the field dual to the scalar Tr[F 2] op-

erator of YM. The near-boundary asymptotics of the potential are chosen in order to match
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the perturbative β-function of Yang-Mills coupling and the IR asymptotics are such that

reproduce features as confinement, asymptotic linear glueball trajectories and a mass gap.

By tuning two phenomenological parameters of the potential, the model agrees with lattice

data both at zero and finite temperature, [70–72]. For a review of lattice studies of large Nc

gauge theories see [73]. There have been efforts to model walking behavior in the context

of a single scalar model by adjusting appropriately the β-function (potential), [18, 74–77].

However, in those cases no flavor degrees of freedom were considered.

In [4] fully backreacting flavor degrees of freedom were included in the IHQCD back-

grounds. The framework for this class of models model was first studied in [38, 78]. Its

flavor action is the low-energy effective action of Nf brane-antibrane pairs. This action

was first proposed by Sen, [79] around flat spacetime. The fields of the model include the

complex tachyon which corresponds to the lightest state of the string stretching among

branes and antibranes, as well as a left and a right gauge field dual to the left and

right flavor QCD currents, respectively. The tachyon field is dual to the quark mass

operator whose non-trivial vacuum expectation value causes chiral symmetry breaking

U(Nf )L × U(Nf )R → U(Nf )V . The model was found to reproduce various low energy

features of the QCD meson sector, [80, 81]. Tachyon condensation has also been studied

in the Sakai-Sugimoto model, [82–85]. A lattice study of meson physics of large Nc gauge

theories was published recently in [86].

V-QCD is therefore created by the fusion of IHQCD and tachyon dynamics, as modeled

by generalizations of the Sen action. The dilaton potential is taken to have the same form

as in the IHQCD setup. The tachyon potential must have two basic properties; to vanish

exponentially in the IR in order to have the brane-antibrane pair annihilate and to give

the right UV mass dimension to the dual operator of the tachyon.

The vacuum saddle point of the theory is determined by the non-trivial profiles of the

metric, dilaton and tachyon fields. The left and right gauge fields are trivial in the vacuum

solution. Making a few reasonable assumptions, the model produces a phase diagram

which has similar structure as that expected from QCD in the Veneziano limit and does

not depend on the details of the potentials.

In the range xc < x < 11/2, where the theory has an IR fixed point, the IR dimension

of the chiral condensate can be determined. It is found to decrease as a function of x and

the point where it becomes 2, determines xc, as has been argued in [7]. Upon matching

the β-function of the Yang-Mills coupling and the anomalous dimension of qq to the QCD

result in the UV, xc is found to be close to 4,

3.7 . xc . 4.2 , (1.4)

which agrees with other estimates, [8–18]. A similar phase transition has also been found

in more simplified holographic models for QCD, which were likewise matched properties of

perturbative QCD near the boundary, [87, 88].

V-QCD models have been analyzed in detail at finite temperature in [89]. Generically

they exhibited a non-trivial chiral-restoration transition in the QCD phase and no transition

in the conformal window. Depending on the model class, they might exhibit more than

one phase transitions especially in the walking region.
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In the present article, we study the quadratic fluctuations of V-QCD for zero quark

masses. Some of the main results first appeared in the short publication [90]. Among

other issues, there are two relevant questions for walking gauge theories which we will

answer here:

• Is there a light dilaton1 state in the spectrum, due to the approximate scale invari-

ance, [25]?

• Is the S-parameter strongly suppressed as expected on general grounds, [33]?

Various holographic models have been proposed which explore the above questions.

In [91–98] and [64, 65] the lightest state is found to be a scalar. But its identification

with the dilaton seems to be model dependent. The S-parameter has also been calculated

in holographic bottom-up, [58–60], and Sakai-Sugimoto like models, [99]. In [100], it was

argued that the S-parameter is bounded below for a specific class of holographic models.

We consider small fluctuations of the fields which are involved in the action. The

glue sector has the metric, the dilaton and the (closed string) axion. Their normalizable

fluctuations correspond to JPC = 0++, 0−+, 2++ glueballs, where J is the spin, P is

parity and C the charge conjugation of the state. The flavor action includes the complex

tachyon and the left and right gauge fields. These give rise to JPC = 1++, 1−−, 0++, 0−+

towers of mesons. The states above are separated in two distinct symmetry classes, the

flavor non-singlet and the flavor singlet states. Singlet or non-singlet fluctuations with

different JPC have an infinite tower of excited states. The flavor singlet states which are

in the meson and in the glueball sectors mix at leading order in 1/Nc, since we explore the

Veneziano limit (such a mixing is O(N−2
c ) in the ’t Hooft limit).

As mentioned above, the dilaton and the tachyon potentials are constrained by QCD

properties, like confinement, glueball spectra, anomalies etc. Meson spectra which are

calculated in this work also set some constraints on the potentials which are used in the

action, see section 4.4. We explore the correlation between different IR asymptotics of

the various potential functions that enter the holographic V-QCD action, and properties

of the glueball and meson spectra. Once this is done we can pin down the asymptotics

that provide the correct expected gross properties. The main requirements in the flavor

non-singlet sector are that all meson towers have linear asymptotic (radial) trajectories. In

the flavor singlet case, mesons and glueballs decouple at large excitation number and the

mesons have the same asymptotics as the flavor non-singlet meson with the same JPC . The

glueball trajectories are linear. Even if the above requirements do not set tight constraints

on the potentials appearing in the action, they constrain the region of their parameters,

see section 4.4.

An interesting related issue is whether the slopes of the linear trajectories for the axial

vector and the vector mesons are the same. It has been pointed out in [78] that, due to chiral

1Note that this dilaton is different from the bulk scalar φ that we also call the (string theory) dilaton.

Here dilaton stands for one of the bound states of the QCD spectrum that is hierarchically lighter than

all others states, and can be interpreted as the Goldstone boson of (spontaneously) broken conformal

invariance.
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symmetry breaking, they might differ. Indeed in the models discussed in [78] and [80, 81]

these slopes were different. Despite an ensuing debate in the literature, (see [101]–[103] and

references therein), what happens in QCD remains an open issue. We will also characterize

this possibility in terms of the IR asymptotics of the flavor potential functions.

The numerical solution of the fluctuation equations for zero quark mass produces the

spectrum of the model, as described in section 5. The analysis of the spectrum was done

for two different classes of tachyon potentials, potentials I and potentials II. Potentials I

reproduce well the physics of real QCD in the Veneziano limit. For instance, it has been

checked that the finite temperature phase diagram has the correct structure, [89]. The

asymptotic meson trajectories are also linear but with possible logarithmic corrections.

Potentials II are a bit further from the detailed QCD behavior. We have investigated them

in order to study the robustness of our results against changes in the asymptotic form of

the potential. Potentials II have quadratic asymptotic trajectories for mesons.

1.1 Results

We summarize below our results.

1. The main generic properties of the spectra are as follows.

• Below the conformal window, in the chirally broken phase with x < xc, the spec-

tra are discrete and gapped. The only exception are the SU(Nf ) pseudoscalar

pions that are massless, due to chiral symmetry breaking.

• In the conformal window, xc < x < 11/2, all spectra are continuous and gapless.

• All masses in the Miransky scaling region (aka “walking region”) are obeying

Miransky scaling mn ∼ ΛUV exp(− κ√
xc−x

). This is explicitly seen in the case of

the ρ mass in figure 5.

2. The non-singlet fluctuations include the L and R vector meson fluctuations, packaged

into an axial and vector basis, Vµ, Aµ, the pseudoscalar mesons (including the massless

pions), and the scalar mesons. Their second order equations are relatively simple.

Our main results for the non-singlet sector are:

• The mass spectra of the low lying mesons can be seen in figure 3 for potentials I

and in figure 4 for potentials II (note that the left hand plots have their vertical

axis in logarithmic scale). The lowest masses of the mesons vary little with x

until we reach the walking region. There, Miransky scaling takes over and the

masses dip down exponentially fast. The ΛUV scale is extracted as usual from

the logarithmic running of λ in the UV.

• The mass ratios asymptote to finite and O(1) constants as x→ xc.

3. The singlet fluctuations include the 2++ glueballs, the 0++ glueballs and scalar

mesons that mix to leading order in 1/Nc in the Veneziano limit, and the 0−+ glue-

balls and the η′ pseudoscalar tower. Although the spin-two fluctuation equations are

– 6 –
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always simple, summarized by the appropriate Laplacian, the scalar and pseudoscalar

equations are very involved. Our main results for the singlet sector are:

• The U(1)A anomaly appears at leading order and the mixture of the 0−+ glueball

and the η′ has a mass of O(1).

• In figures 6 and 7 we present the results for the singlet scalar meson spectra.

The dependence on x is qualitatively similar as in the non-singlet sector.

• In the scalar sector, for small x, where the mixing between glueballs and mesons

is small, the lightest state is a meson, the next lightest state is a glueball, the

next a meson and so on. However, with increasing x, non-trivial mixing sets in

and level-crossing seems to be generic. This can be seen in figure 7.

• All singlet mass ratios asymptote to constants as x → xc (see figure 6). The

same holds for mass ratios between the flavor singlet and non-singlet sectors, as

confirmed numerically in figure 8. There seems to be no unusually light state

(termed the “dilaton”) that reflects the nearly unbroken scale invariance in the

walking region. The reason is a posteriori simple: the nearly unbroken scale in-

variance is reflected in the whole spectrum of bound states scaling exponentially

to zero due to Miransky scaling. The breaking however of the scale invariance

is not spontaneous.

4. The asymptotics of the spectra at high masses is in general a power-law with logarith-

mic corrections, with the powers depending on the potentials. The trajectories are

approximately linear (m2
n ∼ c n) for type I potentials and quadratic (m2

n ∼ c n2) for

type II potentials. There is the possibility, first seen in [78] that the proportionality

coefficient c in the linear case is different between axial and vector mesons.

5. There are several dilaton-dependent functions that enter the V-QCD action, which

can be constrained by using various known properties of QCD. They include Vg(λ)

the dilaton potential in the glue sector action in (2.2), as well as the tachyon potential

Vf (τ, λ), the kinetic function for the tachyon, κ(λ), and the kinetic function for the

gauge fields w(λ) that appear in the flavor action (2.4). Moreover, the tachyon

potential function, motivated by flat space string theory, is parametrized as in (2.9)

Vf (τ, λ) = Vf0(λ)e
−a(λ)τ2 (1.5)

in terms of two extra functions of the dilaton, Vf0(λ) and a(λ). We find that the

functions can be constrained as follows.

• The UV asymptotics of these functions can be fixed from perturbation theory.

The IR asymptotics are more obscure. The pure glue potential has been estab-

lished in previous works, [66–69, 72].

• We have parametrized the λ→ ∞ IR asymptotics as

κ(λ) ∼ λ−κp(log λ)−κℓ , a(λ) ∼ λap(log λ)aℓ ,

w(λ) ∼ λ−wp(log λ)−wℓ , Vf0(λ) ∼ λvp , (λ→ ∞) . (1.6)

– 7 –
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Vf0(λ) is constrained indirectly so that Vg(λ) − xVf0(λ) has a non-trivial IR

fixed point for a range of x. The others however are severely constrained. By

asking various generic criteria to be satisfied as well as requiring the existence

of asymptotically linear meson towers, we obtain that

κp =
4

3
, κℓ = −1

2
, ap = 0 , aℓ = 0 . (1.7)

and
κ(λ)

w(λ)
→ 0 , (λ→ ∞) . (1.8)

If on the other hand κ(λ)/w(λ) → constant, then the axial and vector towers

have different slopes. In view of this we opt for

wp =
4

3
, wℓ < −1

2
. (1.9)

These parameter values are essentially those of potentials I.

It is curious to note that all the functions, at large λ behave (modulo the logs)

like in standard non-critical tree-level string theory, (in Einstein frame).

6. In the region 0 < x < xc and for zero quark mass, there are infinite subdominant

saddle points, that we called Efimov solutions and which are labeled by a natural

enumeration n = 1, 2, . . ., that indicates the number of zeros of the tachyon solu-

tion, [4]. We have verified numerically and analytically2 that these saddle points are

perturbatively unstable. Tachyonic fluctuation modes are seen in the scalar singlet

and non-singlet towers.

7. The behavior of correlation functions across the conformal transition turned out to

be interesting and in part different from previous expectations. We have computed

the two-point functions of several operators including the axial and vector currents.

We focus on the two-point function of the vector and axial currents which can be

written in momentum space as

〈V a
µ (q)V

b
ν (p)〉 = Πab

µν,V (q, p) = −(2π)4δ4(p+ q) δab
(
q2ηµν − qµqν

)
ΠV (q) , (1.10)

and similarly for the axial vector. We have the decomposition

Vµ(x) =

∫
d4q

(2π)4
eiqxV a

µ (q)t
a ψV (r) , (1.11)

where ta, a = 1, . . . , N2
f − 1 are the flavor group generators and ψV (r) are the radial

wave-functions.

2The analytic check is doable in the limit x → xc
− or at asymptotically large n. In the former case,

scalar singlet and non-singlet sectors both contain n tachyonic modes with anomalously large −m2, as also

observed for a different model in [64, 65].
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• Using the expansions

ΠA =
f2π
q2

+
∑

n

f2n
q2 +m2

n − iǫ
, ΠV =

∑

n

F 2
n

q2 +M2
n − iǫ

, (1.12)

we determine fπ as

f2π = −NcNf

12π2
∂rψ

A

r

∣∣∣∣
r=0, q=0

, (1.13)

where the normalization was fixed by matching the UV limit of the two-point

functions to QCD. The dependence of fπ on x is shown in figure 9. The pion

decay constant changes smoothly for most x, but is affected directly by Miransky

scaling which makes it vanish exponentially in the walking regime.

• The S-parameter is defined as

S ≡ 4π
d

dq2
[
q2(ΠV −ΠA)

]
q=0

= −NcNf

3π

d

dq2

(
∂rψ

V (r)

r
− ∂rψ

A(r)

r

)∣∣∣∣
r=0, q=0

= 4π
∑

n

(
F 2
n

M2
n

− f2n
m2

n

)
. (1.14)

As both masses and decay constants in (1.12), (1.14) are affected similarly by Mi-

ransky scaling, the S-parameter is insensitive to it (Miransky-scaling-invariant).

Therefore its value cannot be predicted by Miransky scaling alone. Our re-

sults show that generically the S-parameter (in units of NfNc) remains finite

in the QCD regime, 0 < x < xc and asymptotes to a finite constant at xc (see

figure 10). The S-parameter is identically zero inside the conformal window

(massless quarks) because of unbroken chiral symmetry. This suggests a sub-

tle discontinuity of correlators across the conformal transition. We have also

found choices of potentials where the S-parameter becomes very large as we

approach xc. Our most important result is that generically the S-parameter is

an increasing function of x, reaching it highest value at xc contrary to previous

expectations, [104–106].

• We have also calculated the next derivative of the difference, (related to the

X-parameter of [107]) as

S′ ≡ −2π
d2

(dq2)2
[
q2
(
ΠV (q

2)−ΠA(q
2)
)]

q=0
(1.15)

so that

q2
(
ΠA(q

2)−ΠV (q
2)
)
= f2π − S

4π
q2 +

S′

4π
q4 + · · · . (1.16)

This parameter is shown for both potentials I and II in figure 11. The x de-

pendence (in IR units) is qualitatively rather similar to the S-parameter so that

the values typically increase with x, and approach fixed values as x→ xc. How-

ever, unlike for the S-parameter, there is also a region with decreasing values

near x = xc.
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1.2 Outlook

Our exhaustive analysis of the class of V-QCD models and the results obtained paint

a reasonably clear holographic picture for the behavior of QCD in the Veneziano limit.

Although V-QCD should be considered as a toy model for QCD in the Veneziano limit,

there are two facts that give substantial weight to our findings.

• The ingredients of the holographic models follow as closely as possible what we know

from string theory about the dynamics of the dilaton and open-string tachyons. This

is treated in more detail in section 2.4.

• We have explored parametrizations of the functions and potentials that enter the

holographic action, especially in the IR. General qualitative guidelines suggest that

these functions are the same as in (naive) string theory corrected by logarithms of

the string coupling. This was first seen in [66–69] where the dilaton potential behaves

as V ∼ λ
4
3
√
log λ as λ→ ∞. Note that in the Einstein frame the noncritical dilaton

potential in five dimensions is proportional to λ
4
3 .

Moreover the power of the subleading log was fixed at the time in order for the glueball

radial trajectories to be linear. It was later realized that only asymptotic potential of

the form V ∼ λ
4
3 (log λ)a lead to non scale-invariant IR asymptotics, [108, 109]. It was

also independently found, [110, 111], that the power a = 1
2 was also responsible for

providing the well known power of T 2 in the free energy just above the deconfinement

phase transition, [112–115].

Despite the success of the framework, there are several conceptual issues that remain

to be addressed successfully.

• The effects of loops of the non-singlet mesons are not suppressed, as the large number

of flavors compensates for the large Nc suppression of interactions.

• The CP-odd sector requires further attention as the x→ 0 limit in that sector seems

to not be smooth.

To this we add two obvious open problems that involve the understanding of phase

diagram at finite temperature and density, and the construction of a well-tuned model to

real QCD. All of the above are under current scrutiny.

2 V-QCD

The complete action for the V-QCD model can be written as

S = Sg + Sf + Sa (2.1)

where Sg, Sf , and Sa are the actions for the glue, flavor and CP-odd sectors, respectively.

We will define these three terms separately below. As discussed in [4], only the first two

terms contribute in the vacuum structure of the theory if the phases of the quark mass
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matrix and the θ angle vanish. The full structure of Sf and Sa was not detailed in [4], as

this was not necessary in order to study the vacuum structure of the model. However, the

extra terms do contribute to the spectrum of fluctuations and will therefore be discussed

in detail below.

2.1 The glue sector

The glue action was introduced in [66–69],

Sg =M3N2
c

∫
d5x

√−g
(
R− 4

3

(∂λ)2

λ2
+ Vg(λ)

)
. (2.2)

Here λ = eφ is the exponential of the dilaton. It is dual to the TrF 2 operator, and its

background value is identified as the ’t Hooft coupling. The Ansatz for the vacuum solution

of the metric is

ds2 = e2A(r)(dx21,3 + dr2) , (2.3)

where the warp factor A is identified as the logarithm of the energy scale in field theory.

Our convention will be that the UV boundary lies at r = 0 (and A → ∞), and the bulk

coordinate therefore runs from zero to infinity. The metric will be close to the AdS one

except near the IR singularity at r = ∞. Consequently, A ∼ − log(r/ℓ), where ℓ is the

(UV) AdS radius. In the UV r is therefore identified roughly as the inverse of the energy

scale of the dual field theory.

2.2 The flavor sector

The flavor action is the generalized Sen’s action,

Sf = −1

2
M3NcTr

∫
d4x dr

(
Vf (λ, T

†T )
√

− detAL + Vf (λ, TT
†)
√

− detAR

)
, (2.4)

where the quantities inside the square roots are defined as

ALMN = gMN + w(λ, T )F
(L)
MN +

κ(λ, T )

2

[
(DMT )

†(DNT ) + (DNT )
†(DMT )

]
,

ARMN = gMN + w(λ, T )F
(R)
MN +

κ(λ, T )

2

[
(DMT )(DNT )

† + (DNT )(DMT )
†
]
, (2.5)

with the covariant derivative

DMT = ∂MT + iTAL
M − iAR

MT . (2.6)

The fields AL, AR as well as T are Nf ×Nf matrices in the flavor space. We also define

x ≡ Nf

Nc
. (2.7)

It is not known, in general, how the determinants over the Lorentz indices in (2.4) should

be defined when the arguments (2.5) contain non-Abelian matrices in flavor space. How-

ever, for our purposes such definition is not required: our background solution will be
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proportional to the unit matrix INf
, as the quarks will be all massless or all have the

same mass mq. In such a case, the fluctuations of the Lagrangian are unambiguous up to

quadratic order.

The form of the tachyon potential that we will use for the derivation of the spectra is

Vf (λ, TT
†) = Vf0(λ)e

−a(λ)TT †
. (2.8)

This is the string theory tachyon potential where the constants have been allowed to depend

on the dilaton λ. For the vacuum solutions (with flavor independent quark mass) we will

have T = τ(r)INf
where τ(r) is real, so that

Vf (λ, T ) = Vf0(λ)e
−a(λ)τ2 . (2.9)

The coupling functions κ(λ, T ) and w(λ, T ) are allowed in general to depend on T , through

such combinations that the expressions (2.5) transform covariantly under flavor symmetry.

In this paper, we will take them to be eventually independent of T , emulating the known

string theory results.

We discuss how the λ-dependent functions Vf0(λ), a(λ), κ(λ), and w(λ) should be

chosen in section 4.

2.3 The CP-odd sector and the closed string axion

Here we follow [78] in order to discuss the coupling of the closed string axion to the phase

of the bifundamental tachyon, dual to the quark mass operator and the axial U(1)A gauge

boson. This discussion adapted to 5d holographic QCD is as follows.

We start with a three-form RR axion Cµνρ, with field strength, H4 = dC3 and

Sa = Sclosed + Sopen , Sclosed = −M
3

2

∫
d5x

√
g
|H4|2
Z(λ)

, H4 = dC3 (2.10)

and

Sopen = i

∫
C3 ∧ Ω2 = i

∫
C3 ∧ dΩ1 ,

Ω1 = iNf [2Va(λ, T )A− θ dVa(λ, T )] ,

AM =
AL

M −AR
M

2
. (2.11)

Here θ is the overall phase of the tachyon, T = τeiθ ·INf
. In flat-space tachyon condensation

Va(λ, T ) is independent of the dilaton, and is the same as the potential that appears in the

tachyon DBI, [78]. In our case it may be different in principle. However, it must have the

same basic properties; in particular it becomes a field-independent constant (related to the

anomaly) at T = 0, and vanishes exponentially at T = ∞. We may dualize the three-form

to a pseudo-scalar axion field a by solving the equations of motion as

H4

Z(λ)
= ∗ (dã+ iΩ1) . (2.12)
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Therefore, the dual action takes the form

Sa = −M
3N2

c

2

∫
d5x

√
g Z(λ) [da− x (2Va(λ, T )A− θ dVa(λ, T ))]

2 (2.13)

in terms of the QCD axion a = ã/Nc.

This is normalized so that a is dual to θ/Nc with θ being the standard θ-angle of QCD.

The coupling to the axial vector, A, reflects the axial anomaly in QCD

Aµ → Aµ + ∂µǫ , θ → θ − 2ǫ , a→ a+ 2xV ǫ (2.14)

with Va(λ, T = 0) = 1, which gives the correct U(1)A anomaly. This normalization is

correct when Aµ is normalized so that the two-point function of the dual current

〈J5
µJ

5
ν 〉 ∼ NfNc with J5

µ ≃
N∑

i=1

ψ̄iγ5γµψ
i .

From the coupling between source and operator,
∑

ij J
ij
µ Aijµ, with J ij

µ = ψ̄iγ5γµψ
j we

obtain the parametrization Aij
µ = Aµδij + traceless.

The terms above mix the axion both with θ and the longitudinal part of Aµ. As we

will see, for Aµ and θ there are other terms coming from the DBI action. In the ’t Hooft

limit, x ∼ 1/Nc and the flavor corrections are subleading, whereas in the Veneziano limit

x ∼ O(1), and the corrections are important.

The natural form for the function Va is to keep the tachyon exponential without the

V0f (λ) term, i.e., Va(λ, τ) = exp
[
−a(λ)τ2

]
. We will work out the fluctuation problem

however for general Va(λ, τ).

Since we have Aµ = 0 in the background, we must first solve the O(N2
c ) action Sg+Sf

to determine gµν , λ, and τ . In the quenched limit, the calculation we have done is enough

to leading order in 1/Nc. In the Veneziano limit the full second order fluctuation system

must be derived.

2.4 The relation to string theory models

We would like here to compare the class of models we are studying in this paper to expec-

tations from string theory and QCD.

The main ingredients associated with the pure glue part of the model has been studied

extensively and motivated from string theory. These discussions can be found in the original

papers, [66–69]. It should be noted that the important region for such models is in the

IR. Although a gravity description is not expected in the UV (due to the weak coupling),

the approach taken in [66–69] and here is that of matching the gravitational theory to

reproduce perturbative β-functions in the UV. This guarantees the correct UV boundary

conditions for the (more interesting) IR theory.

In the flavor sector, the main ingredient is the Sen-like action for open string tachyons

of unstable branes and brane-antibrane pairs in flat space, [79]. Although this action has

not been tested in all possible contexts it has passed a lot of non-trivial tests in the past.
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However, it is not immediately obvious how the action should be written down in

the case of a curved background and a running dilaton that is relevant here. There are

nevertheless some simplifications:

• All YM-like geometries in the IR that have been studied in the past, [66–69], are

nearly flat in the string frame. This is non-trivial and we have no deep understanding

of this fact. There are hints though: the asymptotic potentials in the Einstein frame

Vn(λ) ∼ λ
4
3 log

n
2 λ (2.15)

become Ṽn(λ) ∼ log
n
2 λ in the string frame. The case n = 0 corresponds to the non-

critical string dilaton potential that is constant in the string frame. It gives rise to

the well-known linear dilaton solution where the dilaton runs but the string metric

remains flat. The solutions for positive n are similar. The metric is almost flat and

the dilaton runs as the (n + 1) power of the radial coordinate. n = 1 is the case

relevant for QCD, as it is the only one that gives linear asymptotic trajectories for

glueballs, and the appropriate temperature scaling of the free energy just above the

phase transition.

• Given this, it is a natural choice to use an adiabatic Ansatz for the flavor action: to

make all constants in the Sen action dilaton dependent. This is precisely what we do.

• Very little is known about the non-abelian tachyon action. This however is not

limiting our analysis provided (a) we do not break the vector SU(Nf ) symmetry,

and (b) we are studying effects up to second order in the fluctuations. If the vector

symmetry is not broken by the quark masses, the vacuum expectation value for the

tachyon is proportional to the unit matrix, and therefore non-abelian subtleties are

absent. Similarly, up to quadratic order in fluctuations, the non-abelian subtleties

do not arise if we use for example a symmetric prescription.

• The Sen’s action, like any other DBI-like action, has its limitations; it does not in-

clude “acceleration corrections” (terms ∼ |D2T |2). These are well defined in the

abelian (flavor) case, but apply also to the non-abelian case relevant for our pur-

poses. It is therefore important to check that these corrections are not important for

our solutions.

Indeed an analysis directly in the string frame of all tachyon solutions for all potentials

used here, shows they have “small accelerations” in the IR regime. This might not

be so in the middle of the geometry. However that regime is not important for the

physics. The only exception to the above is the “walking regime”, for x smaller and

close to xc; yet we have checked that for that case too, the accelerations remain small.

• Unlike the ’t Hooft limit, where the loops of singlet bulk fields are suppressed by

extra powers of Nc, in the Veneziano limit, there is no such suppression for the non-

singlet flavor fields. Therefore, we would have to think of our bottom-up action as the

Wilsonian effective action that includes the effects of integrating out massive modes.
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In the QCD phase, it therefore does not contain the contributions of the pions which

are the only massless states. Although some contributions may be relevant in some

cases, we do not expect them to modify substantially neither the vacuum structure,

nor the finite temperature and density structure. This however needs further analysis.

In the conformal window all modes are gapless. However, we do not expect instabil-

ities of the Wilsonian action beyond the one specified by the only relevant operator

(quark mass).

The only subtle region is the one near the conformal transition. In that region

qualitative changes may happen because of the quantum effects. This issue requires

further analysis but we will not pursue it in this paper.

• Within the framework set by the general principles above, we have analyzed many

different types of IR actions (especially their dependence on the dilaton). We have

mapped their IR landscape onto important phenomenological properties of the theory.

This has been analyzed in section 4.2 and appendices D, E and G.

The remarkable conclusion is that, like the glue part of the theory, the dilaton func-

tions, apart from logarithmic corrections, should have in the IR the same values as

in standard non-critical string theory around flat space. For the dilaton functions

κ(λ), w(λ), Vf0(λ) and a(λ), defined in (2.5) and (2.9) we obtain from (1.6) (and

dropping the logarithms)

κ(λ) ∼ λ−
4
3 , a(λ) ∼ λ0 ,

w(λ) ∼ λ−
4
3 , Vf0(λ) ∼ λ

7
3 , (λ→ ∞) . (2.16)

and after transforming to the string frame they become

κ(λ) ∼ λ0 , a(λ) ∼ λ0 ,

w(λ) ∼ λ0 , Vf0(λ) ∼ λ−1 , (λ→ ∞) , (2.17)

in agreement with tree level string theory results.

It should be also mentioned that the parameter least sensitive to phenomenological

constraints is the power vp of Vf0(λ) ∼ λvp . Indeed our potentials I, which were

constructed such that all constraints from QCD are satisfied at qualitative level,

implement the choice of (2.16) except for the value of vp (see subsection 4.5). We

chose a polynomial Vf0 and therefore vp = 2 for simplicity, but modifying the power

to 7/3 would not result in any qualitative changes.

• Another issue is the justification of the use of the DBI form of the tachyon action

even after integrating out non-singlet degrees of freedom. This issue turns out to not

be important in the intermediate regions of the geometry, as the results depend very

little on this region.

The only regime where this issue is of importance is when the kinetic term of the

tachyon, |DT |2, diverges. This is happening only in the IR part of the geometry, if

the tachyon condenses and if a(λ) is constant (as is the case for potentials I).
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We have analyzed various asymptotic powers in the actions different from the square

root characteristic of DBI by parametrizing the tachyon action as as V (T, λ)(det(g+

DTDT †))b with b 6= 1/2. This is discussed in appendix D.2.3. We have found that

b = 1/2 is a “critical value” for the exponent where many cancelations are operative

in the equations of motion. For b < 1/2 there are no regular solutions to the equations

of motion, whereas for b > 1/2 the diverging tachyon solutions are powerlike rather

than exponential. Meson trajectories in this case cannot be linear.

These are indirect but convincing arguments for the use of tachyon DBI action, but

a first principles derivation in string theory is however desirable.

To conclude this section, V-QCD is a toy model for real QCD but it seems to have

many features that suggest it belongs to the correct universality class.

2.5 The background solutions

We will discuss some general features of the background solutions of the V-QCD models.

We restrict first to the standard case, which has a phase diagram similar to what is usually

expected to arise in QCD. In section 4 we shall discuss which V-QCD models fall in

this category.

To find the background, we consider r-dependent Ansätze for λ, and A. Assuming

that the quark mass is flavor independent, we further take T = τ(r)INf
, set all other fields

to zero, and look for solutions to the equations of motion. The models are expected to

have two types of (zero temperature) vacuum solutions [4]:

1. Backgrounds with nontrivial λ(r), A(r) and with zero tachyon τ(r) = 0. These

solutions have zero quark mass and intact chiral symmetry.

2. Backgrounds with nontrivial λ(r), A(r) and τ(r). These solution have broken chiral

symmetry. As usual, the quark mass and the chiral condensate are identified as the

coefficients of the normalizable and non-normalizable tachyon modes in the UV (see

appendix D).

In the first case, the equations of motion can be integrated analytically into a single first

order equation, which can easily be solved numerically. In the second case, we need to

solve a set of coupled differential equations numerically. At the UV boundary and at the

IR singularity, analytic expansions can be found (see appendix D).

We constrain the ratio x = Nf/Nc to the range 0 ≤ x < 11/2 where the upper bound

was normalized to the Banks-Zaks (BZ) value in QCD, where the leading coefficient of the

β-function turns positive. The standard phase diagram at zero quark mass has two phases

separated by a phase transition at some x = xc within this range.

• When xc ≤ x < 11/2, chiral symmetry is intact. The dominant vacuum solution is

of the first type with the tachyon vanishing identically.

• When 0 < x < xc, chiral symmetry is broken. The dominant vacuum therefore has

nonzero tachyon even though the quark mass is zero.
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Interestingly, the phase transition at x = xc (which is only present at zero quark mass)

involves BKT [5] or Miransky [6] scaling. The order parameter for the transition, the chiral

condensate σ ∼ 〈q̄q〉 vanishes exponentially,

σ ∼ exp

(
− 2K̂√

xc − x

)
(2.18)

as x→ xc from below. Here the constant K̂ is positive. When x ≥ xc, σ is identically zero

as chiral symmetry is intact. The Miransky scaling is linked to the “walking” behavior of

the coupling constant: the field λ(r) takes an approximately constant value λ∗ for a wide

range of r, and the length of this region obeys the same scaling as (the square root of)

the condensate in (2.18). The walking behavior is connected to the IR fixed point which

is found for x ≥ xc: then λ(r) → λ∗ as r → ∞, and the geometry becomes asymptotically

AdS also in the IR.

The Miransky scaling can also be discussed in terms of the energy scales of the theory.

We may define the UV and IR scales, denoted by ΛUV = Λ and ΛIR = 1/R (see appendix D

for details). When x < xc and xc − x is not small, the V-QCD models involve only one

scale, reflecting the behavior of ordinary QCD. We therefore have ΛIR/ΛUV = O (1). When

x→ xc, the two scales become distinct, and their ratio obeys Miransky scaling:

ΛUV

ΛIR
∼ exp

(
K̂√
xc − x

)
. (2.19)

The scale ΛUV continues to be the one where the coupling constant λ becomes small even

as x → xc. The coupling walks for Λ−1
UV ≪ r ≪ Λ−1

IR , and starts to diverge at r ∼ Λ−1
IR . In

terms of the two scales, the chiral condensate behaves as σ ∼ ΛUV(ΛIR)
2. The result (2.18)

is therefore understood to hold when σ is measured in the units of ΛUV.

We recall how the constant K̂ can be evaluated (see section 10 of [4] for details). Let

mIR be the bulk mass of the tachyon τ and ℓIR the AdS radius, both evaluated at the IR

fixed point. We then have

K̂ =
π√

d
dx

(
m2

IRℓ
2
IR

)
x=xc

. (2.20)

The models may also have subdominant vacua. Including the solutions with finite

quark mass, the generic structure is as follows.

• When xc ≤ x < 11/2, only one vacuum exists, even at finite quark mass.

• When 0 < x < xc and the quark mass is zero, there is an infinite tower of (unstable)

Efimov vacua in addition to the standard, dominant solution.3

• When 0 < x < xc and the quark mass is nonzero, there is an even number (possibly

zero) of Efimov vacua. The number of vacua increases with decreasing quark mass

for fixed x.
3We are assuming here for simplicity that the IR effective potential of (4.1) has an extremum, corre-

sponding to an IR fixed point, for all positive values of x, and the Breitenlohner-Freedman bound is violated

at the fixed point all the way down to x = 0 (see the discussion in subsection 4.3).
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The infinite tower of Efimov vacua, which appears at zero quark mass, admits a natural

enumeration n = 1, 2, 3, . . . (where n is the number of tachyon nodes of the background

solution). A generic feature of these backgrounds is, that they “walk” more than the

dominant, standard vacuum, so that the scales ΛUV and ΛIR become well separated for all

0 < x < xc when n is large enough. It is possible to show that

ΛUV

ΛIR
∼ exp

(
πn

k

)
, (n→ ∞) , (2.21)

for any 0 < x < xc. Here k can also be computed analytically (see appendix F in [4]). On

the other hand, as x→ xc we find that

ΛUV

ΛIR
∼ exp

(
K̂(n+ 1)√
xc − x

)
(2.22)

for any value of n. In particular, n = 0 corresponds to the standard solution of (2.19). We

also found a similar scaling result for the free energies of the solutions as x → xc in [4],

therefore proving that the Efimov vacua are indeed subdominant, and verified this numeri-

cally for all 0 < x < xc. In this article we shall show in section 5 that the Efimov vacua are

perturbatively unstable (again analytically as x→ xc, and numerically for all 0 < x < xc).

3 Quadratic fluctuations

In order to compute the spectrum of mesons and glueballs we need to study the fluctuations

of all the fields of V-QCD. In the glue sector, the relevant fields are the metric gµν , the

dilaton φ and the QCD axion a. Their normalizable fluctuations correspond to glueballs

with JPC = 0++, 0−+, 2++, where J stands for the spin and P and C for the field

properties under parity and charge conjugation respectively. In the meson sector, one has

the tachyon T , and the gauge fields A
L/R
µ ; their normalizable fluctuations corresponding

to mesons with JPC = 1++, 1−−, 0++, 0−+.

The fluctuations fall into two classes according to their transformation properties under

the flavor group: flavor non-singlet modes (expanded in terms of the generators of SU(Nf ))

and flavor singlet modes. The glue sector contains only flavor singlet modes, whereas each

fluctuation in the meson sector can be divided into flavor singlet and non-singlet terms.

Those (flavor singlet) modes which are present in both sectors will mix. Since we are in

the Veneziano limit, the mixing takes place at leading order in 1/Nc: the 0++ glueball

mixes with the 0++ flavor singlet σ-meson, and the pseudoscalar 0−+ flavor singlet meson

mixes with the 0−+ glueball due to the axial anomaly (realized by the CP-odd sector). All

classes, with various JPC and transformation properties under the U(Nf ) group, contain

an infinite discrete tower of excited states once we are below the conformal window.

To compute the masses of the different glueballs and mesons we expand the action

up to quadratic order in the fluctuations and separate the fluctuations into the different

decoupled sectors described above. We postpone the technical details of this analysis to

appendix A and in the rest of this section present the basic structure of each sector.
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We start by defining the vector and axial vector combinations of the gauge fields:

VM =
AL

M +AR
M

2
, AM =

AL
M −AR

M

2
. (3.1)

They will appear both in the singlet and non-singlet flavor sectors that we describe in the

following. We also write the complex tachyon field as

T (xµ, r) = [τ(r) + s(xµ, r) + s
a(xµ, r) ta] exp [iθ(xµ, r) + i πa(xµ, r) ta] , (3.2)

where ta are the generators of SU(Nf ), τ is the background solution, s (θ) is the scalar

(pseudoscalar) flavor singlet fluctuation, and s
a (πa) are the scalar (pseudoscalar) flavor

non-singlet fluctuations.

3.1 The flavor non-singlet sector

The class of flavor non-singlet fluctuations involves the SU(Nf ) part of the vector, axial

vector, pseudoscalar and scalar mesons. The relative fields are split as

V F
µ (xµ, r) = ψV (r)Va

µ(x
µ) ta ,

AF
µ (x

µ, r) = ψA(r)Aa
µ(x

µ) ta − ψL(r)∂µ(Pa(xµ)) ta ,

πa(xµ, r) = 2ψP (r)Pa(xµ) ,

s
a(xµ, r) = ψS(r)Sa(xµ) ,

(3.3)

where the superscript F denotes that we are only considering the traceless terms of the

fluctuations Vµ and Aµ. The gauge Vr = Ar = 0 is chosen and Va
µ and Aa

µ are transverse,

∂µVa
µ = ∂µAa

µ = 0. In addition, sa and πa are the fluctuations of the tachyon modulus and

phase, respectively, as defined in (3.2).

The fluctuation equations are derived in appendix A.1. The result for the vector and

the transverse axial vector wave functions reads

1

Vf (λ, τ)w(λ, τ)2 eAG
∂r
(
Vf (λ, τ)w(λ, τ)

2 eAG−1 ∂rψV

)
+m2

V ψV = 0 ,

∂r
(
Vf (λ, τ)w(λ, τ)

2 eAG−1 ∂rψA

)

Vf (λ, τ)w(λ, τ)2 eAG
− 4

τ2 e2A

w(λ, τ)2
κ(λ, τ)ψA +m2

A ψA = 0 ,

(3.4)

where we introduced a shorthand notation for

G(r) =
√
1 + e−2A(r)κ(λ, τ)(∂rτ(r))2 , (3.5)

and the various potentials were defined in sections 2.1 and 2.2. Notice that the two equa-

tions differ by a mass term which comes from the coupling of the axial vectors to the

tachyon. This term implements the effect of chiral symmetry breaking, sourcing the differ-

ences between the spectra of vector and axial vector mesons.

The fluctuation equations for the non-singlet pseudoscalars and scalars are given in

eqs. (A.26) and (A.35), respectively, in appendix A.1. The pseudoscalar fluctuations also

contain the pions which become massless as the quark mass tends to zero, and obey the

Gell-Mann-Oakes-Renner relation for small but finite quark mass.
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3.2 The flavor singlet sector

We first consider the pseudoscalar fluctuations which give rise to the 0−+ glueballs and the

η′ mesons. The flavor singlet pseudoscalar degrees of freedom correspond to gauge invariant

combinations of the longitudinal part of the flavor singlet axial vector fluctuation A
‖S
µ , the

pseudoscalar phase of the tachyon θ and the axion field a. These fields are decomposed as

A‖S
µ (xµ, r) = −ϕL(r) ∂µ(T (xµ)) ,

θ(xµ, r) = 2ϕθ(r) T (xµ) ,

a(xµ, r) = 2ϕax(r) T (xµ) . (3.6)

The gauge invariant combinations of the above fields are

P (r) ≡ ϕθ(r)− ϕL(r) ,

Q(r) ≡ ϕax(r) + xVa(λ, τ)ϕL(r) , (3.7)

which correspond to the pseudoscalar glueball (0−+) and η′ meson towers. These combi-

nations satisfy the coupled equations (A.91), (A.92), reflecting the expected mixing of the

glueballs with the mesons.

The scalar fluctuations should realize the 0++ glueball and the flavor singlet σ meson.

The contributing fields come from the expansion of the tachyon modulus (s), of the dilaton

(χ) and the metric. The only scalar metric fluctuation which remains after eliminating

the nondynamical degrees of freedom is ψ, which appears as the coefficient of the flat

Minkowski metric ηµν (see (A.1) and (A.67) in appendix A). The combinations

ζ = ψ − A′

Φ′ χ , ξ = ψ − A′

τ ′
s (3.8)

are invariant under bulk diffeomorphisms (see section A.3.3) and correspond to scalar

glueballs and mesons which mix at finite x, see (A.100), (A.101). As was first pointed out

in [66–69] they correspond to RG invariant operators in the dual theory.

For the flavor singlet spin-one states there are no glueballs and hence no mixing. The

singlet vectors have the same spectrum as the non-singlet ones. The fluctuation equation for

the singlet axial vector fluctuations differs from the one for the non-singlet axials in (3.4) by

a positive mass term, coming from the CP-odd part of the action, see eq. (A.81). Therefore,

the singlet axial vector states have generically higher masses than the non-singlet ones.

Finally, the singlet sector includes a traceless rank-2 tensor fluctuation, which satis-

fies the scalar Laplacian equation, (A.108), in the 5-dimensional background (2.3). This

fluctuation generates the tower of 2++ glueballs.

4 Constraining the action

Agreement with the dynamics of QCD sets various requirements on the potential func-

tions (Vg(λ), Vf (λ, T ), κ(λ, T ), w(λ, T )) of V-QCD. In particular, both the UV and IR

asymptotics of these functions need to fulfill constraints, which have been analyzed in part
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in [4, 66–69, 89]. In this article, we perform a more detailed analysis of the IR structure

than was done before. In addition, we study the constraints arising from the meson spec-

tra. These constraints also apply to the function w(λ, T ), which has not been discussed

in earlier work. We will first discuss generic features of the potentials, list the detailed

constraints and give some examples below.

The asymptotics of the dilaton potential Vg(λ), which governs the glue dynamics, has

been analyzed in detail in [66–69]. An overall fit to Yang-Mills data was done in [72].

There are other undetermined functions in the flavor action which can also depend on

the tachyon field T . When the quark mass is flavor independent, the background solution

is of the form T = τ(r)INf
. Evaluated on the background, the potentials (Vf (λ, τ), κ(λ, τ),

w(λ, τ)) must satisfy the following generic requirements [4]:

(a) There should be two extrema in the potential for τ : an unstable maximum at τ = 0

with chiral symmetry intact and a minimum at τ = ∞ with chiral symmetry broken.

(b) The full dilaton potential at τ = 0, namely Veff(λ) = Vg(λ) − xVf (λ, τ = 0), must

have a nontrivial IR extremum at λ = λ∗(x) that moves from λ∗ = 0 at x = 11/2 to

large values as x is lowered.

In [4, 89], the flavor potential was parametrized as Vf (λ, τ) = Vf0(λ) exp(−a(λ)τ2) in order

to satisfy the first requirement (a). This is apparently the simplest Ansatz which works,

is motivated by string theory and we will restrict to this form here. More general Ansätze

could also be considered, for example quartic terms in the tachyon [116]. In V-QCD it is,

however, more essential to include the λ-dependence in Vf0(λ) (and possibly in a(λ)), as

discussed in subsection 2.4. This is also natural in order to reproduce the “running” of the

coupling (and the quark mass) of QCD, (see [4], and the next subsection).

The second requirement (b) is necessary in order for the phase diagram to have the

desired structure as x = Nf/Nc is varied. Assuming the parametrization discussed above,

Vf (λ, τ) = Vf0(λ) exp(−a(λ)τ2), the existence of the extremum of

Veff(λ) = Vg(λ)− xVf (λ, τ = 0) = Vg(λ)− xVf0(λ) (4.1)

is guaranteed in the BZ region (x → (11/2)−) if the λ-dependence of Vg(λ) and Vf0(λ) is

matched with the β-function of QCD. On the field theory side the extremum is mapped

to a (perturbative) IR fixed point. For generic values of x the existence of the fixed point

is nontrivial, and its existence needs to be studied case by case as the phase diagram may

be affected.

The simplest Ansatz for the remaining functions κ and w of the flavor action is to take

them to be functions of λ only: κ = κ(λ) and w = w(λ). Again the λ-dependence of w is

necessary to reproduce the running of the quark mass in QCD. As both functions appear

as couplings under the square root in the DBI action, it is natural to expect that they have

qualitatively similar functional form.

The CP-odd action Sa contains two additional functions Z(λ) and Va(λ, τ). The form

of Z(λ) can be constrained by studying Yang-Mills theory. Z(λ) should go to constant in
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the UV (λ→ 0) and diverge as ∼ λ4 in the IR (λ→ ∞) [66–69]. Further constraints have

been discussed recently in [117]. The standard Ansatz is therefore

Z(λ) = Z0(1 + caλ
4) , (4.2)

where the constant Z0 can be matched to the topological susceptibility of Yang-Mills, and

ca can be fitted to the spectrum of glueballs (see [72] for details). Notice that the value of

ca also depends on the choice for Vg.

4.1 UV structure

The UV properties of most of the functions have been discussed in detail in [4, 89]. We

repeat here the main points for completeness. As it turns out, the functions Vg(λ), Vf0(λ),

a(λ) and κ(λ) must be analytic in the UV, λ→ 0. Therefore we may expand them as

Vg(λ) = V0(1 + V1λ+ V2λ
2 + · · · ) , Vf0(λ) =W0(1 +W1λ+W2λ

2 + · · · ) , (4.3)

a(λ) = a0(1 + a1λ+ a2λ
2 + · · · ) , κ(λ) = κ0(1 + κ1λ+ κ2λ

2 + · · · ) . (4.4)

We first explain how the leading coefficients are fixed. The leading coefficient of the

effective potential Veff = Vg − xVf0 is related to the UV AdS radius of the metric ℓ by

12

ℓ2
= V0 − xW0 . (4.5)

Changes in ℓ can be absorbed in redefining the fields, but one physically meaningful free

parameter remains, which we shall choose to be W0. Below we will fix V0 = 12 such

that ℓ(x = 0) = 1. As ℓ2 is positive, W0 is then constrained by 0 < W0 < 12/x [4], so

that the largest possible constant value is 24/11 (which is the upper limit at the BZ point

x = 11/2). One can also choose an x dependentW0 such that the thermodynamic functions

automatically take the Stefan-Boltzmann form at large temperatures (see [89]).

Requiring the UV dimensions of the quark mass and the chiral condensate to be correct

further sets
κ0
a0

=
2ℓ2

3
. (4.6)

The remaining free parameter (the normalization of a and κ) can be eliminated by rescaling

the tachyon field. Therefore we can choose, e.g., κ0 = 1 without qualitatively affecting

the background.

We now discuss how the UV expansions can be related to perturbative QCD. First,

we can use the identification of the field λ(r) as the ’t Hooft coupling in QCD, and A(r)

as the logarithm of the energy scale, and require that λ′(r)/A′(r) agrees with the QCD β-

function perturbatively at small λ(r). The higher order coefficients V1, V2, . . . of the dilaton

potential Vg are then mapped to the coefficients of the perturbative β-function of Yang-

Mills theory [66–69]. Further, the coefficients W1,W2, . . . of the flavor potential are fixed

in terms of the coefficients of the QCD β-function in the Veneziano limit. Actually, it is

convenient to use the coefficients of the effective potential Veff = Vg−xVf0 (see appendix D).

Second, we can require that the energy dependence of the (common) quark mass agrees

with perturbative QCD at small λ for the background solutions with a finite quark mass.
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The running quark mass can be identified as the coefficient of the linear term ∝ r of the

tachyon UV asymptotics (see appendix D). This results in a relation between the coefficients

a1, a2 . . ., κ1, κ2, . . . in (4.3) and the perturbative anomalous dimension of the quark mass

in QCD. More precisely, the higher order coefficients of the ratio a(λ)/κ(λ) are in one-

to-one correspondence with the coefficients of the anomalous dimension. Therefore, the

expansions of a and κ also contain a set of coefficients which are not fixed by the matching.

In practice, we require that the UV expansions of the potentials agree with the two-loop

QCD β-function and the one-loop anomalous dimension, which are scheme independent.

In addition to the potentials in (4.3), the fluctuations of V-QCD depend on the function

w(λ), i.e., the coupling of the bulk gauge fields. We expect that it has a similar UV

expansion as the other potentials:

w(λ) = w0(1 + w1λ+ w2λ
2 + · · · ) . (4.7)

By analyzing the UV behavior of the two-point correlators, we show in appendix C that

the leading coefficient in this expansion is related to κ0 in (4.3) via

ℓ4κ0
w2
0

=
3

2
. (4.8)

4.2 IR structure

The asymptotic IR structure of V-QCD is rather involved, and has been discussed in [4, 66–

69, 89]. Here we refine this analysis. Most of the constraints arise from the background

solution with nonzero tachyon profile, which corresponds to a phase with chiral symmetry

breaking on the field theory side. The key requirement, which is necessary in order to

reproduce QCD like physics in the IR, is that the tachyon potential Vf (λ, τ) vanishes fast

enough in the IR [78]. Therefore, the flavor dynamics decouples asymptotically from the

glue. Therefore, we may proceed in two steps:

• We first solve the asymptotics of λ(r) and A(r) from the glue action Sg.

• Inserting the results for λ(r) and A(r), we solve the asymptotics of τ(r) from the

flavor action Sf .

In the first step the solutions are determined by the asymptotics of the dilaton potential

Vg only, and the requirements are the same as for IHQCD [66–69]. We need to ensure that

the IR singularity is of the “good” kind, i.e., fully repulsive4 [118]. In addition, requiring

the glueball spectra to be linear, and the theory to be confining fixes the asymptotics

of Vg to

Vg(λ) ∼ λ4/3(log λ)1/2 , (λ→ ∞) . (4.9)

In the second step, the tachyon solution depends on the asymptotics of the various

potentials of the flavor action. We need to require that the tachyon potential Vf (λ, τ)

indeed vanishes in the IR, and the IR singularity remains “good”, i.e., repulsive. We

4Here “repulsive” means that all perturbations around the acceptable background solution, which keep

the quark mass fixed, grow rapidly toward the IR.
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Figure 1. Map of the acceptable IR asymptotics of the functions κ(λ) and a(λ). Left: qualitatively

different regions of tachyon asymptotics as a function of the parameters κp and ap characterizing

the power-law asymptotics of the functions. Right: regions of tachyon asymptotics at the critical

point κp = 4/3, ap = 0 as a function of the parameters κℓ and aℓ characterizing the logarithmic

corrections to the functions. In each plot, the shaded regions have acceptable IR behavior, and the

thick blue lines denote changes in the qualitative IR behavior of the tachyon background. On the

solid blue lines good asymptotics can be found, whereas on the dashed lines such asymptotics is

absent. The thin dashed green line shows the critical behavior where the BF bound is saturated

as x → 0. Potentials above this line are guaranteed to have broken chiral symmetry at small x.

Finally, on the red dashed lines the asymptotic meson mass trajectories are linear with subleading

logarithmic corrections. The red circle shows the single choice of parameters where the logarithmic

corrections are absent.

will call backgrounds which satisfy these criteria “acceptable”.5 The background is most

sensitive to the asymptotics of κ(λ) and a(λ), but also the asymptotics of Vf0 affects the

analysis. Because the gauge fields are zero in the background, their coupling w(λ) does

not appear here, but it will be constrained by the spectra as we shall discuss below in

subsection 4.4. We parametrize

κ(λ) ∼ λ−κp(log λ)−κℓ , a(λ) ∼ λap(log λ)aℓ

w(λ) ∼ λ−wp(log λ)−wℓ , Vf0(λ) ∼ λvp , (λ→ ∞) . (4.10)

The dependence of the asymptotics on κp, ap, and vp was analyzed in [4], but it turns out

that the logarithmic corrections to κ(λ) and a(λ) may also be important, in analogy with

the logarithmic corrections to the asymptotics of Vg.

We have analyzed all the asymptotics having the form (4.10) (see appendix D.2.2 for

details). The main results are presented in figure 1. For the dependence on the exponents

κp and ap, figure 1 (left), is as in [4]. Acceptable solutions (shaded regions in the plot) are

found for ap ≥ 0, while for ap < 0 either solutions with good IR singularities do not exist, or

such solution do exist but the tachyon potential does not vanish in the IR. We can identify

critical values ap = 0 and κp = 4/3, where the tachyon asymptotics of the acceptable

solutions change qualitatively. Notice that these values match with those motivated by

5Notice that the “acceptable” backgrounds will be further constrained by the asymptotics of the spectra

as discussed in section 4.4.
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string theory, see subsection 2.4 above. In many cases there is also an upper bound for vp,

see appendix D.2.2.

When ap and/or κp take their critical values, the logarithmic corrections, characterized

by the exponents aℓ and κℓ, are also important. In particular, the critical point ap = 0,

κp = 4/3 includes various qualitatively different cases depending on the values of aℓ and

κℓ. The main features are shown in figure 1 (right). Again in the shaded regions acceptable

solutions can be found. Moreover, the solid blue lines also have acceptable solutions, while

the dashed lines do not.

In summary, the acceptable solutions are those shown by the shaded regions and solid

blue lines in figure 1.6

4.3 The IR fixed point and the BF bound

We already pointed out above that the effective potential

Veff(λ) = Vg(λ)− xVf0(λ) (4.11)

should admit an extremum λ∗(x) which tends to zero as x→ 11/2 from below, and moves

to larger values of the coupling when x is decreased. On the field theory side, λ∗(x) marks

the position of a nontrivial IR fixed point (unless the fixed point is screened by the tachyon).

The extremum of the effective potential might exist all the way to x = 0 or only above

some critical value x = x∗. Its existence near x = 11/2 (the BZ region) is guaranteed by

the matching of the effective potential with the perturbative QCD β-function.

It is essential to study when the tachyon mass at the IR fixed point satisfies the

Breitenlohner-Freedman (BF) bound,

−m2
IRℓ

2
IR < 4 (4.12)

where ℓIR is the IR AdS radius. It is not difficult to understand why this is important. For

x close to 11/2 (and for zero quark mass) the dominant background has no chiral symmetry

breaking, and the tachyon vanishes identically. The holographic RG flow runs from the UV

fixed point at λ = 0 to the IR fixed point at λ = λ∗(x). As x is decreased, if the BF bound

is violated at the IR fixed point, the background becomes unstable against fluctuations of

the tachyon in the IR. Then the dominant background solution has nonzero tachyon and

therefore also chiral symmetry is broken. Therefore, there is a phase transition at the value

x = xc where the BF bound is saturated, [7]. If the BF bound cannot be saturated at the

fixed point, the model is likely not to have chiral symmetry breaking at all. When the

UV expansions of the potentials are fixed in terms of the two-loop QCD β-function and

one-loop anomalous dimension of the quark mass, a critical value xc ≃ 4 exists, unless the

potentials are modified by large higher order terms [4].

The existence of the fixed point can also be linked to the asymptotics of the potentials.

Recall that the glue potential had the asymptotics Vg(λ) ∼ λ4/3
√
log λ. Matching with

6The case ap = 0 and κp 6= 4/3 was not included in the plots. For these parameter values the result

depends on aℓ as follows. For κp > 4/3, acceptable solutions exist when aℓ ≥ 0. For κp < 4/3, acceptable

solutions exist when aℓ > 1.
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Figure 2. A qualitative sketch of the different small-x behaviors of the phase diagram on the (x, T )-

plane. Left: the “standard” case, where the low temperature chirally broken phase exists down to

x = 0. Right: the “exceptional” case, where the theory is chirally symmetric at all temperatures

when x lies below certain critical value. The latter case is only possible if the BF bound is satisfied

at the IR fixed point at low x.

UV behavior of QCD requires that Veff(λ) increases with λ for small λ. Therefore, taking

Vf0(λ) ∼ λvp ,

• When vp > 4/3, the effective potential has at least one extremum (and in general an

odd number of extrema) for all 0 < x < 11/2. For low enough x, there is a single

extremum which tends to ∞ as x→ 0.

• When vp < 4/3 the effective potential has an even number extrema, or no extrema

at all. When x is decreased down from x = 11/2, the perturbative BZ fixed point

disappears at some x = x∗ by joining another fixed point.

In the critical case vp = 4/3, there are three possibilities, depending on higher order terms:

the behavior can be as in either of the two above cases, or the fixed point disappears by

running to λ = ∞ at a finite x = x∗ [89].

All potentials which we study here belong to the class with vp > 4/3. In this case, it

is possible to calculate the tachyon mass from the asymptotics of the potentials as x → 0

(and therefore λ∗ → ∞) [89]. A straightforward calculation yields

−m2
IRℓ

2
IR =

24a(λ∗)
κ(λ∗)Veff(λ∗)

. (4.13)

Therefore,

−m2
IRℓ

2
IR ∼ λ

ap+κp−4/3
∗ (log λ∗)

aℓ+κℓ−1/2 , (λ∗ → ∞) , (4.14)

where we used the fact that Veff(λ∗) ∼ Vg(λ∗). It was observed in [89] that potentials for

which the tachyon mass tends to zero as x → 0 may have an exceptional phase diagram,

where chiral symmetry is preserved at small x. In figure 2 (right) we show a sketch of the

phase diagram on the (x, T )-plane for such a case.7 The standard behavior (i.e., chiral

7There might also be additional finite structure in addition to the main features shown in figure 2. These

have been discussed in detail in [89].
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symmetry breaking) at small x is guaranteed, if we require that the tachyon mass diverges

as x→ 0. Then the phase diagram is qualitatively similar to that shown on figure 2 (left).

The tachyon mass diverges if ap + κp > 4/3, or possibly if ap + κp = 4/3, in which case we

also need to require aℓ + κℓ > 1/2. The edge of this region is marked as the thin dashed

green line in figure 1.

4.4 Constraints from the meson spectra

The asymptotic behavior of the meson masses at large excitation number depends strongly

on the IR asymptotics of the tachyon. It therefore allows to further narrow down the

choices for physically relevant functions, and, in particular, also set constraints on the IR

behavior of w(λ). The asymptotics has been analyzed in detail in appendix E. The generic

findings are as follows:

• The asymptotics of each tower has the generic form

m2
n ∼ nP (log n)Q , (n→ ∞) . (4.15)

• In the flavor non-singlet sectors there are two possibilities for all potentials classified

as acceptable above, depending on the asymptotics of w(λ):

1. All the towers (vectors, axials, scalars and pseudoscalars) have the same asymp-

totic behavior (including the slope, i.e., the proportionality constant in (4.15)).

2. The vector and scalar towers have different asymptotics from the axial and

pseudoscalar towers. In several cases, the only difference is the slope.

• In the flavor singlet towers (scalars and pseudoscalars) the glueball and meson (q̄q)

excitations decouple at large n. The asymptotics for the meson asymptotics are

exactly the same for the flavor non-singlet mesons with the same parity. All glueball

towers (including the spin-two glueballs) have linear asymptotics m2
n ∼ n with the

same slope. This is because the glueball asymptotics only depends on the potentials

Vg(λ) and Z(λ) which were fixed as in IHQCD.

We have also computed the asymptotics of the vector and axial vector decay constants in

appendix F.1.

We require that all the meson towers have the same asymptotics. This happens for all

potential choices, unless w(λ) vanishes too fast in the IR. The rule of thumb is that w(λ)

should vanish slower than κ(λ) in the IR, i.e., the ratio κ(λ)/w(λ) should vanish in the IR

(see appendix E for details):

κ(λ)

w(λ)
→ 0 , (λ→ ∞) . (4.16)

When this is the case the leading meson asymptotics depend on the choice of a(λ) as

follows (dropping logarithmic corrections and only including potentials which produce an

acceptable background in the IR):
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• When ap of (4.10) is positive, we find that m2
n ∼ n2.

• When ap = 0 but aℓ > 0, we find that m2
n ∼ nP with 1 < P < 2.

• When a(λ) is constant (such that ap = 0 = aℓ), we find that m2
n ∼ n.

There is a single exception to the above rules: taking the critical choice κp = 4/3 and

ap = 0, and with aℓ = 1 and κℓ = −3/2 (which is a meeting point of lines in figure 1

(right)), the background is acceptable and the asymptotics is m2
n ∼ n logn.

Requiring that the leading meson trajectories are linear therefore leaves us with the

choices where a(λ) is constant, which are marked with the red dashed line in figure 1.8

Interestingly, further requiring that the subleading logarithmic corrections to the asymp-

totics of m2
n vanish, leaves us with a single9 choice of asymptotics of a(λ) and κ(λ) marked

as the red circle in figure 1:

κp =
4

3
, ap = 0 , κℓ = −1

2
, aℓ = 0 . (4.17)

Further, all meson trajectories have the same slopes if the constraint (4.16) for w(λ) is

satisfied. This choice is a slight modification of Potentials I which were studied extensively

in [4, 89] (and have instead κℓ = 0). In this case, there is a further requirement related to

the IR asymptotics of the tachyon, which is a power-law,

τ(r) ∼ τ0r
C , (r → ∞) . (4.18)

In order for the tachyon potential Vf (λ, τ) to vanish in the IR, and therefore to ensure the

decoupling of the tachyon in the IR, we need that C > 1, which can be satisfied by varying

additional parameters in the potential: see the discussion in the next subsection. Notice

that the slopes of the meson and glueball trajectories might be different even in this case.

Interestingly, the asymptotics (4.17) which has exactly linear trajectories is somewhat

analogous to the choice of Vg in (4.9): in both cases we find power laws in λ inspired

by string theory, modified by logarithmic corrections, as we already discussed above in

subsection 2.4. The power 4/3 in Vg(λ) and in κ(λ) arises from the transformation from

the string frame to the Einstein frame, see eqs. (2.16) and (2.17).

The only constraint from the considerations above on the coupling factor w(λ) of the

gauge fields in the DBI action at intermediate (λ = O (1)) and large (λ→ ∞) values of the

coupling is given in (4.16). The choice of this potential, however, does have a strong effect on

the qualitative behavior on the spectra for low excitation numbers. It is expected to affect

strongly the masses of the vector and axial mesons which are identified with the fluctuation

modes of the bulk gauge fields. In particular, the lightest meson is usually either a vector or

8It is also possible to construct potentials with linear asymptotics with nonconstant a(λ) if the require-

ment on how Vf (λ, τ) vanishes in the IR is modified, see appendix E.
9There is also another special choice which has linear trajectories but requires more delicate tuning of

parameters. This choice has also the critical power law ap = 0, κp = 4/3, but now aℓ + κℓ = −1/2 with

0 < aℓ < 1, and aℓ should be sufficiently close to aℓ = 1. This case was not listed as acceptable in figure 1

because the flavor potential Vf does not vanish for generic values of aℓ in the range 0 < aℓ < 1. However

in the limit aℓ → 1 the background should be fine, as discussed in appendix E.
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a scalar depending on the choice of w(λ). This kind of properties depend on the behavior

of the potentials at λ = O(1) and r = O(1), where the solutions are not analytically

tractable, and therefore need to be analyzed numerically. The natural expectation, which

can be confirmed by numerics, is that when w(λ) and κ(λ) have qualitatively similar λ-

dependence, then the spectra of the vector and the scalar mesons look qualitatively similar.

In practice this means that we will choose the string-motivated value for the power laws of

both coupling κ(λ) and w(λ), i.e., κp = 4/3 = wp.

To conclude, the only choice of potentials that results in exactly linear trajectories is

given by (4.17). Further, the meson trajectories have the same slopes if wp < κp = 4/3, or

also if we have the critical power law wp = κp = 4/3 and in addition wℓ < κℓ = −1/2.

4.5 Examples of potentials

In [4] and in [89] we discussed two classes of potentials Vg, Vf0, κ, and a, which we called

potentials I and potentials II. They can be defined as follows.

• Both Potentials I & II.

Vg(λ) = V0


1 + V1λ+ V2λ

2

√
1 + log(1 + λ

λ0
)

(
1 + λ

λ0

)2/3


 ,

Vf0(λ) =W0

[
1 +W1λ+W2λ

2
]
. (4.19)

• Potentials I.

a(λ) = a0 , κ(λ) =
1

(
1 + 3a1

4 λ
)4/3 . (4.20)

• Potentials II.

a(λ) = a0
1 + a1λ+ λ2

λ2
0

(1 + λ
λ0
)4/3

, κ(λ) =
1

(1 + λ
λ0
)4/3

. (4.21)

Here the coefficients are fixed by matching to perturbative QCD as discussed above,

except for W0, which remains as a free parameter. We also set ℓ(x = 0) = 1, and choose

the parameter λ0, which only affects the higher order coefficients of the UV expansions,

such that the higher order coefficients have approximately the same relative size as with

standard scheme choices in perturbative QCD. Explicitly, the coefficients satisfy

V0 = 12 , V1 =
11

27π2
, V2 =

4619

46656π4
;

W1 =
24 + (11− 2x)W0

27π2W0
, W2 =

24(857− 46x) +
(
4619− 1714x+ 92x2

)
W0

46656π4W0
;

a0 =
12− xW0

8
, a1 =

115− 16x

216π2
, λ0 = 8π2 . (4.22)

As we discussed above, we consider two qualitatively different choices for W0: either

constant W0, which satisfies

0 < W0 < 24/11 , (4.23)

– 29 –



J
H
E
P
1
1
(
2
0
1
3
)
0
6
8

or W0 fixed such that the pressure agrees with the Stefan-Boltzmann (SB) result at high

temperatures [89] (without the need to include x dependence in the normalization of the

action). The latter option gives (when ℓ(x = 0) = 1)

W0 =
12

x

[
1− 1

(1 + 7
4x)

2/3

]
(Stefan-Boltzmann) , (4.24)

so that the AdS radius is

ℓ(x) =
3

√
1 +

7

4
x . (4.25)

The finite temperature phase diagram is of the exceptional type of figure 2 (right) for

potentials I ifW0 is large or SB normalized, [89], so that there is a chirally symmetric phase

at small x, as discussed above. An acceptable value of W0 for potentials I is therefore, e.g.,

W0 = 3/11, which is relatively close to the lower limit of the range (4.23). For potentials

II all choices produce the standard phase diagram of figure 2 (left).

Based on the earlier discussion in this section we notice that

• Potentials I were chosen such that the power behavior of κ(λ) and a(λ) is the critical

one, κp = 4/3 and ap = 0. These potentials admit a regular IR solution with

exponential tachyon, τ ∼ τ0e
Cr, where C can be computed in terms of the potentials

and τ0 is an integration constant (see appendix D.2.2 for details). The asymptotic

trajectories of masses in all towers are linear but have logarithmic corrections.

• Potentials II have instead κp = 4/3 and ap = 2/3. These potentials admit a regular

IR solution with τ ∼
√
Cr + τ0, and the asymptotic trajectories of masses in all

towers are quadratic.

We also see that potentials I can be quite easily modified so that the asymptotic trajectories

are exactly linear and that logarithmic corrections are absent: we need to add a critical

logarithmic correction to κ(λ) such that κℓ = −1/2 and we are sitting at the red circle of

figure 1 (right). An explicit choice is

κ(λ) =
1

(
1 + 3a1

4 λ
)4/3

√√√√1 +
1

D
log

[
1 +

(
λ

λ0

)2
]
. (4.26)

There is however the following observation. For these potentials we find that the regular

solution has the tachyon IR asymptotics

τ(r) ∼ τ0r
C , (4.27)

where the coefficient

C =
27× 31/3

√
D (115− 16x)4/3 (12− xW0)

295616× 21/6
(4.28)

must be larger than one. For this to happen for all reasonable W0 and for all values of

x up to xc we need a relatively large D, e.g., D = 200. This means that the logarithmic
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modification in (4.26) sets in only at very high values of λ, i.e., only close to the IR

singularity. Therefore the logarithmic correction term is expected to only cause minor

changes to observables such as the finite temperature phase diagram and low lying masses.

Finally we also need to choose the function w(λ). As argued above, it should not

vanish too fast in the IR, and should have qualitatively similar λ dependence as κ(λ). An

intriguing choice would be w(λ) = w0κ(λ), where w0 = ℓ2
√
2/
√
3 due to (4.8) as we have

chosen κ0 = 1. However, as detailed in appendix E, such a choice of w(λ) is the critical

one which would often make the slopes of, e.g., the asymptotic vector and axial vector

trajectories to be different. If we want the slopes to be the same, w(λ) should vanish

slightly slower in the IR than κ(λ). Therefore a reasonable choice, which would work with

potentials I and also together with κ(λ) of (4.26), would be

w(λ) =
w0

(
1 + 3a1

4 λ
)4/3

{
1 +

1

D
log

[
1 +

(
λ

λ0

)2
]}

. (4.29)

We have done the numerical analysis of the next two sections by using the follow-

ing choices:

• Potentials I with W0 = 3/11 and w(λ) = κ(λ). The motivation for this choice is to

mimic (at qualitative level, without fitting any of the numerical results to QCD data)

the physics of real QCD in the Veneziano limit. We have checked that the finite tem-

perature phase diagram has the standard structure of figure 2 (left) whenW0 = 3/11.

Notice that we did not implement the logarithmic corrections of (4.26) and (4.29),

but as we have argued, these factors only affect slightly the numerical results.

• Potentials II with SB normalized W0 and w(λ) = 1. This choice might not model

QCD as well as the first one, but the motivation is merely to pick a background with

different IR structure in order to see how model dependent our results are.

5 Spectra: numerical results

Here we present the results of the numerical solution of the fluctuation equations for two

different classes of potentials (I and II) as specified above in section 4.5. We compute the

spectrum of all excitation modes as a function of x and for zero quark mass. To find the

mass spectrum one has to require normalizability of the wave functions of the fluctuation

modes both in the IR and in the UV. Then, the numerical integration of the fluctuation

equations leads to discrete towers of masses corresponding to physical states.

In practice, the computation proceeds as follows. We choose a set of potentials (I or II)

and a value of x below the critical one xc. The dominant background, which has a nontrivial

tachyon profile, is then constructed [4] by shooting from the IR and matching to the IR

expansions of the various fields given in appendix D. The coefficients of the fluctuation

equations, which are discussed in section 3 and in appendix A, are then evaluated on

the background. After this the fluctuation equations are solved by shooting from the IR

and matching to the IR expansions of the IR-normalizable fluctuation modes given in
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Figure 3. Non-singlet meson spectra in the potential I class (W0 = 3/11), with xc ≃ 4.0830. Left:

the lowest nonzero masses of all four towers of mesons, as a function of x, in units of ΛUV, below the

conformal window. Right: the ratios of masses of up to the third massive states as a function of x.

appendix G. For the non-singlet sector it is easy to identify the meson masses by varying

the bound state mass and reading off the values where the solution becomes normalizable

in the UV. We have also computed the mass spectrum for the singlet scalars, which requires

analyzing two coupled fluctuation equations, as explained in appendix H. All computations

were done by using A as the coordinate instead of r, because for this choice, all fields behave

smoothly even when the background is close to having a fixed point.

Some general features of both singlet and non-singlet sectors are

• For x < xc all spectra are discrete and gapped except for the non-singlet pseudoscalars

(pions) which are the massless Goldstone bosons of chiral symmetry breaking.

• All the mass spectra are continuous in the conformal region, xc ≤ x < 11/2.

• In the walking region, as x→ xc, all masses follow Miransky scaling

mn ∼ ΛUV exp

(
− κ√

xc − x

)
. (5.1)

• All mass ratios asymptote to finite constants for x→ xc.

5.1 The flavor non-singlet sector

The results for the mass spectrum of all the flavor non-singlet excitation modes, vectors,

axial vectors, pseudo-scalars and scalars are shown in figures 3 and 4, for potentials I with

W0 = 3/11 and for potentials II with SB normalized W0, respectively. The left hand

plots depict the mass of the lowest mode of each excitation tower (excluding the massless

Goldstones of the pseudoscalar tower) as a function of x in units of ΛUV. Notice that the

vertical axis is in logarithmic scale. For potentials II the lowest massive mode is the vector

and for potentials I the scalar.
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Figure 4. Non-singlet meson spectra in the potential II class with SB normalization for W0 (so

that xc ≃ 3.7001). Left: the lowest nonzero masses of all four towers of mesons, as a function of

x, in units of ΛUV, below the conformal window. Right: the ratios of masses of up to the third

massive states as a function of x.
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Figure 5. A fit of the ρ mass to the Miransky scaling factor, for Potential II with SB normalization

for W0.

The dependence of masses on x is rather mild below the walking region, i.e., when

0 < x < xc and xc − x = O (1). There are, however, some tendencies depending on the

potentials. For potentials II (figure 4), the vectors have qualitatively similar x dependence

as the axial vectors, but it is somewhat different from that of the scalars and pseudo-scalars,

as best seen at small x. For potentials I, however, masses in all towers have qualitatively

similar x dependence. This reflects our choices for the functions κ(λ) and w(λ) appearing

as couplings in (2.5): As w(λ) is the coupling for the gauge fields, it only affects the

fluctuation equations for the spin-one modes. For potentials I we chose κ(λ) = w(λ), and

therefore the masses of spin-zero and spin-one states were expected to have qualitatively

similar behavior as we discussed in section 4, which is confirmed by the numerics in figure 3.

For potentials II we chose κ(λ) as in (4.21), but we took w(λ) = 1 so that the λ-dependence

of κ(λ) differs qualitatively from that of w(λ), which explains the qualitative differences

between the states of different spins in this case.
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x in units of ΛUV, including two 0++ glueballs and two singlet 0++ mesons that mix here at leading

order. Left: potentials I with W0 = 3/11. Right: potentials II with SB normalized W0.
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Figure 7. The ratios of the singlet scalar masses of up to the fourth massive states as a function

of x. Left: potentials I with W0 = 3/11. Right: potentials II with SB normalized W0.

As it is shown explicitly for the ρ mass in figure 5, the masses approach zero exponen-

tially in the walking region (as x → xc from below), following Miransky scaling. Finally,

the right hand plots in figures 3 and 4, show how the ratios of the mass of the second and

third excitation modes over the first one depend on x. All of these approach finite numbers

close to xc. These findings appear to be in qualitative agreement with earlier analysis based

on Dyson-Schwinger and Bethe-Salpeter equations [119, 120].

5.2 The flavor singlet sector

The flavor singlet scalar and pseudoscalar spectra are interesting due to the nontrivial

mixing between the glueballs and meson states. We consider here the singlet scalar spec-

trum, whereas the pseudoscalar spectrum will be studied in a future publication. Note that

the “dilaton”, the alleged Goldstone mode due to the almost unbroken conformal symme-

try [25], should appear in the singlet scalar spectrum as x→ xc if such a state exists. The

possibility of a light dilaton, in QCD and similar theories with a walking regime, has been

studied extensively both by field theoretical methods [121–128] and more recently by using

holography [91–98], with various results.
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Figure 8. The masses of the lightest states of various towers, and fπ/
√
NfNc as a function of x

in units of the ρ mass. Left: potentials I with W0 = 3/11. Right: potentials II with SB normalized

W0. Solid black, dashed blue, dotted red, and dotdashed magenta curves show the masses of the

lightest vector, axial, flavor non-singlet scalar, and flavor singlet scalar states, respectively, while

the long-dashed green curve is fπ/
√
NfNc.

In figure 6, we plot the masses of the four lowest singlet scalar states as functions of x

for both potentials I and II. The behavior is qualitatively similar to the non-singlet SU(Nf )

states. In figure 7, the ratios of the masses up to the fourth state are shown. In the limit

x → 0 the mixing between mesons and glueballs vanishes. In this regime we can identify

the states as glueballs or mesons.

It is clear that there is mixing of states and level crossings at finite x. Moreover, it

is seen that as x approaches xc all the ratios of singlet state masses asymptote to finite

numbers. There is no single state becoming much lighter than the rest, which could be

interpreted as the dilaton. We will discuss this in more detail below and in appendix I.

Instead, the restoration of the conformal symmetry as x → xc is reflected in all masses

falling exponentially to zero, as specified by Miransky scaling. Therefore, the conformal

symmetry in the walking region is NOT spontaneously broken.

5.3 Behavior as x → xc
− and the dilaton state

We verify that all mass ratios tend to constants as x→ xc from below for both potentials I

and II in figure 8. In fact, the same applies to other dimensionful quantities such as decay

constants, as can be checked for fπ (the long-dashed green curves) in figure 8. An analytical

explanation [89] of these results is sketched in appendix I. The main point is as follows. As

x → xc from below, the model develops an approximate fixed point as we have discussed

in section 2.5. The background can be divided into an “IR piece”, which describes the RG

flow from the singularity at λ = ∞ to the fixed point at λ = λ∗, and an “UV piece”, which

describes the flow from λ = λ∗ to λ = 0. It is then possible to show that masses and decay

constants only depend on the IR piece of the background. This piece is characterized by

a single energy scale, and therefore these observables tend to constants when expressed in

units of this scale as we take the limit x→ xc.

The scalar sector shows interesting behavior as x → xc, related to the possibility of

having a dilaton in the spectrum, which is also explained in more detail in appendix I. As
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it turns out, the Schrödinger potential of the flavor non-singlet scalars has a negative dip in

the “walking” regime, i.e., when λ ≃ λ∗ and xc − x≪ 1. The potential has approximately

the critical behavior [7] in this region:

VS(r) ∼ − 1

4r2
. (5.2)

It can be checked that the singlet scalar fluctuations are similarly almost critical in the

vicinity of the fixed point, but in this case a Schrödinger potential cannot be easily defined

due to mixing of the glue and flavor fluctuations. The dip has therefore just the critical

width, so that it is not clear without doing the numerics if there is an unstable state or

possibly a light dilaton state. As we have seen above, numerical analysis proves that the

dilaton (as well as tachyonic states) are absent from the spectrum in the end. As seen from

figure 8, the lightest flavor singlet meson is heavier than its non-singlet counterpart, and

it is also heavier than the spin-one states in the case of potentials II.

We now discuss the behavior of the β-function near the fixed point as x→ xc, which is

usually understood to be intimately tied to the existence of the dilaton. Indeed the simplest

estimates state that the squared dilaton mass should be proportional to the minimum of

(the absolute value of) the β-function at the approximate fixed point. Our model provides

an explicit prediction for the “walking” RG flow of the coupling in this regime. The result

is obtained by using the expressions for the behavior of λ(r) near the fixed point given in

appendices D.2 and E.3 of [4]. It reads

λ ≃ λ∗ − c1 (rΛUV)
−δ + c2(log r) (rΛIR)

4 , (Λ−1
UV ≪ r ≪ Λ−1

IR ) , (5.3)

where c1 is a positive O (1) constant which can be computed numerically, c2(log r) is a

positive, regular O (1) function, and10

δ = lim
λ→λ∗

1

λ− λ∗

λ′(r)
A′(r)

> 0 (5.4)

is the derivative of the β-function at the fixed point. Notice that there is a simple inter-

pretation for the terms in (5.3): the second term is the flow induced by the “perturbative”

(zero-tachyon) β-function with a fixed point, whereas the last term is the perturbation due

to non-zero tachyon which will eventually drive the coupling away from the fixed point.

We make some observations:

• The result (5.3) is, at the qualitative level, independent of the details of the La-

grangian.

• The coupling only depends on xc − x through the scales ΛUV and ΛIR near the fixed

point, which are related by Miransky scaling of (2.19).

10It is understood that the definition (5.4) should be evaluated by using the subdominant solution where

the tachyon vanishes for all r, and therefore the fixed point is reached. For the potentials used here δ is

close to the value of the derivative of the two-loop β-function of QCD in the Veneziano limit.
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• The (absolute value of the) β-function reaches its minimum at the intermediate point

rΛUV ∼ (ΛUV/ΛIR)
4/(4+δ). The minimum is given by

− dλ

dA
∼
(

ΛIR

ΛUV

) 4δ
4+δ

∼ exp

[
− 4δK̂

(4 + δ)
√
xc − x

]
, (5.5)

and is therefore suppressed by Miransky scaling.

To conclude, the value of the minimum of the β-function suggests that if there was an

anomalously light state in the model, its mass should be suppressed by Miransky scaling

with respect to the other masses as x → xc. There is no reason to expect a state whose

mass would be suppressed, e.g., by a power law. However, the numerical study of the

spectrum shows that there is no anomalously light state at all.

5.4 (In)stability of the Efimov solutions

Recall from section 2.5 that when 0 < x < xc and the quark mass is zero, there can be

subdominant vacuum solutions, indexed by the number n of zeros of the tachyon solution.

If the effective potential Veff = Vg − xVf0 has an extremum, signaling the presence of a

fixed point, and the BF bound is violated at the fixed point, there is an infinite number

of Efimov vacua. This is the case for potentials II in the whole range 0 < x < xc, and for

potentials I (with W0 = 3/11) within the interval x∗ < x < xc, where x∗ ≃ 1.0005, [89].

When there is no fixed point or the BF bound is satisfied, there may still be a finite number

of Efimov-like vacua.

By extending the above argument of the scalar sector to these vacua, it is possible to

show that they are, quite in general, unstable as seen in a similar case already in [64, 65].

We first discuss what happens in the non-singlet scalar tower as x → xc. The length

of the walking regime is longer for the Efimov solutions than for the standard one, as seen

from (2.22). If we assume a small scalar mass m ∼ ΛIR, the fluctuation wave function has

n nodes in the walking region located approximately at (see the results (I.6) and (I.8) in

appendix I)

r ∼ Λ−1
IR exp

(
− K̂l√

xc − x

)
, l = 1, 2, . . . , n . (5.6)

This signals the presence of n tachyonic scalar states. Their masses can be estimated by

computing the value of the Schrödinger potential at the nodes, which gives

m2
l ∼ −Λ2

IR exp

(
2K̂l√
xc − x

)
, l = 1, 2, . . . , n . (5.7)

The singlet scalar sector can also be checked to have similar states. The Efimov vacua are

therefore highly unstable in the sense that the scale of the masses of these tachyonic modes

is exponentially enhanced with respect to the mass scale of the spectra of the standard

(n = 0) background solutions, which is ∼ ΛIR.

When xc − x is not small, and there is a fixed point where the BF bound is violated

so that a full Efimov tower is present, we can argue analytically that the vacua with high
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enough n are unstable. Given any fixed x between zero and xc, (2.21) implies that the

coupling walks for high enough n, and further that the walking regime can be made long

enough for instabilities to appear by increasing n.

For generic values of x and for finite n, the stability of these saddle points can be

checked numerically. For the potentials used here already the first Efimov vacuum is always

unstable. Apart from the tachyonic modes, the Efimov vacua also admit a spectrum of

modes similar to that of the standard vacuum, i.e., there are states at positive squared mass

m2 ∼ Λ2
IR. The unstable mode with the smallest m2 is typically found in the non-singlet

sector.

6 Two-point functions and the S-parameter

In this section we will study the non-singlet vector, axial vector, and scalar two-point

functions. This will allow us to compute the pion decay constant, and especially the

S-parameter. Of special interest is the study of the S-parameter in the walking region

x→ xc
−. We will find it to be discontinuous at x = xc, which will prompt us to study the

behavior of the correlators for x→ xc
−.

6.1 The S-parameter and the decay constants

The normalization of the decay constants of meson states and the S-parameter can be

fixed by matching the bulk vector and scalar two-point functions to the corresponding

quantum field theory correlators in the limit of large Euclidean momentum [47, 48, 80, 81].

We define11

〈Ja (V )
µ (q)Jb (V )

ν (p)〉 = Πab
µν(q, p) = −(2π)4δ4(p+ q)

2δab

Nf

(
q2ηµν − qµqν

)
ΠV (q) (6.1)

〈Ja (S)(q)Jb (S)(p)〉 = Πab (q, p) = (2π)4δ4(p+ q)
2δab

Nf
ΠS(q) . (6.2)

We calculate the UV limit of ΠV (q) and ΠS(q), and match to the quantum field theory result

in appendix C. The matching results in the following expressions for the normalization

constants of the bulk action:

M3NcNfW0w
2
0ℓ =

NcNf

6π2
, M3NcNfW0ℓ

5κ0 =
NcNf

4π2
, (6.3)

from which we conclude that ℓ4κ0/w
2
0 = 3/2.

Using the expansions

ΠA =
f2π
q2

+
∑

n

f2n
q2 +m2

n − iǫ
, ΠV =

∑

n

F 2
n

q2 +M2
n − iǫ

, (6.4)

we can determine fπ in terms of the bulk axial vector wavefunction

f2π = −NcNf

12π2
∂rψ

A

r

∣∣∣∣
r=0, q=0

, (6.5)

11The factors of Nf/2 are necessary in order to have similar normalization of ΠV and ΠS in the flavor

singlet and non-singlet sectors.
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Figure 9. The pion decay constant fπ as a function of x in units of ΛUV. It vanishes near

xc following again Miransky scaling. The dashed blue curve is the result for potentials I with

W0 = 3/11, while the continuous black curve is for potentials II with SB normalized W0.

where the normalization was fixed by using (6.3) and we required ψA(r = 0) = 1. The

pion decay constant is portrayed in figure 9 for both potentials I and II. It has qualitatively

similar x-dependence to the meson masses: it depends only weakly on x for small x and

decreases exponentially to zero close to xc.

The S-parameter is defined as

S = 4π
d

dq2
[
q2(ΠV −ΠA)

]
q=0

= −NcNf

3π

d

dq2

(
∂rψ

V (r)

r
− ∂rψ

A(r)

r

)∣∣∣∣
r=0, q=0

(6.6)

= 4π
∑

n

(
F 2
n

M2
n

− f2n
m2

n

)
.

As both masses and decay constants in (6.4) and (6.6) are affected similarly by Mi-

ransky scaling, the S-parameter is invariant under Miransky scaling. Therefore its value

in the limit x → xc cannot be predicted by Miransky scaling alone. Our numerical re-

sults show that generically the S-parameter (in units of NfNc) remains finite in the QCD

regime, 0 < x < xc and asymptotes to a finite constant at xc, as seen in figure 10. The

S-parameter is identically zero inside the conformal window (massless quarks) because of

unbroken chiral symmetry. This suggests a subtle discontinuity of correlators across the

conformal transition, which we shall discuss in more detail below.

The discontinuous behavior of S at the conformal phase transition is in agreement

with estimates based on Dyson-Schwinger equations [129, 130] and the analysis of the BZ

limit in field theory [104–106]. However, according to most estimates [131–134] the S-

parameter should be reduced in the walking regime, and therefore decrease with increasing

x [104–106, 129, 130]. Our most important result is that generically the S-parameter is an

increasing function of x, reaching it highest value at xc, contrary to previous expectations.

We have also found choices of potentials where the S-parameter becomes very large as we

approach xc.

We also define a higher order coefficient (related to the X-parameter of [107]) as

S′ ≡ −2π
d2

(dq2)2
[
q2
(
ΠV (q

2)−ΠA(q
2)
)]

q=0
(6.7)
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cases S asymptotes to a finite value as x→ xc.
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Figure 11. Left: the higher order coefficient S′ in units of ΛIR as a function of x for potential

class I with W0 = 3/11. Right: the same parameter as a function of x for potential class II with

SB normalization for W0.

so that

q2
(
ΠA(q

2)−ΠV (q
2)
)
= f2π − S

4π
q2 +

S′

4π
q4 + · · · . (6.8)

This parameter is shown for both potentials I and II in figure 11. The x dependence (in IR

units) is qualitatively rather similar to the S-parameter so that the values typically increase

with x, and approach fixed values as x → xc. However, unlike for the S-parameter, there

is also a region with decreasing values near x = xc.

6.2 Discontinuity at x = xc

In order to understand the x dependence of the S-parameter and in particular the dis-

continuous behavior at x = xc, it is useful to analyze the difference q2
(
ΠA(q

2)−ΠV (q
2)
)

of the vector-vector and axial-axial correlators at large q2. We present here only rough

estimates while a more precise analysis is done in appendix J.

To start with, the equations (3.4) for the vector and axial wave functions can be roughly

approximated for r ≪ Λ−1
IR as

r∂r
(
r−1ψ′

V (r)
)
− q2ψV (r) ≃ 0 , r∂r

(
r−1ψ′

A(r)
)
− q2ψA(r)−H(r)ψA(r) ≃ 0 , (6.9)
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where

H(r) = HA(r) =
4τ2(r)e2A(r)κ(λ, τ)

w(λ, τ)2
. (6.10)

These equations are the leading order terms at fixed points, but give a reasonable estimate

also for the behavior between the walking regime and the UV fixed point when xc − x is

small. By using the standard relation between the correlators and bulk wave functions, the

difference of the correlators becomes

q2
(
ΠA(q

2)−ΠV (q
2)
)
∝ − lim

r→0

φ(r)

r
, (6.11)

where φ = (ψA − ψV )/ψA and the proportionality constant is independent of q. The

equations (6.9) imply

r∂r
(
r−1φ′(r)

)
+ 2∂r (logψA(r))φ

′(r)− (1− φ(r))H(r) ≃ 0 . (6.12)

We then consider large momentum, q ≫ ΛIR. As it turns out, we can approximate

1 − φ(r) ≃ 1 in the last term for the region of interest to us. The relevant solutions

of (6.12) are

φ(r) ≃ b r2 , (r ≪ q−1) ,

φ(r) ≃ − 1

2q

∫ r

0
dr′H(r′) , (q−1 ≪ r ≪ Λ−1

IR ) , (6.13)

where we used the UV boundary conditions to rule out the non-normalizable solution, and

the fact that ∂r logψA(r) ≃ −q for q−1 ≪ r ≪ Λ−1
IR . Using (6.11) and requiring continuity

of (6.13) at r ∼ q−1 gives

q2
(
ΠA(q

2)−ΠV (q
2)
)
∼ −b ∼ q

∫ 1/q

0
drH(r) ∼ q

∫ 1/q

0
dr
τ(r)2

ℓ2r2
, (6.14)

where we dropped the slowly varying potential functions of (6.10) at the last step.

Finally, we write down the result (6.14) explicitly for zero quark mass in two regions

of x.

1. In the region having dynamics similar to ordinary QCD (x < xc but xc−x = O (1)),

there is only one scale ΛUV ∼ ΛIR. The tachyon behaves as

τ(r)

ℓ
∼ σr3 ∼ Λ3

UVr
3 (6.15)

up to logarithmic corrections. Therefore, we find that

ΠA(q
2)−ΠV (q

2) ∼ Λ6
UV

q6
, (q ≫ ΛUV) . (6.16)

This result agrees with earlier computations in the probe approximation, [135, 136].
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Figure 12. The q-dependence of the difference ΠA − ΠV for potentials II with SB normalization

of W0 (so that xc ≃ 3.7001). The various curves show different estimates for ΠA − ΠV , see text

for details. The vertical dashed lines show values of q where qualitative changes in behavior are

expected. Left column: a case with dynamics similar to ordinary QCD (x = 1). Right column: a

case with walking dynamics (x = 3.65). Top row: ΠA − ΠV normalized to NfNc as a function of

q/ΛUV. Bottom row: q4(ΠA − ΠV ), in well-chosen units, as a function of q/ΛUV. Multiplication

by q4 makes the details of the q-dependence better visible.

2. If xc − x≪ 1, we have walking behavior and the scales ΛUV, ΛIR are well separated.

The tachyon behaves roughly as (see section 2.5, appendix D and [4])

τ(r)

ℓ
∼ σr3 ∼ ΛUVΛ

2
IRr

3 , (r ≪ Λ−1
UV) ,

τ(r)

ℓ
∼ σ

ΛUV
r2 ∼ Λ2

IRr
2 , (Λ−1

UV ≪ r ≪ Λ−1
IR ) . (6.17)

Inserting these in (6.14), we obtain

ΠA(q
2)−ΠV (q

2) ∼ Λ2
UVΛ

4
IR

q6
, (ΛUV ≪ q) ,

ΠA(q
2)−ΠV (q

2) ∼ Λ4
IR

q4
, (ΛIR ≪ q ≪ ΛUV) (6.18)

when x is close to xc.

Notice that the results (6.16) and (6.18) are rough estimates of (6.14), because the

logarithmic RG flow of the chiral condensate, which is included in τ(r), was neglected.

However the integral in (6.14) is dominated by the region in the vicinity of its upper

endpoint, and therefore we can write down a more generic estimate for the q-dependence.

Recall that we matched the RG flow of the chiral condensate to QCD such that (see
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appendix D)

− dτ

dA
≃ dτ

d log r
≃ 3− γ (6.19)

in the UV, where the anomalous dimension γ = d logmq/d log q in QCD. Therefore

ΠA(q
2)−ΠV (q

2) ∼ 1

q

∫ 1/q τ(r)2

r2
∼ 1

q6−2γ
, (6.20)

where we approximated the anomalous dimension to be constant. The result agrees with

the one from the operator product expansions (see, e.g., [129, 130]).

We plot ΠA −ΠV as a function of the momentum in UV units, q/ΛUV, for Potentials

II with SB normalized W0 in figure 12. The left hand plots are for “running” dynamics

(x = 1), and the right hand plots are for “walking” dynamics (x = 3.65). In the latter case,

we chose the value of x very close to the critical one (xc = 3.70001), so that the walking

regime can be clearly distinguished (ΛUV/ΛIR ∼ 107). On the top row we plot the ratio

(ΠA−ΠV )/NfNc which is finite in the Veneziano limit. On the bottom row we plot the same

quantity multiplied by the factor q4/Λ4
UV. The various curves were computed as follows.

The black continuous curve is the exact numerical result, which can be reliably extracted

from (6.11) for small values of q. The blue dashed curve is given by the estimate (J.7) in

appendix J. The thin red dashed curve (which is best visible for high q in the right hand

plot) is given by the rough estimate (6.14).

The q-dependence follows roughly the results (6.16) and (6.18). On the top-left plot,

one can see kink at q ∼ ΛUV as the q-dependence changes from the low q one (∼ fπ/q
2) to

the UV one (∼ 1/q6). The expected location of the kink, at q ∼ ΛUV is marked with the

vertical dashed line. The change in behavior is more clearly visible in the bottom-left plot,

where we multiplied ΠA − ΠV by an additional factor of q4/Λ4
UV to suppress the overall

strong power dependence on q. On the right hand plots there is, in addition, the regime

reflecting the walking dynamics between the two vertical dashed lines at q ∼ ΛIR and at

q ∼ ΛUV, where the difference of correlators behaves roughly as ∼ 1/q4. There are now

two (rather smooth) kinks at q ∼ ΛIR ∼ 10−7ΛUV and at q ∼ ΛUV, best visible in the

bottom-right plot.

We now comment on the connection of the result (6.18) to Weinberg’s sum rules. We

first recall how the sum rules are derived. By applying the spectral decomposition (6.4)

to ΠA − ΠV , we see that the first two terms of the expansion at q2 = ∞ behave as 1/q2

and 1/q4. However, as seen from (6.16) and (6.18), ΠA − ΠV vanishes as 1/q6 in the UV.

Therefore, the coefficients of the O
(
q−2
)
and O

(
q−4
)
terms in the series expansion have

to vanish, which results in the sum rules. We notice that our result (6.18) is consistent

with the analysis of [33]: the difference in the intermediate range of energies vanishes only

as 1/q4, and the contribution from this range to the second sum rule may be viewed as a

modification to it.

We then consider the limit x→ xc
− in order to analyze the discontinuous behavior of

the S-parameter observed above. First, we notice that due to Miransky scaling in (2.19)

the high momentum tail in (6.18) is exponentially suppressed. We can write down a similar

limit as in (I.1):

ΠA(q
2)−ΠV (q

2) → 0 as x→ xc with
q

ΛUV
fixed . (6.21)
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The convergence is pointwise in q/ΛUV but fast when q/ΛUV = O (1): it obeys (quartic)

Miransky scaling. This can also be seen from the top-right plot in figure 12 where the

value of ΠA − ΠV is highly suppressed at q ∼ ΛUV. The result reflects the behavior of

the background which was discussed in section 5.3 and in appendix I. For q ∼ ΛUV the

correlators only depend on the UV piece of the background solution as x → xc. The UV

piece approaches smoothly the background at x = xc which has an IR fixed point and is

chirally symmetric (zero tachyon) so that ΠA − ΠV = 0. This behavior is reflected in the

vanishing of the difference of correlators in the limit of (6.21).

Second, at low momenta (q ∼ ΛIR) the difference of correlators is O(1), as can be seen

from the top-row plots in figure 12, and has nontrivial structure. If we take the limit (6.21)

keeping q/ΛIR fixed instead, the result is nonzero. This is consistent with the fact that

fπ/
√
NfNc, S/(NfNc) and S

′/(NfNc) approach finite values when measured in units of ΛIR

as x→ xc from below (as seen from figures 9, 10 and 11). The situation is similar to what

was found for the decay constants in appendix I: for q ∼ ΛIR the difference of the correlator

only depends on the IR piece of the background, up to a calculable O(1) correction factor.

Therefore, we understand that the nonvanishing value of the S-parameter as x→ xc arises

from the IR piece of the background, which includes a nonvanishing tachyon, and is absent

for the solutions with xc ≤ x < 11/2.

In summary, the naive expectation that ΠA − ΠV should vanish as x → xc
− due to

restoration of chiral symmetry in the conformal window, holds in the sense of (6.21). The

vanishing of ΠA−ΠV is not in contradiction with the finite value of the S-parameter in this

limit, because the convergence to zero in (6.21) is not uniform in q/ΛUV. The finite value

of the S-parameter reflects the structure of ΠA − ΠV at values of q which are suppressed

with respect to ΛUV by the Miransky scaling factor as x→ xc
−.
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A Derivation on the quadratic fluctuation equations

We shall consider the following fluctuations of the metric, tachyon, dilaton and gauge fields:

gMN = g
(0)
MN + ĝMN , ĝMN dξMdξN = e2A

(
2φ dr2 + 2Âµ dr dx

µ + hµν dx
µ dxν

)
,

Φ = Φ0 + χ , T = (τ + s+ s
ata)eiθ+i πata . (A.1)
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where ta are the generators of SU(Nf ). We are mostly interested in the standard vacuum

for 0 < x < xc which is expected to have a nontrivial spectrum. Therefore, the background

solution τ(r) is nonzero and the phases θ, πa in (A.1) are well defined.

The vacuum with zero tachyon, which is the dominant one for xc ≤ x < 11/2, has

continuous spectrum. This is clear as the coupling flows to an IR fixed point and the

metric is asymptotically AdS in the IR. The Schrödinger potential vanishes as r → ∞ in

the non-singlet sector, as we shall demonstrate below.

We use the vector and axial combinations of the left and right gauge fields

VM =
AL

M +AR
M

2
, AM =

AL
M −AR

M

2
. (A.2)

The associated field strengths will be VMN , AMN . We choose the gauge Ar = Vr = 0.

The vector field in the bulk is written as

Vµ(x
µ, r) = ψV (r)Vµ(x

µ) , (A.3)

where Vµ is transverse, ∂µVµ = 0, and the longitudinal term can be set to zero. As usual,

to look for 4D mass eigenstates we insert a plane wave Ansatz Vµ(x
µ) = exp(ipµx

µ) where

pµp
µ = −m2

V , so that

∂ν∂
ν Vµ = m2

V Vµ , (A.4)

and analogously for the rest of the fluctuations we study. For the axial vectors, we first

need to separate the transverse and longitudinal parts:

Aµ(x
µ, r) = A⊥

µ (x
µ, r) +A‖

µ(x
µ, r) , (A.5)

where ∂νA⊥
ν (x

µ, r) = 0 and the longitudinal term is the divergence of a scalar function.

For the vector modes it is not necessary to treat the flavor non-singlet and singlet

terms separately, as the fluctuations modes are the same in both the sectors. However, for

the axial vector modes we have to do that. Therefore we write

A⊥
µ (x

µ, r) = A⊥F
µ (xµ, r) +A⊥S

µ (xµ, r) = ψA(r)Aa
µ(x

µ)ta + ϕA(r)Xµ(x
µ) (A.6)

A‖
µ(x

µ, r) = A‖F
µ (xµ, r) +A‖S

µ (xµ, r) = −ψL(r)∂µ(Pa(xµ))ta − ϕL(r) ∂µ(T (xµ)) . (A.7)

The flavor non-singlet terms from the pseudoscalar and scalar sectors can be

expanded similarly:

πa(xµ, r) = 2ψP (r)Pa(xµ) ,

s
a(xµ, r) = ψS(r)Sa(xµ) . (A.8)

Notice that the xµ dependence of the pion fluctuations πa and the flavored axial vector

fluctuations are related. This is required in order to satisfy the fluctuation equations below.

The flavor singlet components will be discussed in more detail later. Their analysis is more

involved due to mixing terms between the various fields.

We also define a shorthand notation for the omnipresent factor

G(r) =
√
1 + e−2A(r)κ(λ, τ)(∂rτ(r))2 (A.9)
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so that the “effective” metric factor, which often appears due to the nonzero tachyon

background, reads

grr + κ(λ, τ)(∂rτ(r))
2 = e2A(r)G(r)2 . (A.10)

A.1 Flavor non-singlet sector

For the flavor non-singlet fluctuations the fluctuation analysis is rather straightforward as

only the DBI action Sf contributes. Therefore we will write down the quadratic actions

for the vector, axial vector, pseudoscalar and scalar sectors directly below.

A.1.1 Vector mesons

For spin-one vector excitations, the spectra in the non-singlet and singlet sectors are iden-

tical. The quadratic action for the vector mesons is

SV = −1

2
M3Nc Tr

∫
d4x drVf (λ, τ)w(λ, τ)

2G−1 eA
[
1

2
G2 VµνV

µν + ∂rVµ∂rV
µ

]
,

(A.11)

where Vµν = ∂µVν−∂νVµ, and the trace is over the flavor indices. The fluctuation equation

therefore reads

1

Vf (λ, τ)w(λ, τ)2 eAG
∂r
(
Vf (λ, τ)w(λ, τ)

2 eAG−1 ∂rψV

)
+m2

V ψV = 0 . (A.12)

This equation can be transferred to Schrödinger form as shown in appendix B. The

Schrödinger functions for the vector meson equation are C3(r) =M(r) = 0 and

C1(r) = Vf (λ, τ)w(λ, τ)
2 eA(r)G(r)−1 , C2(r) = Vf (λ, τ)w(λ, τ)

2 eA(r)G(r) . (A.13)

Further defining

ΞV (r) = (C1(r)C2(r))
1/4 = w(λ, τ)

√
Vf (λ, τ) eA(r) , HV (r) =

M(r)

C2(r)
= 0 , (A.14)

the Schrödinger potential for the flavor non-singlet vectors reads

VV (u) =
1

ΞV (u)

d2ΞV (u)

du2
+HV (u) . (A.15)

Here the Schrödinger coordinate u is defined by

du

dr
=

√
C2(r)

C1(r)
= G(r) (A.16)

and requiring that u→ 0 in the UV. G is defined in (A.9). The definition of the coordinate

u will be the same for all non-singlet meson towers, but the potential will change, as we

shall see below.

By using the UV expansions of the potentials in (4.3) and the expansions of the back-

ground from appendix D, we can compute the UV asymptotics of the potential VV . The
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potential factors of ΞV in (A.14) are almost constants, so that the leading contribution

arises from the warp factor eA/2 ∼ 1/
√
r, giving

VV (u) =
3

4u2

[
1 +O

(
1

[log(uΛ)]2

)]
, (u→ 0) . (A.17)

At an IR fixed point, i.e., in the conformal window (xc ≤ x < 11/2) or below the conformal

window (0 < x < xc) for the subdominant vacuum with τ ≡ 0, we can derive a similar

result, as the potentials are again nearly constants and the metric is close to AdS:

VV (u) =
3

4u2

[
1 +O

(
1

uδ

)]
, (u→ ∞) , (A.18)

as can be checked by using the results of appendix E.3 in [4] where the constant δ is also

computed. This result also applies when the system is very close to having a fixed point.

This is the case for the dominant vacuum (with τ 6= 0) in the “walking” regime when x < xc
and xc − x≪ 1: eq. (A.18) holds if we require 1/ΛUV ≪ u≪ 1/ΛIR instead of u→ ∞.

A.1.2 Axial vector mesons

The action for the non-singlet and singlet sectors of the (transverse) axial vector modes

differs by a term coming from the CP-odd sector. The quadratic action for the SU(Nf )

sector of the axial vector meson excitations reads

SA =− 1

2
M3Nc Tr

∫
d4x drVf (λ, τ) e

AG−1

[
1

2
G2w(λ, τ)2AµνA

µν

+ w(λ, τ)2 ∂rA
⊥F
µ ∂rA

⊥F µ + 4κ(λ, τ) τ2 e2AG2A⊥F
µ A⊥F µ

] (A.19)

where Aµν = ∂µA
⊥F
ν − ∂νA

⊥F
µ . The fluctuation equation reads

∂r
(
Vf (λ, τ)w(λ, τ)

2 eAG−1 ∂rψA

)

Vf (λ, τ)w(λ, τ)2 eAG
− 4

τ2 e2A

w(λ, τ)2
κ(λ, τ)ψA +m2

V ψA = 0 (A.20)

The Schrödinger functions are otherwise the same as for vectors but now

M(r) = 4C2(r)
τ(r)2 e2A(r)

w(λ, τ)2
κ(λ, τ) (A.21)

is nonzero. Therefore we find that

ΞA(r) = ΞV (r) , HA(r) =
4τ(r)2 e2A(r)

w(λ, τ)2
κ(λ, τ) , (A.22)

and the definition of u is as in (A.16). The asymptotic results for the Schrödinger potential

are the same as for the vectors, (A.17) and (A.18), because the additional mass term HA

does not contribute.
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A.1.3 Pseudoscalar mesons

The quadratic action reads:

S =− 1

2
M3Nc Tr

∫
d4x dr Vf (λ, τ) e

AG−1
[
w(λ, τ)2

(
∂rA

‖F
µ

)2

+ τ2 e2A κ(λ, τ) (∂rπ
ata)2 + τ2 e2AG2 κ(λ, τ)

(
∂µπ

ata + 2A‖F
µ

)2 ]
. (A.23)

After substituting in (A.8), the fluctuation equations for ψP (r) and ψL(r) are

1

Vf (λ, τ) eAGκ(λ, τ)
∂r
(
Vf (λ, τ) e

AG−1w(λ, τ)2 ∂rψL

)

−4τ2 e2A (ψL − ψP ) = 0 , (A.24)

4τ2 e2A κ(λ, τ) ∂rψP −m2w(λ, τ)2 ∂rψL = 0 . (A.25)

These two equations can be combined into one by solving (A.24) for ψP and inserting this

into (A.25).

Vf (λ, τ) τ
2 e3AG−1 κ(λ, τ) ∂r

[
1

Vf (λ, τ) τ2 κ(λ, τ) e3AG
∂rψ̂P

]

− 4τ2 e2A
κ(λ, τ)

w(λ, τ)2
ψ̂P +m2 ψ̂P = 0 , (A.26)

where we have defined

ψ̂P (r) = −Vf (λ, τ) eA(r)G(r)−1w(λ, τ)2 ∂rψL(r) . (A.27)

When mq = 0 = m all solutions to (A.26) are normalizable in the UV. Therefore, the

IR normalizable solution is the pion mode, for which ψP is constant and ψL tends to (the

same) constant in the UV. The standard calculation, [78], shows that the mass of the pion

satisfies the Gell-Mann-Oakes-Renner relation when small mq is turned on.

The Schrödinger functions read

C1(r) = Vf (λ, τ)
−1 τ(r)−2 e−3A(r)G(r)−1 κ(λ, τ)−1 ,

C2(r) = Vf (λ, τ)
−1 τ(r)−2 e−3A(r)G(r)κ(λ, τ)−1 ,

M(r) = 4C2(r) τ(r)
2 e2A(r) κ(λ, τ)w(λ, τ)−2 ,

(A.28)

and C3(r) = 0. Therefore,

ΞP (r) =
1

τ(r)
√
Vf (λ, τ)κ(λ, τ) e3A(r)

, HP (r) =
4τ(r)2 e2A(r) κ(λ, τ)

w(λ, τ)2
. (A.29)

As ΞP depends strongly on the tachyon, the UV behavior of the Schrödinger potential

VP differs from that of VV and VA. By using the tachyon asymptotics from appendix D we

find that

VP (u) =
15

4u2

[
1 +O

(
1

log(uΛ)

)]
, (u→ 0 , mq = 0) , (A.30)

VP (u) = − 1

4u2

[
1 +O

(
1

log(uΛ)2

)]
, (u→ 0 , mq 6= 0) . (A.31)
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Notice that the UV behavior of the potential is the critical one when mq 6= 0, [7]. This is

linked to the existence of the pion modes: the Schrödinger problem can have solutions with

arbitrary low mass as mq → 0 only if the UV asymptotics is critical.12 When mq is small

but finite, (A.31) holds for u≪
√
mq/σ while (A.30) holds for

√
mq/σ ≪ u≪ 1/ΛUV.

The behavior at an IR fixed point is more tricky to calculate, because the tachyon

cannot be set to zero in (A.29). We need to introduce an “infinitesimal” tachyon that

behaves as τ ∼ u∆, where ∆ > 0 is the dimension of the quark mass at the fixed point.

Then we find that

VP (u) =

(
3

2
−∆

)(
1

2
−∆

)
1

u2

[
1 +O

(
1

uδ

)]
, (u→ ∞) (A.32)

with the understanding that the tachyon normalization is taken to zero before taking

u→ ∞. Eq. (A.32) holds in the conformal window since we assumed that ∆ is real. It can

be extended to complex ∆ and therefore for the IRFP below the conformal window (with

τ ≡ 0) by taking the real part:

VP (u) = Re

[(
3

2
−∆

)(
1

2
−∆

)]
1

u2

[
1 +O

(
1

uδ

)]

=

(
3

4
− (Im∆)2

)
1

u2

[
1 +O

(
1

uδ

)]
, (u→ ∞) . (A.33)

Similarly as (A.18), this latter expression is also valid at the approximate fixed point which

appears in the standard vacuum in the walking regime (x→ xc
−).

A.1.4 Scalar mesons

The quadratic action is

S = − x

2
M3N2

c Tr

∫
d4x dr e3AG−1

[
Vf (λ, τ)G

−2 κ(λ, τ)(∂rs)
2

+
(
2 ∂τVf (λ, τ)κ(λ, τ)τ

′ + (1 +G−2)τ ′ Vf (λ, τ) ∂τκ(λ, τ)
)
s∂rs

+

(
∂2τVf (λ, τ)G

2 e2A + ∂τVf (λ, τ) τ
′2 ∂τκ(λ, τ)−

τ ′4

4
G−2e−2A Vf (λ, τ) (∂τκ(λ, τ))

2

+
1

2
τ ′2 Vf (λ, τ) ∂

2
τκ(λ, τ)

)
s
2 − Vf (λ, τ)κ(λ, τ)(∂µs)

2

]
, (A.34)

where s = s
ata. The fluctuation equation therefore becomes

ψ′′
S + ∂r(logC1(r))ψ

′
S − M − 1

2∂rC3

C1
ψS +

C2

C1
m2ψS = 0 , (A.35)

12For exactly zero mq, the potential does not need to have any specific asymptotics since, as we pointed

out above, the wave function of the pion mode has free UV boundary conditions.
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where the Schrödinger functions read

C1(r) =Vf (λ, τ)e
3AG−3κ(λ, τ)

C2(r) =Vf (λ, τ)e
3AG−1κ(λ, τ)

C3(r) = e3AG−1
(
2∂τVf (λ, τ)κ(λ, τ)τ

′ + (1 +G−2)τ ′Vf (λ, τ)∂τκ(λ, τ)
)

M(r) =Ge5A∂2τVf (λ, τ) +G−1e3Aτ ′2∂τVf (λ, τ)∂τκ(λ, τ)

− τ ′4

4
G−3eAVf (λ, τ)(∂τκ(λ, τ))

2 +
1

2
G−1e3Aτ ′2Vf (λ, τ)∂

2
τκ(λ, τ) . (A.36)

If κ(λ, τ) is independent of τ and Vf (λ, τ) = Vf0(λ) exp
(
−a(λ)τ2

)
, then

M(r)− 1

2
∂rC3(r) = −2κ(λ)−1C2(r)

[
e2A(r)a(λ)− τ(r)τ ′(r)λ′(r)

da(λ)

dλ
κ(λ)

]
,

C2(r)

C1(r)
= G(r)2 = 1 + e−2A(r)κ(λ, τ)τ ′(r)2 ,

(A.37)

and we obtain

ΞS(r) =
1

G(r)

√
Vf (λ, τ)κ(λ, τ) e3A ,

HS(r) = − 2

κ(λ)

[
e2A(r)a(λ)− τ(r)τ ′(r)λ′(r)

da(λ)

dλ
κ(λ)

]
.

(A.38)

The UV behavior of the potential is

VS(u) =
3

4u2

[
1 +O

(
1

log(uΛ)

)]
, (u→ 0) , (A.39)

where also the term HS contributes. At an IR fixed point we find that

VS(u) =

[
15

4
−∆(4−∆)

]
1

u2

[
1 +O

(
1

uδ

)]

=

(
5

2
−∆

)(
3

2
−∆

)
1

u2

[
1 +O

(
1

uδ

)]
, (u→ ∞) . (A.40)

Here we used

∆(4−∆) = −m2
IRℓ

2
IR =

24 a(λ∗)
κ(λ∗)Veff(λ∗)

, (A.41)

where mIR is the tachyon mass at the fixed point, and ℓIR is the IR AdS radius. The

result (A.40) applies at real and complex values of ∆ and is therefore valid for all solutions

with vanishing tachyon, both in and below the conformal window. It also holds near the

approximate fixed point of the standard vacuum in the walking regime.

A.2 Flavor singlet sector: lagrangian terms

For flavor singlet (scalar and pseudoscalar) fluctuations the contributions from the different

terms Sg, Sf and Sa in the action are coupled. Therefore, the analysis is somewhat more

involved than for the non-singlet sector. We use the notation for the fluctuations defined

in (A.1).
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A.2.1 Terms from the flavor action

The quantities A(i)MN appearing in the DBI action can be written as

A(i)MN = g̃MN + ĝMN +GMN + w(Φ, T )F
(i)
MN , (A.42)

where GMN is defined in terms of the symmetric13 part of (DMT )
†DNT as

κ(Φ, T ) (DMT )(DNT )
† = κ0 ∂Mτ ∂Nτ +GMN +HMN ,

where HMN = −HNM ,

GMN = κ1 ∂Mτ ∂Nτ + κ0 ∂(Mτ ∂N)s+ κ2 ∂Mτ ∂Nτ (A.43)

+ κ1 ∂(Mτ ∂N)s+ κ0 ∂MS ∂NS

+ κ0 τ
2
(
∂Mθ + (A

(L)
M −A

(R)
M )

)(
∂Nθ + (A

(L)
N −A

(R)
N )

)
,

ĝMN is defined in (A.1) and we have introduced the following useful quantity:

g̃MN = g
(0)
MN + κ0 ∂Mτ ∂Nτ , (A.44)

and expanded κ(Φ, T ) in terms of the fluctuations as

κ(Φ, T ) = κ0 + κ1 + κ2 +O(s2, χ2, χ s) ,

κ0 = κ(Φ(0), τ) , κ1 =
∂κ

∂τ
s+

∂κ

∂Φ
χ , κ2 =

∂2κ

∂Φ∂τ
χ s+

1

2

∂2κ

∂Φ2
χ2 +

1

2

∂2κ

∂s2
s2 . (A.45)

We will need to do the same for the potential Vf (Φ, T ):

Vf (Φ, T ) = Vf (Φ
(0), τ) +

(
∂Vf
∂Φ

χ+
∂Vf
∂τ

s

)
+

(
∂2Vf
∂Φ∂τ

χ s+
1

2

∂2Vf
∂Φ2

χ2 +
1

2

∂2Vf
∂τ2

s2
)
.

(A.46)

For notational simplicity we shall drop below the superscripts and subscripts (0), 0. It is

understood that Φ stands for Φ0 and the potentials are always evaluated on the vacuum

solutions. Moreover, to make lengthy expressions more compact, in the rest of this section

we will not be writing explicitly the functional dependence of the different potentials and

functions: we will write Vf instead of Vf (Φ, τ) and τ instead of τ(r) and so on.

Now we can expand the determinants appearing in (2.4) up to second order in the

fluctuations by means of

√
det(I+X) = 1 +

1

2
TrX − 1

4
TrX2 +

1

8
(TrX)2 +O(X3) . (A.47)

In our case X is given by

Xa
b = g̃ac ĝcb + g̃acGcb + w(Φ, T ) g̃ac F

(i)
cb . (A.48)

where ĝ and g̃ are defined in (A.42) and (A.44) respectively.

We shall now write the action (2.4) up to second order in the fluctuations. The result

is quite voluminous. We will therefore first write the part of the action corresponding to

13We will use the convention M(ab) =Mab +Mba.
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the left and right gauge fields which only mix with the fluctuations of the phase of the

tachyon θ (and as we have seen also with the QCD dilaton through the CP-odd sector). It

takes the form

LVA =− x

2
Vf g̃

1/2
rr g̃2xx

[
1

2
w2 g̃−2

xx V
µνVµν + w2 g̃−1

rr g̃
−1
xx

(
V ′
µ

)2
+

1

2
w2 g̃−2

xx A
µνAµν

+ w2 g̃−1
rr g̃

−1
xx

(
A′

µ

)2
+ κ g̃−1

xx τ
2 (∂µθ + 2Aµ)

2 + κ g̃−1
rr τ

2 θ′2
]
, (A.49)

in terms of the combinations defined in (A.2) (and in the gauge Ar = Vr = 0).

The rest of the fluctuations mix with each other and the Lagrangian resulting from

the quadratic DBI reads

Lmix
DBI =− 1

2
xVf g̃

1/2
rr g̃2xx

{
− 1

2
(hµν)

2 − g̃−1
rr g̃xx (Âµ)

2 − 2g̃−1
rr κ τ

′ Âµ ∂µs+
1

4
(hµµ)

2

+ g̃−1
rr g̃xx φh

µ
µ + g̃−1

rr κ τ
′ hµµ s

′ + g̃−2
rr g̃xx κ s

′2 + g̃−1
rr κ (∂µs)

2 − 2g̃−2
rr g̃xx κ τ

′ φ s′

− g̃−2
rr g̃

2
xx φ

2 +

[
2g̃−1

rr g̃xx(Vf )
−1∂Vf

∂Φ
− g̃−2

rr g̃xx τ
′2 ∂κ
∂Φ

]
χφ

+

[
2g̃−1

rr g̃xx(Vf )
−1∂Vf

∂τ
− g̃−2

rr g̃xx τ
′2 ∂κ
∂τ

]
s φ+

[
(Vf )

−1∂Vf
∂Φ

+
1

2
g̃−1
rr τ

′2 ∂κ
∂Φ

]
χhµµ

+

[
(Vf )

−1∂Vf
∂τ

+
1

2
g̃−1
rr τ

′2 ∂κ
∂τ

]
s hµµ +

[
2(Vf )

−1 ∂
2Vf

∂τ∂Φ
+ g̃−1

rr

∂2κ

∂τ∂Φ
τ ′2

+ g̃−1
rr τ

′2 (Vf )
−1 ∂Vf

∂τ

∂κ

∂Φ
+ g̃−1

rr τ
′2 (Vf )

−1 ∂Vf
∂Φ

∂κ

∂τ
− 1

2
g̃−2
rr τ

′4 ∂κ
∂τ

∂κ

∂Φ

]
s χ

+

[
(Vf )

−1∂
2Vf
∂τ2

+
1

2
g̃−1
rr τ

′2 ∂
2κ

∂τ2
+ g̃−1

rr (Vf )
−1 τ ′2

∂κ

∂τ

∂Vf
∂τ

− 1

4
g̃−2
rr τ

′4
(
∂κ

∂τ

)2 ]
s2

+

[
(Vf )

−1 ∂
2Vf
∂Φ2

+
1

2
g̃−1
rr τ

′2 ∂
2κ

∂Φ2
+ g̃−1

rr (Vf )
−1 τ ′2

∂Vf
∂Φ

∂κ

∂Φ
− 1

4
g̃−2
rr τ

′4
(
∂κ

∂Φ

)2 ]
χ2

+

[
g̃−2
rr g̃xx τ

′ ∂κ
∂Φ

+ 2g̃−1
rr (Vf )

−1 τ ′ κ
∂Vf
∂Φ

+ g̃−1
rr τ

′ ∂κ
∂Φ

]
χ s′

+

[
g̃−2
rr g̃xx τ

′ ∂κ
∂τ

+ 2g̃−1
rr (Vf )

−1 τ ′ κ
∂Vf
∂τ

+ g̃−1
rr τ

′ ∂κ
∂τ

]
s s′
}
. (A.50)

We shall now write this in a shortened form:

Lmix
DBI =− α(x, r)

[
− 1

2
(hµν)

2 − g̃−1
rr g̃xx (Âµ)

2 − 2g̃−1
rr κ τ

′ Âµ ∂µs+
1

4
(hµµ)

2 + g̃−1
rr g̃xx φh

µ
µ

+ g̃−1
rr κ τ

′ hµµ s
′ + g̃−2

rr g̃xx κ s
′2 + g̃−1

rr κ (∂µs)
2 − 2g̃−2

rr g̃xx κ τ
′ φ s′ − g̃−2

rr g̃
2
xx φ

2

+T1 χφ+T2 s φ+T3 χh
µ
µ +T4 s h

µ
µ +T5 s χ+T6 s

2

+T7 χ
2 +T8 s

′ χ+T9 s
′ s

]
, (A.51)

where we have defined

α(x, r) =
1

2
xVf g̃

1/2
rr g̃2xx , (A.52)
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T1 = 2g̃−1
rr g̃xx(Vf )

−1∂Vf
∂Φ

− g̃−2
rr g̃xx τ

′2 ∂κ
∂Φ

, T2 = 2g̃−1
rr g̃xx(Vf )

−1∂Vf
∂τ

− g̃−2
rr g̃xx τ

′2 ∂κ
∂τ

,

T3 = (Vf )
−1∂Vf

∂Φ
+

1

2
g̃−1
rr τ

′2 ∂κ
∂Φ

, T4 = (Vf )
−1∂Vf

∂τ
+

1

2
g̃−1
rr τ

′2 ∂κ
∂τ

,

T5 = 2(Vf )
−1 ∂

2Vf
∂τ∂Φ

+ g̃−1
rr

∂2κ

∂τ∂Φ
τ ′2 + g̃−1

rr τ
′2 (Vf )

−1 ∂Vf
∂τ

∂κ

∂Φ

+ g̃−1
rr τ

′2 (Vf )
−1 ∂Vf

∂Φ

∂κ

∂τ
− 1

2
g̃−2
rr τ

′4 ∂κ
∂τ

∂κ

∂Φ
,

T6 = (Vf )
−1∂

2Vf
∂τ2

+
1

2
g̃−1
rr τ

′2 ∂
2κ

∂τ2
+ g̃−1

rr (Vf )
−1 τ ′2

∂κ

∂τ

∂Vf
∂τ

− 1

4
g̃−2
rr τ

′4
(
∂κ

∂τ

)2

,

T7 = (Vf )
−1∂

2Vf
∂Φ2

+
1

2
g̃−1
rr τ

′2 ∂
2κ

∂Φ2
+ g̃−1

rr (Vf )
−1 τ ′2

∂κ

∂Φ

∂Vf
∂Φ

− 1

4
g̃−2
rr τ

′4
(
∂κ

∂Φ

)2

,

T8 = g̃−2
rr g̃xx τ

′ ∂κ
∂Φ

+ 2g̃−1
rr (Vf )

−1 τ ′ κ
∂Vf
∂Φ

+ g̃−1
rr τ

′ ∂κ
∂Φ

T9 = g̃−2
rr g̃xx τ

′ ∂κ
∂τ

+ 2g̃−1
rr (Vf )

−1 τ ′ κ
∂Vf
∂τ

+ g̃−1
rr τ

′ ∂κ
∂τ

T10 = 2
κ τ ′2

g̃rr
(Vf )

−1∂Vf
∂Φ

+
τ ′2

g̃2rr
(g̃rr + g̃xx)

∂κ

∂Φ
. (A.53)

A.2.2 Terms from the glue action

The action for the glue sector was expanded up to quadratic order in the fluctuations in

ref. [66–69, 137]. In order to use the results of [137] we will first need to do some field

redefinitions. The action for the glue sector in our case [4] takes the form

Lglue =
√−g

(
R− 4

3
(∂Φ)2 + Vg(Φ)

)
. (A.54)

Notice that our notation differs from that used in [137] by

Φ =

√
3

4
Φ̃ , Vg = −Ṽg , A = −Ã

2
, (A.55)

where the tilded functions correspond to the ones appearing in [137].

In the computation of [137] the background equations of motion where used in com-

puting the action of the fluctuations. There will now be some extra contributions since

the background equations of motion have new terms coming from the DBI sector. We can

read the background Einstein and dilaton EoMs from [4]. They take the form

6
b′′

b
= −4

3
Φ′2 + b2 Vg − x b2 Vf

√
1 + b−2 κ τ ′2 , (A.56)

12
b′2

b2
=

4

3
Φ′2 + b2Vg − x b2

Vf√
1 + b−2 κ τ ′2

, (A.57)

3b5
∂Vg
∂Φ

= 8(b3Φ′)′ − 3x b5
∂Vf
∂Φ

√
1 + b−2 κ τ ′2 − 2x b3

∂κ

∂Φ

Vf τ
′2

√
1 + b−2 κ τ ′2

, (A.58)

where

b = eA , (A.59)
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Now (A.56) and (A.57) can be combined to obtain

b3
(
12
b′2

b2
− 4

3
Φ′2
)

= (b3)′′ +
1

2
x b3Vf

κ τ ′2√
1 + b−2 κ τ ′2

, (A.60)

and

b3
(
12
b′2

b2
− 4

3
Φ′2 + b2Ṽg

)
= 2(b3)′′ + x b5Vf

√
1 + b−2 κ τ ′2 . (A.61)

Using these equations and proceeding as in the appendix A of [137], the action for the

fluctuations at quadratic order is given by

Lglue = e3A
[
L(2)
ein −

1

4
(h′µν)

2 +
1

4
h′2 − 1

4
(F̂µν)

2 − 4

3
(∂µ χ)

2 − 4

3
χ′2 − 1

2
e2A(∂2ΦVg)χ

2

− ∂µφ(∂νhµν − ∂µh) +
8

3
Φ′ φ′ χ+

16

3
Φ′ φχ′ +

4

3
Φ′ h′ χ+

8

3
Φ′ Âµ ∂µχ

]

+
(
e3A Âµ

)′
(∂νhµν − ∂µh)−

(
e3A
)′ (

2Âµ ∂µφ+ 2φφ′ + φh′
)

+ α

[
−1

2
(hµν)

2 +
1

4
h2 − g̃xx

g̃rr
(Âµ)

2T3 (2φ+ h)χ+

(
1− 2

g̃xx
g̃rr

)
φ2 +

g̃xx
g̃rr

φh

]
,

L(2)
ein = − 1

4
∂µhρσ ∂µh

ρσ +
1

2
∂µhρµ ∂νh

ρν − 1

2
∂µh ∂ρh

ρµ +
1

4
(∂µh)

2 . (A.62)

Here and in what follows

hµµ ≡ h . (A.63)

A.2.3 Full lagrangian, fluctuation equations and field decomposition

Adding up (A.49), (A.51), (A.62), and the contribution from the CP-odd sector we obtain

the following final Lagrangian for the fluctuations of the singlet sector:

L = LVA + Lsg + La , (A.64)

where LVA is given in (A.49), La can be read from (2.13) and Lsg takes the form

Lsg = e3A
[
L(2)
ein −

1

4
(h′µν)

2 +
1

4
h′2 − 1

4
(F̂µν)

2 − 4

3
(∂µ χ)

2 − 4

3
χ′2 − 1

2
e2A(∂2ΦVg)χ

2

− ∂µφ(∂νhµν − ∂µh) +
8

3
Φ′ φ′ χ+

16

3
Φ′ φχ′ +

4

3
Φ′ h′ χ+

8

3
Φ′ Âµ ∂µχ

]

+
(
e3A Âµ

)′
(∂νhµν − ∂µh)−

(
e3A
)′ (

2Âµ ∂µφ+ 2φφ′ + φh′
)

+ α

[
2g̃−1

rr κ τ
′ Âµ ∂µs+−g̃−1

rr κ τ
′ h s′ − g̃−2

rr g̃xx κ s
′2 − g̃−1

rr κ (∂µs)
2

+ 2g̃−2
rr g̃xx κ τ

′ φ s′ + g̃−2
rr κ τ

′4 φ2 −T2 s φ−T4 s hT5 s χ−T6 s
2

−T7 χ
2 −T8 s

′ χ−T9 s
′ s+T10 χφ

]
. (A.65)

Notice that the fields appearing in Lsg do not contribute to LVA and vice versa, so we

can study each piece of the Lagrangian separately. LVA has the same form as for the non-

singlet sector, hence its contributions to the fluctuation equations for the different fields are
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the same as in that sector. But those fluctuation equations will receive extra contributions

from the CP-odd Lagrangian as we will see in the next section. Instead, the contributions

from Lsg are decoupled from those of LVA and La, and therefore we can study it separately.

In the rest of this section we will compute the fluctuation equations resulting from Lsg.

We shall follow [137] and decompose Âµ and hµν in irreducible representations of the 4D

Lorentz group as

Âµ = ∂µW + Â⊥
µ , ∂µÂ⊥

µ = 0 (A.66)

hµν = 2ηµν ψ + 2∂µ∂νE + 2∂(µV̂
⊥
ν) + h⊥⊥

µν , (A.67)

with ∂µÂ⊥
µ = ∂µV̂ ⊥

µ = 0 and ∂µh⊥⊥
µν = h⊥⊥µ

µ = 0. The field equations resulting from

Lsg read

(hµν) h⊥⊥′′
µν + 3A′ h⊥⊥′

µν +✷h⊥⊥
µν − 2e−3A ∂(µ

[
e3A

(
Â⊥

ν) − V̂ ⊥′

ν)

)]′

− 6ηµν

[
ψ′′ + 3A′ ψ′ −A′ φ′ − (3A′2 +A′′)φ+

4e−3A

9
(e3AΦ′ χ)′

]

+ 2(∂µ∂ν − ηµν✷)
[
φ+ 2ψ − (W − E′)′ − 3A′(W − E′)

]

− 2α e−3Aηµν

(
T4 s+

κ τ ′

g̃rr
s′
)

= 0 , (A.68)

(Âµ) 6∂µ

[
ψ′ −A′ φ+

4

9
Φ′ χ

]
+✷

(
Â⊥

µ − V̂ ⊥′
µ

)

+ 2α e−3Aκ τ
′

g̃rr
∂µs = 0 , (A.69)

(φ) ✷ψ + 4A′ ψ′ −
(
A′′ + 3A′2)φ−A′

✷

(
W − E′)+ 4e−3A

9

(
e3AΦ′ χ

)′ − 8

9
Φ′ χ′

− α
e−3A

6

[
T10 χ+ 2

(
τ ′2 κ
g̃rr

)2

φ+ 2
g̃xx
g̃2rr

κ τ ′s′ −T2 s

]
= 0 , (A.70)

(χ) χ′′ + 3A′χ′ +✷χ− 3e2A

8
(∂2ΦVg)χ− 2e−3A

(
e3AΦ′ φ

)′
+Φ′ φ′ + 4Φ′ ψ′

− Φ′
✷(W − E′) + α

3e−3A

8

[
T10 φ−T5 s− 2T7 χ−T8 s

′] = 0 ,

(s) − 2g̃rr κ✷s+ 2g̃rr κ τ
′
✷(W − E′)− 2g̃xx κ s

′′ − 8g̃rr κ τ
′ ψ′ + 2g̃xx κ τ

′ φ′

+

[
6(3g̃xx − 4g̃rr)κA

′ + (g̃xx − 3g̃rr) Φ
′(∂Φκ) + 2(Vf )

−1(2g̃xx − 3g̃rr)κΦ
′ (∂ΦVf )

− 2g̃xx τ
′(∂τκ) + 4g̃xx (Vf )

−1κ τ ′(∂τVf )

]
s′

+

[
− 8A′ τ ′3κ(∂Φκ) + 2g̃xx

τ ′

κ
Φ′ (∂Φκ) (∂τκ) + g̃xx

τ ′2

κ
(∂τκ)

2

− 2(g̃xx)
2(Vf κ)

−1(∂τκ)(∂τVf )

+ 2g̃xx g̃rr(Vf )
−2(∂τVf )

2 − 2κ (Vf )
−1 τ ′3Φ′(∂τκ)(∂ΦVf )
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+ 2g̃rr(Vf )
−2 κ τ ′Φ′ (∂τVf )(∂ΦVf )− (g̃xx + g̃rr) τ

′Φ′ (∂Φ∂τκ)− g̃xx τ
′2(∂2τκ)

+ 2g̃rrg̃xx (Vf )
−1(∂2τVf )− 2g̃rr κ (Vf )

−1 τ ′Φ′(∂Φ∂τVf )

]
s

+

[
− 8A′ τ ′3κ(∂Φκ) + 2

g̃xx
κ
τ ′Φ′ (∂Φκ)

2 + 2g̃rr κ (Vf )
−2 τ ′Φ′ (∂ΦVf )

2

− (g̃xx + g̃rr) τ
′Φ′ (∂2Φκ)− 2g̃rr κ (Vf )

−1 τ ′Φ′ (∂2ΦVf ) +
g̃xx
κ
τ ′2(∂τκ)(∂Φκ)

− 2
g̃2xx
κ

(Vf )
−1 (∂Φκ)(∂τVf )− 2κ (Vf )

−1 τ ′3Φ′ (∂Φκ)(∂ΦVf )

− 2g̃xx g̃rr (Vf )
−2 (∂τVf )(∂ΦVf )−g̃xx τ ′2 (∂τ∂Φκ)+2g̃xx g̃rr (Vf )

−1 (∂τ∂ΦVf )

]
χ

−
[
(g̃xx + g̃rr)(∂Φκ) τ

′ + 2g̃rr (Vf )
−1 κ τ ′ (∂ΦVf )

]
χ′

+
[
16A′(κ)2 τ ′3 + 2κ τ ′3Φ′ (∂Φκ) + 4(κ)2(Vf )

−1 τ ′3Φ′ (∂ΦVf )

+ 4g̃xx (Vf )
−1 (∂τVf )

]
φ = 0 . (A.71)

These can be split into separate equations involving scalar, vector, and tensor

modes only:

h⊥⊥′′
µν + 3A′ h⊥⊥′

µν +✷h⊥⊥
µν = 0 , (A.72)

[
e3A

(
Â⊥

µ − V̂ ⊥′
µ

) ]′
= 0 , ✷

(
Â⊥

µ − V̂ ⊥′
µ

)
= 0 , (A.73)

ψ′′ + 3A′ ψ′ −A′ φ′ − (3A′2 +A′′)φ+
4e−3A

9
(e3AΦ′ χ)′

+ α
e−3A

3

(
T4 s+

κ τ ′

g̃rr
s′
)

= 0 , (A.74)

φ+ 2ψ − (W − E′)′ − 3A′(W − E′) = 0 (A.75)

ψ′ −A′ φ+
4

9
Φ′ χ+ α

e−3A

3

κ τ ′

g̃rr
s = 0 , (A.76)

✷ψ + 4A′ ψ′ −
(
A′′ + 3A′2)φ−A′

✷

(
W − E′)+ 4e−3A

9

(
e3AΦ′ χ

)′ − 8

9
Φ′ χ′

− α
e−3A

6

[
T10 χ+ 2

(
τ ′2 κ
g̃rr

)2

φ+ 2
g̃xx
g̃2rr

κ τ ′s′ −T2 s

]
= 0 , (A.77)

χ′′ + 3A′χ′ +✷χ− 3e2A

8
(∂2ΦVg)χ− 2e−3A

(
e3AΦ′ φ

)′
+Φ′ φ′ + 4Φ′ ψ′

− Φ′
✷(W − E′) + α

3e−3A

8

[
T10 φ−T5 s− 2T7 χ−T8 s

′] = 0 , (A.78)
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− 2g̃rr κ✷s+ 2g̃rr κ τ
′
✷(W − E′)− 2g̃xx κ s

′′ − 8g̃rr κ τ
′ ψ′ + 2g̃xx κ τ

′ φ′

+

[
6(3g̃xx − 4g̃rr)κA

′ + (g̃xx − 3g̃rr) Φ
′(∂Φκ) + 2(Vf )

−1(2g̃xx − 3g̃rr)κΦ
′ (∂ΦVf )

− 2g̃xx τ
′(∂τκ) + 4g̃xx (Vf )

−1κ τ ′(∂τVf )

]
s′

+

[
− 8A′ τ ′3κ(∂Φκ) + 2g̃xx

τ ′

κ
Φ′ (∂Φκ) (∂τκ) + g̃xx

τ ′2

κ
(∂τκ)

2

− 2(g̃xx)
2(Vf κ)

−1(∂τκ)(∂τVf )

+ 2g̃xx g̃rr(Vf )
−2(∂τVf )

2 − 2κ (Vf )
−1 τ ′3Φ′(∂τκ)(∂ΦVf )

+ 2g̃rr(Vf )
−2 κ τ ′Φ′ (∂τVf )(∂ΦVf )− (g̃xx + g̃rr) τ

′Φ′ (∂Φ∂τκ)− g̃xx τ
′2(∂2τκ)

+ 2g̃rrg̃xx (Vf )
−1(∂2τVf )− 2g̃rr κ (Vf )

−1 τ ′Φ′(∂Φ∂τVf )

]
s

+

[
− 8A′ τ ′3κ(∂Φκ) + 2

g̃xx
κ
τ ′Φ′ (∂Φκ)

2 + 2g̃rr κ (Vf )
−2 τ ′Φ′ (∂ΦVf )

2

− (g̃xx + g̃rr) τ
′Φ′ (∂2Φκ)− 2g̃rr κ (Vf )

−1 τ ′Φ′ (∂2ΦVf ) +
g̃xx
κ
τ ′2(∂τκ)(∂Φκ)

− 2
g̃2xx
κ

(Vf )
−1 (∂Φκ)(∂τVf )− 2κ (Vf )

−1 τ ′3Φ′ (∂Φκ)(∂ΦVf )

− 2g̃xx g̃rr (Vf )
−2 (∂τVf )(∂ΦVf )− g̃xx τ

′2 (∂τ∂Φκ) + 2g̃xx g̃rr (Vf )
−1 (∂τ∂ΦVf )

]
χ

−
[
(g̃xx + g̃rr)(∂Φκ) τ

′ + 2g̃rr (Vf )
−1 κ τ ′ (∂ΦVf )

]
χ′

+
[
16A′(κ)2 τ ′3 + 2κ τ ′3Φ′ (∂Φκ)

+ 4(κ)2(Vf )
−1 τ ′3Φ′ (∂ΦVf ) + 4g̃xx (Vf )

−1 (∂τVf )
]
φ = 0 . (A.79)

A.3 Flavor singlet sector: fluctuation equations

In this section we will summarize the results of the fluctuation analysis for the different

flavor singlet sectors. Note that the action for the vector mesons is the same as for the

non-singlet sector and therefore we will not repeat its analysis (see section A.1.1).

A.3.1 Axial-vector mesons

As mentioned above, the action for the singlet sector of the (transverse) axial vector modes

has an extra term coming from the CP-odd sector. It then takes the form

SA =− M3N2
c

2

∫
d4x dr

{
xVf (λ, τ) e

AG−1

[
1

2
G2w(λ, τ)2Aµν A

µν

+ w(λ, τ)2 ∂rA
⊥S
µ ∂rA

⊥S µ + 4κ(λ, τ) τ2 e2AG2A⊥S
µ A⊥S µ

]

+ 4x2 Z(λ) e3A Va(λ, τ)
2A⊥S

µ A⊥S µ

}
, (A.80)
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where G was defined in (A.9). The fluctuation equation is given by

1

Vf (λ, τ)w(λ, τ)2 eAG
∂r
(
Vf (λ, τ)w(λ, τ)

2 eAG−1∂rϕA

)
+m2

V ϕA

− 4

[
x e2A

Z(λ)Va(λ, τ)
2

Vf (λ, τ)Gw(λ, τ)2
+

τ2e2A

w(λ, τ)2
κ(λ, τ)

]
ϕA = 0 . (A.81)

A.3.2 Pseudoscalar mesons

The quadratic action has two contributions: S1 coming from the DBI piece and S2 from

the CP-odd sector. We write each separately:

S1 =−M3N2
c

x

2

∫
d4x dr Vf (λ, τ) e

AG−1 (A.82)

×
[
w(λ, τ)2

(
∂rA

‖S
µ

)2
+ e2Aκ(λ, τ) τ2 (∂rθ)

2 + e2AG2 κ(λ, τ) τ2
(
∂µθ + 2A‖S

µ

)2 ]
,

and

S2 = −M
3N2

c

2

∫
d4x dr Z(λ) e3A

[(
∂µa− 2xVa(λ, τ)A

‖S
µ

)2
+ (∂ra+ x ∂rVa(λ, τ) θ)

2

]
,

(A.83)

where as before we have set Ar = 0 .14 One can easily check that both pieces are invariant

under the residual gauge transformation (2.14) (where ǫ 6= ǫ(r)).

We recall the Ansatz for A
‖S
µ in (A.7), and write down similar Ansätze for θ and a:

A‖S
µ (xµ, r) = −ϕL(r) ∂µ(T (xµ)) ,

θ(xµ, r) = 2ϕθ(r) T (xµ) ,

a(xµ, r) = 2ϕax(r) T (xµ) . (A.84)

In terms of this new fields the gauge invariant combinations appearing in (A.82)

and (A.83) read

∂µθ + 2A‖S
µ = 2 [ϕθ(r)− ϕL(r)] ∂µ(T (xµ)) ≡ 2∂µ(T (xµ))P (r) ,

∂µa− 2xVa(λ, τ)A
‖S
µ = 2 [ϕax(r) + xVa(λ, τ)ϕL(r)] ∂µ(T (xµ)) ≡ 2∂µ(T (xµ))Q(r) ,

∂ra+ x ∂rVa(λ, τ) θ = 2
[
ϕ′
ax(r) + x ∂rVa(λ, τ)ϕθ(r)

]
T (xµ) ≡ 2T (xµ)R(r) . (A.85)

where we have defined the new functions P (r), Q(r) and R(r).

Computing the fluctuation equations for A
‖S
µ , θ, and a; and then substituting in the

Ansatz (A.84) one arrives at

∂r
(
Vf (λ, τ) e

AG−1w(λ, τ)2ϕ′
L

)
+ 4Vf (λ, τ) e

3AGκ(λ, τ) τ2 (ϕθ − ϕL)

−4e3A Z(λ)Va(λ, τ) (ϕax + xVa(λ, τ)ϕL) = 0 ,

14Notice that the gauge choice Ar = 0 should be imposed at the level of the equations of motion. We

have checked that, after setting Ar = 0 the equation of motion for Ar reduces to the first order differential

equation (A.90), which follows from the other equations of motion.
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∂r
(
Vf (λ, τ) e

3AG−1 κ(λ, τ) τ2 ϕ′
θ

)
+m2 Vf (λ, τ) e

3AGκ(λ, τ) τ2 (ϕθ − ϕL) (A.86)

−e3A Z(λ) ∂rVa(λ, τ)
(
ϕ′
ax + x ∂rVa(λ, τ)ϕθ

)
= 0 ,

∂r
[
e3A Z(λ)

(
ϕ′
ax + x ∂rVa(λ, τ)ϕθ

)]
+m2 e3A Z(λ) (ϕax + xVa(λ, τ)ϕL) = 0 .

We now write these three equations in terms of the functions P (r), Q(r) and R(r) defined

in (A.85):

∂r

[
Vf e

AG−1w2

(
V ′
a

Va
P +

Q′ −R

xVa

)]
+ 4Vf e

3AGκτ2 P − 4e3A Z VaQ = 0 ,

(A.87)

∂r

[
Vf e

3AG−1 κ τ2
(
V ′
a

Va
P + P ′ +

Q′ −R

xVa

)]
+m2 Vf e

3AGκτ2 P − e3A Z V ′
a R = 0 ,

(A.88)

∂r
[
e3A Z R

]
+m2 e3A Z Q = 0 .

(A.89)

Here all primes denote derivatives with respect to r. Combining these three equations one

gets the following first order one:

Vf e
AG−1w2

(
V ′
a

Va
P+

Q′−R
xVa

)
− 4

m2
Vf e

3AG−1 κ τ2
(
V ′
a

Va
P+P ′ +

Q′−R
xVa

)
(A.90)

+
4

m2
e3A Z VaR = 0 .

From this equation we can solve for R(r); substituting the result in (A.87) and (A.89)

we obtain

∂r

[
Vf e

AG−1w2

(
−4e2A

Vf κ τ
2

Na +Nb
P ′ +

V ′
a

Va

Nb

Na +Nb
P +

Nb

xVa (Na +Nb)
Q′
)]

+ 4Vf e
3AGκτ2 P − 4e3A Z VaQ = 0 , (A.91)

∂r

[
e3A Z

(
4x e2A

Va Vf κ τ
2

Na +Nb
P ′ + x

V ′
aNa

Na +Nb
P +

Na

Na +Nb
Q′
)]

+m2 e3A Z Q = 0 , (A.92)

where Na and Nb are given by the following expressions:

Na = Vf
(
4e2A κ τ2 −m2w2

)
, Nb = 4x e2A Z V 2

a G . (A.93)

An alternative choice of variables is given by

P (r) ≡ ϕθ(r)− ϕL(r) ,

Q(r) ≡ ϕax(r) + xVa(λ, τ)ϕL(r) ,

S(r) ≡ ∂rϕθ(r) . (A.94)

– 59 –



J
H
E
P
1
1
(
2
0
1
3
)
0
6
8

In terms of these, the Lagrangian (A.82), (A.83) reads

S =− M3N2
c

2

∫
d4x dr T (xµ)2

{
Vf (λ, τ) e

A(r)G(r)−1

[
4 e2A(r)G(r)2 κ(λ, τ) τ(r)2 S(r)2

− 4m2 κ(λ, τ) τ(r)2 P (r)2 −m2e2A(r) g̃
− 1

2
rr w(λ, τ)2(S(r)− ∂rP (r))

2

]

+ 4e3A(r) Z(λ)

[
−m2Q(r)2 (A.95)

+
(
∂rQ(r) + xVa(λ, τ) ∂rP (r) + x ∂rVa(λ, τ)P (r)− xVa(λ, τ)S(r)

)2]}
.

The fluctuation equations resulting from this Lagrangian reduce to the sys-

tem (A.91), (A.92).

A.3.3 Scalar mesons

The flavor-singlet scalar mesons are described by the action Lsg given by eq. (A.65). The

resulting equations of motion are eqs. (A.72)–(A.79) and their analysis will run similarly

to the one carried out in the appendix A of [137]. First, one should notice that the

action (A.65) is invariant under the 5d diffeomorphisms δr = ξ5, δxµ = ξµ, which act on

the fields as [137]:

δhµν = −∂µξν − ∂νξµ − 2ηµν A
′ ξ5 , δAµ = −ξ′µ − ∂µξ

5 ,

δφ = −ξ5′ −A′ ξ5 , δχ = −Φ′ ξ5 , δs = −τ ′ ξ5 . (A.96)

Therefore, the equations of motion must satisfy the two identities that follow from

the equalities:
δS

δξµ
= 0 ,

δS

δξ5
= 0 . (A.97)

The first equality reduces to the fact that (A.74) follows from taking the derivative with

respect to r of e3A times equation (A.76). On the other hand, the second equality in (A.97)

results in the following non-obvious identity:

0 =− 6e3A✷ (A.76) + 6(∂r −A′)
[
e3A(A.77)

]

−A′ e3A [24(A.74) + 6✷ (A.75)] + 2Φ′ e3A(A.78)− τ ′ (A.79) , (A.98)

which can be checked through a lengthy but straightforward computation.

Indeed the diffeomorphism invariance of Lsg implies that not all the fields in (A.65)

are dynamical. The fluctuations of the metric, dilaton and tachyon making up Lsg add

up to 17 components, but, as in [137], 5 are eliminated by gauge transformations and 5

more due to the non-dynamical components of the Einstein equations. We are left with 7

propagating degrees of freedom which, as we will see correspond to a 4D massive spin-2

field and two massive scalars.

We now focus on the scalars, governed by the equations (A.74)–(A.79). We have just

seen that eq. (A.77) follows from eq. (A.74), and the identity (A.98) allows us to get rid
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of eq. (A.75). Next, we can solve for φ and ✷(W − E′) in terms of ψ, χ and s from

equations (A.76) and (A.77) respectively. Finally, substituting the resulting expressions

into the equations (A.78) and (A.79) we obtain two equations that only depend on the

following two linear combinations of ψ, χ and s:

ζ = ψ − A′

Φ′ χ , ξ = ψ − A′

τ ′
s , (A.99)

which are invariant under the gauge transformations (A.96). The equations for ζ and ξ

take the form

ζ ′′ + k(r) ζ ′ + p(r) ξ′ +✷ζ +N1(r) (ζ − ξ) = 0 , (A.100)

ξ′′ + q(r) ζ ′ + n(r) ξ′ + t✷ξ +N2(r) (ξ − ζ) = 0 , (A.101)

in terms of the following functions:

k(r) = 3A′(r)− 2
A′′(r)
A′(r)

+ 2
Φ′′(r)
Φ′(r)

,

p(r) = −1

2
xVf (Φ, τ)

[
3κ(Φ, τ) τ ′(r)2

4Φ′(r)G(r)

∂ΦVf (Φ, τ)

Vf (Φ, τ)
+

3τ ′(r)2 (1 +G(r)2)

8Φ′(r)G(r)3
∂Φκ(Φ, τ)

+
κ(Φ, τ)2 τ ′(r)4

3A′(r) e2A(r)G(r)3

]
, (A.102)

q(r) = Φ′(r)

[
4Φ′(r)κ(Φ, τ) τ ′2

9e2A(r)A′(r)
+

1 +G(r)2

2

∂Φκ(Φ, τ)

κ(Φ, τ)
+G(r)2

∂ΦVf (Φ, τ)

Vf (Φ, τ)

]
,

t(r) = G(r)2 , (A.103)

n(r) =
(
4G(r)2 − 7

)
A′(r)− 2

A′′(r)
A′(r)

+ Φ′(r)

[
G(r)2 − 3

2

∂Φκ(Φ, τ)

κ(Φ, τ)

− (2−G(r)2)
∂ΦVf (Φ, τ)

Vf (Φ, τ)

]
+

2e2A(r)

κ(Φ, τ) τ ′(r)

∂τVf (Φ, τ)

Vf (Φ, τ)
. (A.104)

The expressions for the functions N1(r) and N2(r) are very lengthy, we write them down

in a somewhat more compact notation:

N1(r)

x
·D1 =

= 24A′ e2A κR τ ′ Vf
{
Vf τ

′ [4x e4AR
3 Vf + (1 +R

2)
(
e4AR

2 Vg − 2κ τ ′2Φ′2)] (∂Φκ)

+ 2κ τ ′R2
[
4x e4ARVf + e4AR

2 Vg − 2κ τ ′2Φ′2] (∂ΦVf )

+ 2e4AR
2
[
κVf τ

′ (∂ΦVg) + 2R2Φ′(∂τVf )
] }

+ 8κRV 2
f Φ′

[
− 8x e6A κR3 Vf τ

′2

− 2e6A κ τ ′2R2(1 +R
2)Vg + 2κ3 τ ′6Φ′2

]

+ e4A
(
2x e2A Vf + e2ARVg −RΦ′2) [− 3(1 +R

2)2τ ′2 V 2
f Φ

′(∂Φκ)
2

− 12κR2(1 +R
2)Vf τ

′2Φ′ (∂Φκ) (∂ΦVf )− 12κ2R4 τ ′2Φ′(∂ΦVf )
2
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− 6R2 V 2
f τ

′3 (∂Φκ)(∂τκ) + 12e2AR
4 τ ′ Vf (∂Φκ)(∂τVf )

+ 12e2A κ τ ′R4(∂ΦVf )(∂τVf ) + 6κ τ ′3R2 V 2
f (∂2τΦκ) + 12e2A κ τ ′R4 Vf (∂

2
τΦVf )

]
,

(A.105)

and

N2(r) ·D2 =

= A′
{
− 6Φ′

R
(
2x e2A Vf +RQ

) [
2e4AR2 κ (∂ΦVf ) (∂τVf )

+ e2A(1 +R
2)V 2

f Φ′ τ ′ κ (∂2Φκ)− V 2
f e

2A τ ′2 (∂Φκ)(∂τκ) + V 2
f τ

′2 e2A κ (∂2τΦκ)

+ 2e2A Vf Φ
′ κ2 τ ′R2 (∂2ΦVf )− 2e4AVf κR

2 (∂2τΦVf ) + 2 e4A Vf (∂Φκ) (∂τVf )
]

− 3e4Aκ τ ′(1 +R
2)
(
2x e2ARVf +R

2Q
)
(∂ΦVg) (∂Φκ)

− 16κ2 τ ′ V 2
f Φ′2

[
x e2ARVf

(
4e2A − κ τ ′2(1 +R

2)
)
+ 2R2

(
e4A Vg − κ τ ′2Q

) ]

− 3V 2
f τ

′
[
2x2 e4A κ τ ′2 V 2

f (1+R
2)− 4e2AR

2Φ′2Q+xRVf e
2A
(
e2A κ τ ′2 Vg (1 +R

2)

− Φ′2 (8e2A + κ τ ′2(1 +R
2)
) )]

(∂Φκ)
2 − 12 e2A κVf τ

′
[
2x2 e8A V 2

f R
4

+ e2A κ τ ′2R2Φ′2Q+ x e2ARVf
(
e6A Vg R

4 −
(
e4A+κ2 τ ′4

)
Φ′2) ](∂Φκ) (∂ΦVf )

− 12κ2 τ ′R2
[
2x2 e6A V 2

f R
2 − e2AR

2Φ′2Q

+ x e4ARVf (e
2A Vg R

2 − (2 +R
2) Φ′2)

]
(∂ΦVf )

2

− 6e4A κ2 τ ′R2 (∂ΦVg)Vf
(
2x e2ARVf +R

2Q
)
(∂ΦVf )

}

+ 4e4ARκ2 τ ′ V 2
f Φ′ (∂ΦVg)

(
2x e2A Vf +RQ

)

− 2κ τ ′ V 2
f Φ′

[
4x2 e2A V 2

f

(
2e4A + κ2 τ ′4

)
+QVg

(
2e4A + e2A κ τ ′2 − κ2 τ ′4

)

+ 2xRVf Vg e
2A
(
4e4A − e2A κ τ ′2 + κ2 τ ′4

)
− 2xRVf

(
2e4A + κ2 τ ′4

)
Φ′2
]
(∂Φκ)

− 4e−2A κ2 τ ′Φ′ Vf
[
4x2 e6A κ τ ′2R2 V 2

f + e2AR
2Q

(
e4AR

2 Vg − 2κ τ ′2Φ′2)

+ 2x e2ARVf

(
e6AR

4 Vg − κ τ ′2Φ′2 e2A(2 +R
2)
)]

(∂ΦVf )

+ 8e2A κVf Φ
′2 e2A

(
2x e2ARVf +R

2Q
)
(∂τVf ) , (A.106)

with the following definitions:

R =
√

1 + e−2A κ τ ′2 , Q = e2A Vg − Φ′2 ,

D1 = −144A′2 e4AR4 κVf Φ
′ , D2 = −144A′3 e2AR2 κ2 τ ′ V 2

f . (A.107)
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A.3.4 Spin-two fluctuations

As we have seen in the previous section, the propagating degrees of freedom resulting from

the lagrangian Lsg of eq. (A.65) are two scalars (described by eqs. (A.100) and (A.101))

and a massive 4D spin-2 field described by equation (A.72). These spin-2 fluctuations

correspond to the 2++ glueballs, and their equation (A.72) is the same as in [137]:
(
h⊥⊥
µν

)′′
+ 3A′

(
h⊥⊥
µν

)′
+✷h⊥⊥

µν = 0 . (A.108)

B Schrödinger form

In this section, we write the fluctuation equations in the Schrödinger form. A generic

quadratic five-dimensional action for a field Ψ(xµ, r) is

S = −1

2
KΨ

∫
d4xdr

(
C1(r)(∂rΨ)2 + C2(r)η

µν∂µΨ∂νΨ+ C3(r)Ψ∂rΨ+M(r)Ψ2
)
, (B.1)

where we have allowed an arbitrary constant multiplying the action. We consider

Ψ = eiqxψ(r) and define as m2
n the discrete set of values of −q2 which satisfy the ap-

propriate normalizability conditions of the Sturm-Liouville problem. The solutions satisfy

the fluctuation equation extracted from (B.1):

− 1

C2(r)
∂r (C1(r)∂rψn(r)) +H(r)ψn(r) = m2

nψn(r) , (B.2)

where we have introduced

H(r) ≡ 1

C2(r)

(
M(r)− 1

2
∂rC3(r)

)
. (B.3)

We can define the orthonormality condition:
∫
drC2(r)ψn(r)ψm(r) = δmn . (B.4)

We now define a new radial variable u (with u = 0 in the UV), and a rescaled field α

in terms of a function Ξ as

du =

√
C2(r)

C1(r)
dr , α = Ξψ , Ξ(r) = (C1(r)C2(r))

1
4 . (B.5)

The Sturm-Liouville problem now takes the Schrödinger form:

− d2αn(u)

du2
+ V (u)αn(u) = m2

nαn(u) (B.6)

where the Schrödinger potential is

V (u) =
1

Ξ(u)

d2Ξ(u)

du2
+H(u) . (B.7)

Substituting (B.4) in (B.5), we find that in the new variables, the normalization condition

is the canonical one: ∫
duαn(u)αm(u) = δmn . (B.8)
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C The UV behavior of the two-point functions

C.1 Vector two-point function

We calculate the vector two-point function in the bulk for large Euclidean momentum and

match to the perturbative QCD result. In this way, we can determine the value of the

function w(λ, τ) on the boundary, as it will be explained in the following. The function

w(λ, τ) multiplies the gauge field strength in Sen’s action, eq. (2.5).

To compute the vector two-point function holographically, we first find the quadratic

vector on-shell action and differentiate it with respect to the source of the boundary value

of the vector field. As shown in appendix A, the quadratic action and the equation of

motion are

SV = −1

2
M3Nc Tr

∫
d4x drVf (λ, τ)w(λ, τ)

2eA
[
1

2
G−1VµνV

µν +G∂rVµ∂rV
µ

]
,

1

Vf (λ, τ)w(λ, τ)2 eAG
∂r
(
Vf (λ, τ)w(λ, τ)

2 eAG−1 ∂rψV

)
− q2 ψV = 0 .

(C.1)

The on-shell action is then found to be an integral on the boundary of space-time:

SV =
1

2
M3Nc Tr

∫

∂M
d4x Vf (λ, τ)w(λ, τ)

2eAG−1Vµ(x, r)∂rV
µ(x, r)

∣∣
r=0

. (C.2)

As mentioned above, the holographic two-point function in momentum space is the

second derivative of SV with respect to the boundary value of the vector field:

Πab
µν(q, p) =

δ2SV

δV aµ
0 (q)δV b ν

0 (p)
= −(2π)4δ4(p+ q)

2δab

Nf

(
q2ηµν − qµqν

)
ΠV (q) , (C.3)

where we have set the fields to be

V µ(x) =

∫
d4q

(2π)4
eiqxV aµ

0 (q)ta ψV (r) , (C.4)

where ta, a = 1, . . . , N2
f − 1 are the SU(Nf ), flavor group generators and V aµ

0 is the source

of the vector current. The factor of 2/Nf is included in order for non-singlet and singlet

ΠV to have similar normalizations. The bulk fields have been normalized in such a way

that the boundary coupling of the field theory current to the bulk field is

2Tr

∫
d4xJµ

V Vµ . (C.5)

The function ΠV is calculated from (C.2),

ΠV (q) = −1

4
M3NcNf Vf (λ, τ)w(λ, τ)

2eAG
ψV (r)∂rψV (r)

q2

∣∣∣∣
r=ǫ

= −1

4
M3NcNfW0w

2
0ℓ
∂rψV (ǫ)

q2 ǫ
,

(C.6)

where r = ǫ is the UV cutoff of spacetime, w0 = w(λ = 0) and ψV is the IR normalizable

solution of the fluctuation equation with UV boundary condition ψV (0) = 1. We have
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also used the normalization of the SU(Nf ) generators, Tr(tatb) = δab/2. The leading

term of the two-point function in the limit of large momentum is determined by the near-

boundary solution of the equation of motion. The contribution from the IR is exponentially

suppressed in terms of momentum.

Hence, using the UV expansions of the background fields and potentials, given in

section 4.1 and appendix D.1, we determine the UV asymptotics of the fluctuation equa-

tion (C.1) which are reliable for r ∼ 1/q → 0, for large q2.

ψ′′
V − 1

r

[
1 +O

(
1

log2(rΛ)

)]
ψ′
V − q2

[
1 +O

(
r2 log2(rΛ)

)]
ψV = 0 . (C.7)

Keeping only the leading terms in the UV expansion of the equation above is enough to

determine the leading large q2 expansion of ΠV . In this limit, the equation coincides with

the corresponding hard-wall AdS/QCD equation. By normalizing ψV such that ψV (0) = 1

we find the solution,

ψV (r) = q rK1 (qr) . (C.8)

Then, the correlator in the large momentum limit reads

ΠV (q) = −1

8
M3NcNfW0w

2
0ℓ log q

2 + · · · , (C.9)

where the subleading corrections are suppressed by logarithms of log q2. By matching to

the QCD result, ΠV (q) = −NcNf

48π2 log q2, we find

M3NcNfW0w
2
0ℓ =

NcNf

6π2
. (C.10)

C.2 Scalar two-point function

We will also calculate the two-point function of the non-singlet scalar field in order to

determine the boundary value of κ0 of κ(λ, τ). The UV expansion of the tachyon, eq. (D.10),

implies that the boundary coupling of the tachyon to the dual field theory operator is

proportional to

Tr

∫
d4x

T (x, ǫ)

ℓ ǫ
q̄(x)q(x) . (C.11)

When the tachyon field is expanded as T = (τ + s + s
ata)eiθ+i πata , the on shell action of

the fluctuation is

SS =
1

2
M3NcTr

∫
d4x C1(r)s∂rs|r=ǫ

=
1

2
M3NcTr

∫
d4x Vf (λ, τ)e

3AG−3κ(λ, τ)s∂rs
∣∣
r=ǫ

.

(C.12)

Here, we denoted s = s
ata. The scalar-scalar correlator is defined analogously to the

vector-vector one in (C.3)

Πab(q, p) =
δ2SS

δSa
0 (q)δS

b
0(p)

= (2π)4δ4(p+ q)
2δab

Nf
ΠS(q) , (C.13)
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where we have set the fields to be s(x) =
∫ d4q

(2π)4
eiqx ℓ Sa

0 (q)t
a ψS(r), where ta are the

SU(Nf ) flavor group generators and the fluctuation ψS satisfies the boundary condition

ψS(r = ǫ) = ǫ . The AdS radius appears in the above expression in order for Sa
0 (q) to have

the correct dimension of the source of the boundary operator.

The scalar fluctuation equation for large Euclidean momentum (i.e., near the bound-

ary) is

ψ′′
S − 3

r

[
1 +O

(
1

log2(rΛ)

)]
ψ′
S +

3

r2

[
1−O

(
1

log(rΛ)

)]
ψS

− q2
[
1 +O

(
r2 log2(rΛ)

)]
ψS = 0 .

(C.14)

Solving the above equation we determine the IR normalizable wavefunction

ψS(r) = q r2K1 (qr) , (C.15)

with the following boundary asymptotics

ψS(r) = r +
1

4
r3q2 log(q2r2) +

1

4

(
(−2ρ− 1− log 4)q2

)
r3 + · · · , (C.16)

where ρ is defined in (D.11). The on-shell action is then

SS =M3NcW0κ0ℓ
2 δ

ab

4

∫
d4q

(2π)4
Sa 0(q)Sb 0(−q)

(
ℓ3

ǫ2
+ ℓ3q2 log ǫ2 + ℓ3q2 log q2 + · · ·

)
.

(C.17)

The divergences of the on-shell action are cancelled by adding the counterterms

Sct1 = −M
3NcW0κ0

2ℓ
Tr

∫
d4x

√
γs(x, ǫ)2 , (C.18)

Sct2 =
M3NcW0κ0ℓ

4
Tr

∫
d4x

√
γs(x, ǫ)�γs(x, ǫ) log ǫ

2 . (C.19)

The first counterterm adds a finite part, −1
2ℓ

3q2 log q2, to the parenthesis in the expres-

sion (C.17) for the on-shell action. Hence, the leading order result is

ΠS(q) =
M3NcNfW0ℓ

3κ0
8

q2 log q2 . (C.20)

Matching to the field theory result, ΠS(q) =
NcNf

32π2 q
2 log q2, we obtain

M3NcNfW0ℓ
5κ0 =

NcNf

4π2
. (C.21)

Finally, notice that combining (C.10) and (C.21) one arrives at the expression (4.8) which

relates w0 and κ0.
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D UV and IR asymptotics of the background

In this appendix we calculate the UV and IR asymptotics for rather generic choices of the

potentials Vg, Vf , and κ of the action. For reference, we first repeat here the background

equations of motion [4]:

6A′′ + 6(A′)2 = −4

3

(λ′)2

λ2
+ e2AVg(λ)− xVf (λ, τ) e

2A
√
1 + e−2Aκ(λ, τ) (τ ′)2 ,

12(A′)2 =
4

3

(λ′)2

λ2
+ e2AVg(λ)− xVf (λ, τ)

e2A√
1 + e−2Aκ(λ, τ) (τ ′)2

, (D.1)

λ′′ − (λ′)2

λ
+ 3A′ λ′ =

3

8
λ2 e2A

[
− d Vg

dλ
+ x

∂Vf
∂λ

√
1 + e−2Aκ (τ ′)2

+
x

2

∂κ

∂λ

e−2AVf (τ ′)2√
1 + e−2Aκ (τ ′)2

]
,

τ ′′ + e−2A

(
4κA′ +

∂ Vf
∂λ

κλ′

Vf
+
λ′

2

∂κ

∂λ

)
(τ ′)3 +

(
1

2κ

∂κ

∂τ
− 1

Vf

∂ Vf
∂τ

)
(τ ′)2

+

(
3A′ +

λ′

Vf

∂Vf
∂λ

+
λ′

κ

∂κ

∂λ

)
τ ′ − e2A

κ Vf

∂Vf
∂τ

= 0 . (D.2)

We shall use here the Ansatz (see the discussion in section 4)

Vf (λ, τ) = Vf0(λ)e
−a(λ)τ2 , (D.3)

and assume that κ(λ, τ) depends on λ only.

D.1 UV

We make here the standard assumption that all potentials are analytic in the UV and are

then matched with perturbative QCD, as explained in section 4.

D.1.1 Fields λ and A

Setting the tachyon to zero, the equations of motion for λ and A involve the

effective potential

Veff(λ) = Vg(λ)− xVf (λ, 0) =
12

ℓ2
[
1 + V1λ+ V2λ

2 + · · ·
]
. (D.4)

Then, the (leading) UV expansions of A and λ can be found by substituting suitable

Ansätze in the equations of motion (D.1). The result reads

A(r) =− log
r

ℓ
+

4

9 log(rΛ)
(D.5)

+

1
162

[
95− 64V2

V 2
1

]
+ 1

81 log [− log(rΛ)]
[
−23 + 64V2

V 2
1

]

log(rΛ)2
+O

(
1

log(rΛ)3

)

V1λ(r) = − 8

9 log(rΛ)
+

log [− log(rΛ)]
[
46
81 − 128V2

81V 2
1

]

log(rΛ)2
+O

(
1

log(rΛ)3

)
. (D.6)
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Two combinations of the series coefficients of the effective potential appear here. As the

potential is matched with perturbative QCD, they become

V1 =
8

9
b0 =

88− 16x

216π2
(D.7)

V2
V 2
1

=
23

64
+

9b1
16b20

=
1

64

(
23 +

54(34− 13x)

(11− 2x)2

)
(D.8)

where bi are the coefficients of the perturbative QCD β-function in the Veneziano limit.

Our convention is such that β(λ) ≡ dλ/d log µ = −b0λ+ b1λ
2 + b2λ

3 + · · · .

D.1.2 The tachyon

As the tachyon is decoupled near the UV boundary, its UV behavior can be studied by

inserting the expansions calculated above for λ and A into the tachyon EoM (D.2). We

also develop the potentials as series in the UV:

Veff(λ) = Vg(λ)− xVf (λ, 0) =
12

ℓ2
[
1 + V1λ+ V2λ

2 + · · ·
]

(D.9)

κ(λ)

a(λ)
=

2ℓ2

3

[
1 + κ1λ+ κ2λ

2 + · · ·
]
.

Here the leading coefficient of κ/a was already fixed in order to have the correct UV mass

of the tachyon [78]. The general solution for r → 0 reads

1

ℓ
τ(r) = mqr(− log(rΛ))−ρ

[
1 +O

(
1

log(rΛ)

)]
(D.10)

+ σr3(− log(rΛ))ρ
[
1 +O

(
1

log(rΛ)

)]
.

Here matching with the perturbative anomalous dimension of the quark mass in QCD gives

ρ = −4

3
− 4κ1

3V1
=
γ0
b0

=
9

22− 4x
(D.11)

where γ0 is the leading coefficient of the anomalous dimension.

D.2 IR

We will only repeat here the discussion for the particular asymptotics of Vg in (D.12) that

reproduces well several properties of QCD in the IR, [66–69]. The potential used in this

article has this asymptotics.

D.2.1 λ and A

We assume that the potential Vg has the asymptotic behavior

Vg(λ) = v0

(
λ

8π2

)4/3
√
log

λ

8π2

[
1 +

v1

log
(

λ
8π2

) + v2

log2
(

λ
8π2

) + · · ·
]
. (D.12)
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Then the asymptotic solution to the equations (D.1) reads

A = − r2

R2
+

1

2
log

r

R
− logR− 1

2
log v0 +

5

4
log 2 +

3

4
log 3 +

23

24
+

4v1
3

+
R2
(
−173 + 512v21 + 1024v2

)

3456r2
+O

(
r−4
)

(D.13)

log λ =
3

2

r2

R2
− 23

16
− 2v1 −

R2
(
151 + 512v21 + 1024v2

)

2304r2
+O

(
r−4
)
, (D.14)

where, for our choice of Vg in (4.19),

v0 = (8π2)2
92
(
bYM
0

)2 − 144bYM
1

27ℓ(0)2
=

18476

243
(D.15)

v1 =
1

2
; v2 = −1

8
. (D.16)

Here we set the probe limit AdS radius ℓ(x = 0) to one. The IR scale R = 1/ΛIR appears

as an integration constant.

D.2.2 The tachyon

The IR expansion of the tachyon depends on the large-λ asymptotics of the potentials κ,

a, and Vf0. Power-law asymptotics for the potentials were analyzed in [4]. We consider

here a slightly more general case.

We discuss the following asymptotics of the potentials:

κ(λ) ∼ κcλ
−κp(log λ)−κℓ ; a(λ) ∼ acλ

ap(log λ)aℓ ; Vf0(λ) ∼ vcλ
vp , (D.17)

where κc and ac are assumed to be positive. We also write the asymptotics of λ and A as

log λ =
3

2

r2

R2
+ λc +O

(
r−2
)
; A = − r2

R2
+

1

2
log

r

R
+Ac +O

(
r−2
)

(D.18)

where

λc = −23

16
− 2v1 = −49

16
(D.19)

Ac = − logR− 1

2
log v0 +

5

4
log 2 +

3

4
log 3 +

23

24
+

4v1
3

= − logR+
13

8
+

13

4
log 3 +

1

4
log 2− 1

2
log 4619 (D.20)

≡ − logR+ Āc . (D.21)

The tachyon EoM (D.2) has the form

τ ′′ + F1τ
′ + F2τ

′3 + (1 + F3τ
′2)(F4τ + F5τ

′τ2) = 0 , (D.22)

where

F1 = 3A′ + λ′
d

dλ
log(κ(λ)Vf0(λ)) , F4 =

2a(λ)e2A

κ(λ)
, (D.23)

F2 = κ(λ)e−2A

[
4A′ + λ′

d

dλ
log(

√
κ(λ)Vf0(λ))

]
, F5 = −λ′da(λ)

dλ
, (D.24)

F3 = κ(λ)e−2A . (D.25)
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The IR asymptotics of the various factors are

F1 ∼ −3(2 + κp − vp)

R

r

R
(D.26)

F2 ∼ −2κℓ−2κc(32− 12vp + 6κp)e
−2Ac−κpλc

3κℓR

( r
R

)−2κℓ

exp

[(
2− 3

2
κp

)( r
R

)2]
(D.27)

F3 ∼
2κℓκce

−2Ac−κpλc

3κℓ

( r
R

)−1−2κℓ

exp

[(
2− 3

2
κp

)( r
R

)2]
(D.28)

F4 ∼
3aℓ+κℓace

2Ac+κpλc+apλc

2κℓ+aℓ−1κc

( r
R

)1+2aℓ+2κℓ

exp

[(
3

2
κp +

3

2
ap − 2

)( r
R

)2]
(D.29)

F5 ∼ −3aℓ+1acape
apλc

2aℓR

( r
R

)1+2aℓ
exp

[
3

2
ap

( r
R

)2]
. (D.30)

For ap = 0 the leading behavior of F5 is

F5 ∼ −3aℓacaℓ
2aℓ−1R

( r
R

)2aℓ−1
. (D.31)

If a(λ) is constant, F5 vanishes. All the expressions have subleading corrections suppressed

by 1/r2.

The most important parameters in the asymptotics of eq. (D.17) are ap and κp. If

ap < 0, the tachyon potential Vf (λ, τ) does not vanish asymptotically in the IR, which

leads to a problem with flavor anomalies [78]. Therefore we take ap ≥ 0. The special case

ap = 0 and the region with ap > 0 are seen to have qualitatively different asymptotics. As

suggested by the exponential factors in (D.26) – (D.31), the asymptotics also changes when

κp passes the critical value 4/3. Indeed we will have three choices for κp which lead to

different asymptotics: κp > 4/3, κp = 4/3, and κp < 4/3. When either of these parameters

takes its critical value, ap = 0 or κp = 4/3, the logarithmic corrections in (D.17) will also

be important. Notice also that when κp = 4/3, the tachyon equation (D.22) can be written

asymptotically, up to corrections suppressed by 1/r2, as

τ ′′ + (1 + F3τ
′2)(F1τ

′ + F4τ + F5τ
′τ2) ≃ 0 , (D.32)

which can be used to simplify the analysis.

We list here several potentially acceptable cases, i.e., choices of potentials for which

there is a repulsive tachyon solution as r → ∞ such that Vf (λ, τ) goes to zero. We do not

discuss the cases that do not satisfy this criterion.

We will require that Vf (λ, τ) vanishes faster than a power of e2A or 1/λ in the IR,

i.e., that the factor a(λ)τ2 grows faster than r2 in the IR. This behavior guarantees that

the DBI action (as well as its fluctuations) decouple from the glue in the IR. In cases

where Vf (λ, τ) vanishes slower than this (see e.g. item 5 below)15 the decoupling is more

involved. It also turns out that natural asymptotics of the meson spectra are hard to obtain

in such cases.

15One can also take vp ≤ 0. Then Vf (λ, τ) vanishes in the IR also in many cases which are excluded

below, e.g., in the excluded the cases where 0 < aℓ ≤ 1.
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Figure 13. Map of the acceptable IR asymptotics of the functions κ(λ) and a(λ) (see also figure 1).

Left: qualitatively different regions of tachyon asymptotics as a function of the parameters κp and ap
characterizing the power-law asymptotics of the functions. Right: regions of tachyon asymptotics

at the critical point κp = 4/3, ap = 0 as a function of the parameters κℓ and aℓ characterizing

the logarithmic corrections to the functions. The framed numbers refer to the various tachyon

asymptotics listed in the text.

We will list all results with acceptable tachyon asymptotics. A map of the asymptotics

is shown in figure 13, where the shaded regions present acceptable solutions. The red

framed numbers show where the various asymptotics of the list lie on the map. The list

below contains the results for asymptotics of the tachyon and of the tachyon kinetic term

K = e−2Aκ(λ)(τ ′)2 , (D.33)

which will be useful in the next subsection. We will also give the equations which the

tachyon satisfies in the various cases after the list. In the cases below, the parameters κℓ,

aℓ and vp can take any real values, unless stated otherwise.

1. κp = 4/3, a(λ) = const. = ac (so ap = 0 = aℓ), vp < 10/3 and κℓ > −1/2. This is the

case of potentials I, which have κℓ = 0 and vp = 2. We find that

τ(r) = τ0 exp

{
CI

( r
R

)1+2κℓ

[
1 +O

(
1

r2

)]}
(D.34)

where

CI =
3κℓace

2Āc+4λc/3

2κℓ−1(10− 3vp)(1 + 2κℓ)κc
(D.35)

and τ0 is a constant of integration. Here the corrections O(1/r2) can be extended to a

Taylor series in powers of 1/r2, the coefficients of which can be related to the coefficients

in the asymptotic expansions of λ and A, and which are independent of τ0. The kinetic

term diverges,

K ∼ r2κℓ−1τ2 ∼ exp

[
2CI

( r
R

)1+2κℓ

]
, (D.36)

as r → ∞.

– 71 –



J
H
E
P
1
1
(
2
0
1
3
)
0
6
8

2. κp = 4/3, a(λ) = const. = ac (so ap = 0 = aℓ), vp < 10/3 and κℓ = −1/2. Notice

that this choice is the one singled out in (4.17), because this is the only set of parameters

for which we obtain exactly linear trajectories for the meson spectra (as we will show in

appendix E). In this case we find a power-law asymptotic for the tachyon,

τ(r) = τ0

( r
R

)CII
[
1 +O

(
1

r2

)]
, (D.37)

where

CII =
2
√
2ace

2Āc+4λc/3

√
3(10− 3vp)κc

. (D.38)

Note that requiring Vf (λ, τ) to vanish in the IR gives the additional constraint CII > 1.

Taking this into account, the kinetic term diverges again:

K ∼ r2(CII−1) , (r → ∞) . (D.39)

3. κp = 4/3, ap = 0, aℓ > 0. In this case, which has the critical choice of κp and ap, the

logarithmic corrections play a major role. The most generic solution of this type is found

in two regions on the (κℓ, aℓ)-plane. The first region is given by the equations aℓ > 0,

aℓ + κℓ > −1/2, and κℓ > −3/2, while the second one is limited by aℓ > 1 and κℓ ≤ −3/2.

In these regions the solution may be written as16

τ(r) ∼
√
CIII

( r
R

)3+2κℓ

+ τ0 , (r → ∞) , (D.40)

where

CIII =
3κℓe2̄Ac+4λc/3

2κℓ−1aℓκc(3 + 2κℓ)
. (D.41)

For κℓ > −3/2, the tachyon therefore has a power-law divergence. For κℓ ≤ −3/2, the

tachyon tends to a constant. In the latter case, the integration constant τ0 needs to

be positive.

For the kinetic term we find

K ∼ const , (r → ∞) , (D.42)

when κℓ > −3/2. When κℓ < −3/2, the kinetic term vanishes asymptotically:

K ∼ r3+2κℓ , (r → ∞) . (D.43)

On the line with aℓ = 1, κℓ < −3/2, the solution is qualitatively similar and can be

written as

τ(r) ∼ τ0 −
3κℓ+1e2̄Ac+4λc/3acτ0

2κℓκc(−2κℓ − 3)(10− 3vp + 3acτ20 )

( r
R

)3+2κℓ

. (D.44)

The requirement that Vf (λ, τ) vanishes in the IR may be met, but only for large enough

values of τ0, and the convergence to zero is slow (only a power of 1/λ). Therefore we will

exclude this particular case.

16We do not write down the order of the dropped subleading terms here, since they are somewhat

complicated. There are different terms which are subleading with respect to the leading one by a (possibly

noninteger) power of 1/r. The same applies to the cases 4, 5, and 7 below.
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4. κp = 4/3, ap = 0, κℓ = −3/2. In addition we require that aℓ ≥ 1. This is a limiting

case of the previous asymptotics as κℓ → −3/2. Notice however that the region of validity

is now extended to aℓ = 1. We find that17

τ(r) ∼
√
CIV log

r

R
+ τ0 , (D.45)

where

CIV =
3κℓ

2κℓ−1aℓκc
e2̄Ac+4λc/3 . (D.46)

The kinetic term behaves as

K ∼ 1

log r
. (D.47)

5. κp = 4/3, ap = 0, aℓ = −κℓ − 1/2. In addition we require that −3/2 < κℓ < −1/2.

Define first

CV =
3κℓ+1/2(10− 3vp)

2κℓ+3/2ac(−κℓ − 1/2)
. (D.48)

If CV > CIV
(3+2κℓ)

, we find that

τ(r) ∼ τ0r
CIV/(2CV) . (D.49)

Then, however, CIV/(2CV) < 3/2+κℓ < 1, and consequently a(λ)τ2 grows in the IR slower

than r2, so the tachyon potential does not vanish in the IR.

When CV < CIV
(3+2κℓ)

the asymptotics is

τ(r) ∼
√
(CIII − CV) r3+2κℓ . (D.50)

where we used CIII =
CIV

(3+2κℓ)
. In this case we omitted some subleading terms, which involve

an integration constant.

Now a(λ)τ2 ∼ r2 in the IR. One can check that Vf (λ, τ) vanishes in the IR if CIII−CV

is large enough. A further check would be needed to see when this is enough to decouple

the tachyon in the IR, as Vf (λ, τ) only vanishes as a power of 1/λ. Decoupling is, however,

guaranteed as κℓ → −3/2 since CIII diverges. In this case the kinetic term K asymptotes

to a constant as r → ∞.

6. κp = 4/3, ap > 0. Potentials II belong to this class. The tachyon asymptotics is now

τ(r) =

√
CVI

( r
R

)1+2κℓ

[
1 +O

(
1

r2

)]
+ τ0 (D.51)

where

CVI =
3κℓ−1e2Āc+4λc/3

2κℓ−2apκc(1 + 2κℓ)
(D.52)

For κℓ > −1/2 the asymptotics is a power law. For κℓ < −1/2, the tachyon tends to a

constant value and τ0 needs to be positive. The case κℓ = −1/2 is obtained by taking the

limit κℓ → −1/2 in (D.51), so that a logarithm arises under the square root.

17For aℓ = 1 there is also a term ∼ log log r under the square root which is leading with respect to the

constant τ0.
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We find that the kinetic term vanishes asymptotically:

K ∼ 1/r2 , (r → ∞) , (D.53)

when κℓ > −1/2, and

K ∼ r2κℓ−1 , (r → ∞) . (D.54)

when κℓ < −1/2.

7. κp < 4/3, ap = 0. The tachyon tends to a constant in the IR. For aℓ > 1,

τ(r) ∼ τ0 −
CVII

τ0

(
r

R

)1+2κℓ

exp

[(
3κp
2

− 2

)(
r

R

)2]
(D.55)

where

CVII =
3κℓe2Āc+κpλc

2κℓaℓ(4− 3κp)κc
. (D.56)

The tachyon kinetic term vanishes fast in the IR:

K ∼ exp

[
−
(
2− 3

2
κℓ

)(
r

R

)2]
. (D.57)

For aℓ = 1 (assuming vp < 10/3)18 the result can be written as

τ(r) ∼ τ0 −
3κℓ+1ace

2Āc+κpλcτ0
2κℓκc(4− 3κp)(10− 3vp + 3acτ20 )

(
r

R

)1+2κℓ

exp

[(
3κp
2

− 2

)(
r

R

)2]
.

(D.58)

Notice, however, that depending on the value of τ0, the tachyon potential may not vanish

in the IR in this case.

8. κp < 4/3, ap > 0. Assuming vp < 8/3 + κp/2,

τ(r) = τ0 −
CVIII

τ0

(
r

R

)2κℓ−1

exp

[(
3κp
2

− 2

)(
r

R

)2] [
1 +O

(
1

r2

)]
(D.59)

where

CVIII =
3κℓ−1e2Āc+κpλc

2κℓ−1κcap(4− 3κp)
. (D.60)

The kinetic term behaves similarly as in the previous case:

K ∼ exp

[
−
(
2− 3

2
κℓ

)(
r

R

)2
]
. (D.61)

18It is not enough to require that vp < 10/3 + acτ
2
0 . For 10/3 < vp < 10/3 + acτ

2
0 the IR singularity is

not repulsive.
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9. κp > 4/3, a(λ) = const. = ac (ap = 0 = aℓ). Then

τ(r) = τ0 exp

{
CIX

(
r

R

)2κℓ−1

exp

[(
3κp
2

− 2

)(
r

R

)2] [
1 +O

(
1

r2

)]}
(D.62)

where

CIX =
3κℓace

2Āc+κpλc

2κℓ−2κc(16− 6vp + 3κp)(3κp − 4)
. (D.63)

The tachyon kinetic term diverges very fast in the IR, essentially as tachyon squared.

10. κp > 4/3, ap = 0, aℓ > 0. Then

τ(r) = CX

(
r

R

)1/2+κℓ

exp

[(
3κp
4

− 1

)(
r

R

)2] [
1 +O

(
1

r2

)]
(D.64)

where

CX =
3κℓ/2eĀc+κpλc/2

2κℓ/2−1/2
√
κcaℓ(3κp − 4)

, (D.65)

and the integration constant appears in exponentially subleading terms which we have not

written down. The kinetic term has the asymptotics

K ∼ r2 , (r → ∞) . (D.66)

11. κp > 4/3, ap > 0. Then

τ(r) = CXI

(
r

R

)κℓ−1/2

exp

[(
3κp
4

− 1

)(
r

R

)2] [
1 +O

(
1

r2

)]
(D.67)

where

CXI =
3κℓ/2−1/2eĀc+κpλc/2

2κℓ/2−1
√
κcap(3κp − 4)

. (D.68)

In this case the kinetic term asymptotes to a constant in the IR.

In summary, the acceptable asymptotics are shown as shaded regions and solid blue

lines in figure 13.

We briefly comment on the cases which were not covered by the above list. For ap < 0,

or when ap = 0 and aℓ < 0, the tachyon EoM often does not admit a regular, nontrivial

solution that extends to r → ∞. In the cases where such solution exists, Vf does not vanish

in the IR. The same applies to those cases with ap = 0, κp ≤ 4/3, and with 0 ≤ aℓ ≤ 1

which were not covered by the list above. We often required that vp is below a certain

critical value. If this value is exceeded, the tachyon solution is not repulsive at r → ∞. In

addition, typically Vf does not vanish in the IR in such cases.

Even though the above list contains many qualitatively different acceptable asymp-

totics, they can be classified in two classes for which the tachyon satisfies asymptotically

two different simple equations. The classes are19

19The cases where the potential Vf (λ, τ) does not vanish in the IR, or only vanishes as a power of 1/λ

(including item 5 and the last expressions of items 3 and 7 in the list), fall outside of this classification.

– 75 –



J
H
E
P
1
1
(
2
0
1
3
)
0
6
8

1. Constant a(λ) (items 1, 2, and 9 in the list). Then the tachyon asymptotics arises

from the terms involving the coefficients F2 and F4. Asymptotically the tachyon

therefore satisfies

e−2Aκ(λ)

[
4A′ + λ′

d

dλ
log
(√

κ(λ)Vf0(λ)
)]
τ ′ + 2a(λ) τ ≃ 0 . (D.69)

2. Non-constant a(λ). Then the tachyon asymptotics arises from the terms involving

the coefficients F4 and F5. Asymptotically we find

λ′
da(λ)

dλ
ττ ′ =

2a(λ)e2A

κ(λ)
. (D.70)

D.2.3 The tachyon with modified power in the DBI action

We have also studied how the tachyon asymptotics change if we allow for different powers

from the usual 1
2 in the DBI action. More precisely, we replace

√
− det(gµν + κ ∂µτ∂ντ) =

√
− det gµν

√
det(δµν + κ ∂µτ∂ντ) (D.71)

by √
− det gµν [det(δµν + κ ∂µτ∂ντ)]

b (D.72)

where b is a free parameter. Notice that this replacement maintains the diffeomorphism

invariance of the action. As we are interested in the background solutions, we set here the

gauge fields to zero and assumed that T = τ(r)INf
.

As we require that the tachyon decouples asymptotically in the IR, it is enough to

study how the tachyon EoM and asymptotics change when b 6= 1/2. The tachyon EoM can

be simplified to

[1 + (2b− 1)K] τ ′′ +
a

bκ̂

[
1 + 2(1− b)K − (2b− 1)K2

]
τ

+
[
(1 +K)∂r log V̂ + (1 + bK)∂r log κ̂

]
τ ′ − λ′ ∂λa (1 +K)τ2τ ′ = 0 ,

(D.73)

where

κ̂ = e−2Aκ , V̂ = e5AVf0 , K = e−2Aκ(τ ′)2 = κ̂ (τ ′)2 . (D.74)

We immediately notice that cancellations take place in (D.73) for b = 1/2 which suggest

that it is a special value.

We now discuss what happens to the tachyon asymptotics which were solved for at

b = 1/2 in the previous subsection. Depending on the behavior of the factor K, the various

solutions can be divided into three classes:

a) Solutions where K vanishes asymptotically in the IR. These include the cases 3 (when

κℓ < −3/2), 4, 6, 7, and 8 in section D.2.2. As K vanishes, the modification in (D.72)

is unimportant in the IR, and the solutions of section D.2.2 remain valid for b 6= 1/2

(the dependence on b needs to be included in some coefficients).
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b) Solutions where K asymptotes to a constant in the IR. These include the cases 3

(when κℓ > −3/2), 5, and 11 in section D.2.2. These solutions are unchanged at

qualitative level for b 6= 1/2, at least when b is not too large.20 We have verified this

numerically in several cases.

c) Solutions where K diverges asymptotically in the IR. These include the cases 1, 2,

9, and 10 in section D.2.2. For large K and b 6= 1/2, factors which vanish at b = 1/2

may dominate the EoM in (D.73). Therefore drastic changes are possible when b is

moved away from its critical value 1/2.

Interestingly, the class c) includes potentials I as well as the tachyon asymptotics which

was singled out in section 4 as the only one having exactly linear meson trajectories (cases

1 and 2 above). Recall that these choices are also motivated by the relation to string

theory, as pointed out in section 2.4. We have checked what happens for b 6= 1/2 for

these potentials.

For b < 1/2 we could not find any regular solutions, numerically or analytically. When

b > 1/2, there is a regular solution for which the tachyon diverges as

τ(r) ∼ rκℓ+3/2 . (D.75)

(Notice that κℓ ≥ −1/2 for these potentials.) Therefore, the asymptotics indeed change

qualitatively whenever b deviates from its critical value. For κℓ = −1/2 (case 2) the tachyon

divergence is only linear which is not enough to guarantee the decoupling of the tachyon

as discussed in section D.2.2, so this case is ruled out.

Interestingly, the solution (D.75) is smoothly connected to the case 3 of section D.2.2,

where similar power-law asymptotics were found for aℓ > 0 (and b = 1/2). It is easy to

see that the analysis of asymptotic meson trajectories for the case 3 from appendix E also

applies to the present case. Therefore, the trajectories are not linear, but

m2
n ∼ n

4
κℓ+1

2κℓ+3 . (D.76)

In conclusion, we did not find any extra solutions, which would satisfy all constraints

from QCD, by generalizing to b 6= 1/2. To the contrary, the single choice of potentials

which has linear trajectories, only works for b = 1/2.

E Asymptotic spectrum and radial trajectories

E.1 Flavor non-singlet trajectories

We now calculate how meson masses scale at large excitation number n. The scaling

of the decay constants is discussed in appendix F.1 We start from the flavor non-singlet

sector where the fluctuation equations can be transformed into the Schrödinger form. The

20For large values of b it may not be possible to find such solution to (D.73) that the various coefficient

factors asymptote to constants having the same signs as for the b = 1/2 solutions. In such cases the tachyon

asymptotic must change qualitatively.
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IR asymptotics of Schrödinger potentials are computed for all excitations in the different

cases of tachyon asymptotics, which are given in section D.2.2.

For ease of reference, we repeat here the results for the Schrödinger potential from

appendix A. The potential is defined by

V (u) =
1

Ξ(u)

d2Ξ

du2
+H(u) . (E.1)

Here the functions Ξ and H are for the vector, axial vector, pseudoscalar, and scalar sectors

ΞV = Vf (λ, τ)
1/2w(λ, τ)eA/2 , HV = 0 ,

ΞA = ΞV , HA = 4e2Aτ2
κ(λ, τ)

w(λ, τ)2
,

ΞP = Vf (λ, τ)
−1/2τ−1e−3A/2κ(λ, τ)−1/2 , HP = HA ,

ΞS = Vf (λ, τ)
1
2 e3A/2G−1κ(λ, τ)1/2 , HS = −2e2A

a(λ)

κ(λ, τ)
, (E.2)

respectively, and the coordinate u is defined by

du

dr
= G(r) =

√
1 + e−2A(r)κ(λ, τ)(τ ′)2 . (E.3)

The WKB approximation is then used to find meson masses in terms of n. The

Schrödinger potential have the UV asymptotics

V (u) ∼ vUV

u2
, u ≃ r , (u→ 0) . (E.4)

where vUV equals 15/4 for the pseudoscalars (assuming zero quark mass) and 3/4 for the

other towers.

As we shall see shortly, the UV asymptotics of the potential is not relevant in the cal-

culation. All tachyon asymptotics which we shall consider, are covered by two qualitatively

different cases for the IR asymptotics of the potential:

I V (u) ∼ v2su
p logq u , (u→ ∞) , (E.5)

II V (u) ∼ v2se
2pu2

, (u→ ∞) , (E.6)

where vs, p and q can be determined in terms of the potentials of the action separately for

each case.

For large excitation number the mass eigenvalues satisfy

d(m2
n)

dn
∼ 2π

(∫ u2

u1

du√
m2

n − V (u)

)−1

, (n→ ∞) , (E.7)

where u1 and u2 are turning points of the potential. The contribution to the integral from

the regime close to the UV turning point u1 is ∝ 1/mn and will be subleading at large n.

Therefore the exact value of u1 is unimportant.
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For large mn, and for the two different cases for the potential the IR turning point

u2 satisfies

I up2 log
q u2 ≃

(
mn

vs

)2

⇒ u2 ≃
(
mn

vs

) 2
p
(
2

p
log

mn

vs

)− q
p

, (E.8)

II u2 ≃
√

1

p
log

(
mn

vs

)
. (E.9)

In each case, the integral in eq. (E.7) is dominated by its IR limit as mn → ∞. Therefore,

I

∫ u2 du

mn

√
1− v2s

m2
n
up logq u

=
u2
mn

∫ 1 dx√
1−

(
1 + log x

log u2

)q
xp

≃ m
2
p
−1

n

v
2/p
s

(
2

p
log

mn

vs

)− q
p
∫ 1 dx√

1− xp
, (E.10)

II

∫ u2 du

mn

√
1− v2s

m2
n
e2pu2

=
u2
mn

∫ 1 dx√
1− v2s

m2
n
elog(m2

n/v
2
s)x

2

≃ 1

mn

√
1

p
log

(
mn

vs

)∫ 1

dx . (E.11)

Consequently, eq. (E.7) becomes,

I
d(m2

n)

dn
∼ m

1− 2
p

n

(
2

p
log

mn

vs

) q
p

, (n→ ∞) , (E.12)

II
d(m2

n)

dn
∼ mn√

log
(
mn

vs

) , (n→ ∞) . (E.13)

Finally, we find the mass in terms of n as

I m2
n ∼ v

4
2+p
s n

2p
2+p (log n)

2q
2+p , (n→ ∞) , (E.14)

II m2
n ∼ n2

logn
, (n→ ∞) . (E.15)

Hence, the spectrum follows linear trajectories only for p = 2 and q = 0 in the first case.

Notice that the proportionality constant in (E.14) depends on vs, as we have stressed by

writing down the dependence explicitly, while the leading term in (E.15) is independent

of vs.
21

We now proceed to the analysis of the different potentials which were presented in

the appendix (D.1.2). In each case, we need to analyze the IR asymptotics of the two

terms of the Schrödinger potential in (E.1). The first term, Ξ′′(u)/Ξ(u), will usually have

21The leading result in (E.15) also remains unchanged if the include power-like corrections in (E.6).
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the same IR asymptotics for the different excitation towers (but will be dependent on the

tachyon asymptotics).

As pointed out above, the Schrödinger coordinate u will also be tower independent. For

the second term in (E.1), we have two nontrivial functions, given as HA and HS in (E.2),

and we need to check separately if they contribute to the potential. As we shall see, HS

is always suppressed in the IR, but HA may contribute depending on our choice of w(λ).

Usually HA contributes, if w(λ) vanishes faster in the IR than κ(λ).

We parametrize the infrared asymptotics of the potential functions as above:

κ(λ) ∼ κcλ
−κp(log λ)−κℓ , a(λ) ∼ acλ

ap(log λ)aℓ ;

Vf0(λ) ∼ vcλ
vp , w(λ) ∼ λ−wp(log λ)−wℓ . (E.16)

We then discuss the behavior in the various cases of tachyon asymptotics. As above,

the numbers in the list are mapped to values of the coefficients of (E.16) as shown in

figure 13. We shall fix the units such that the IR scale R = 1 for simplicity.

1. κp = 4/3, a(λ) = const. = ac (so ap = 0 = aℓ), vp < 10/3 and κℓ > −1/2. The

asymptotics of the tachyon is in this case

τ(r) ∼ τ0 exp
[
CIr

1+2κℓ
]
; (r → ∞) . (E.17)

In this case the Schrödinger coordinate behaves in the IR as

u ∼ r−κℓ− 1
2 τ ∼ eCIr

1+2κℓ . (E.18)

The various terms of the Schrödinger potential behave as

1

Ξ

d2Ξ

du2
= v2su

2 log2 u

[
1 +O

(
1

log u

)]
, (E.19)

HA = c1u
2(log u)

2+4wℓ
1+2κℓ

[
1 +O

(
1

log u

)]

× exp

{
(3wp − 4)

(
log u

CI

) 2
1+2κℓ

[
1 +O

(
1

log u

)]}
, (E.20)

HS ∼ log u ,

as u→ ∞. Here c1 and vs can be calculated in terms of the potentials, and vs is the same

for all excitation towers.

For wp ≤ 4
3 , HA(u) in (E.20) is suppressed in the IR with respect to Ξ′′(u)/Ξ(u)

in (E.19). Comparing (E.19) to (E.5), the asymptotics of the masses in (E.14) becomes

m2
n ∼ n log n . (E.21)

Because vs in (E.19) was the same for all excitation towers, also the slopes of the various

towers, i.e., the proportionality constants in (E.21), are the same. Therefore, the trajecto-

ries are almost, but not exactly, linear. For wp =
4
3 , and if wℓ < κℓ, the extra term HA(u)

is again suppressed with respect to Ξ′′(u)/Ξ(u) , (E.21) holds, and the slopes are the same.

In other cases the slopes, or even the asymptotic behavior of mn, are different among the

various towers due to extra contribution from HA.
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2. κp = 4/3, a(λ) = const. = ac (so ap = 0 = aℓ), vp < 11/4 and κℓ = −1/2. The

asymptotics of the tachyon is in this case

τ(r) ∼ τ0r
CII . (E.22)

For CII > 1 we find that

u ∼ c1τ ∼ c1 τ0 r
CII ,

1

Ξ

d2Ξ

du2
= v2su

2
[
1 +O

(
u−ǫ
)]

(E.23)

as u → ∞, where vs is the same for all towers, c1 is a coefficient which is determined in

terms of the parameters of the potentials, and ǫ = min(2/CII, 2− 2/CII). We also find that

HA = c2 exp

{
(3wp − 4)

(
u

cτ0

) 2
CII [

1 +O
(
u−ǫ
)]
}
u
2+ 2

CII
+4

wℓ
CII

[
1 +O

(
u−ǫ
)]
,

HS ∼ const. (E.24)

For wp < 4/3, HA is suppressed and the spectrum is linear:

m2
n ∼ n (E.25)

for large n, and all towers have the same slopes. In the critical case wp = 4/3 we find the

same result, if also wℓ < −1/2(= κℓ). If (wp = 4/3 and) wℓ = −1/2 the slopes of the axial

vectors and pseudoscalars are larger than to those of the vectors and scalars due to the

contribution from HA. If wℓ > −1/2 the trajectories of axials and pseudoscalars are no

longer linear.

When CII ≤ 1, the tachyon potential does not vanish in the IR, so these potentials are

not acceptable. If we anyhow repeat the above calculation, we find quite similar results as

above. In particular,

1

Ξ

d2Ξ

du2
= v2su

2
[
1 +O

(
u−ǫ
)]

(E.26)

but now the coefficient vs may vary between the different towers. Therefore, the spin-

one and spin-zero trajectories have, in general, different slopes (if HA is asymptotically

suppressed). However, if wp has the critical value 4/3, the slopes turn out to be the same.

3. κp = 4/3, ap = 0, and with aℓ and κℓ constrained as depicted in figure 13 (right). The

tachyon has the asymptotics

τ(r) ∼
√
CIIIr3+2κℓ + τ0 . (E.27)

This case of tachyon asymptotics appears in two distinct regions. In the first region

(aℓ + κℓ > −1/2 and κℓ > −3/2), the coordinate u ∼ r, and the terms in the Schrödinger

potential read

1

Ξ

d2Ξ

du2
= v2su

4aℓ+4κℓ+4
[
1 +O

(
u−ǫ
)]
,

HA = c1 exp
{
c2(3wp − 4)u2

[
1 +O

(
u−ǫ
)]}

u4+4wℓ
[
1 +O

(
u−ǫ
)]
,

HS ∼ u2aℓ+2κℓ+1 , (E.28)
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where the coefficients ci and ǫ > 0 are calculable in terms of the potentials of the action.

Hence, when HA is suppressed in large n limit, the masses asymptote as

m2
n ∼ n

4
aℓ+κℓ+1

2aℓ+2κℓ+3 . (E.29)

Therefore, to have linear spectrum we should have aℓ + κℓ = −1
2 , but then the tachyon

asymptotic changes (see the case 5 below). With the constraints given above, we actually

find that the power in (E.29) satisfies

1 < 4
aℓ + κℓ + 1

2aℓ + 2κℓ + 3
< 2 . (E.30)

In the second region (aℓ > 1 and κℓ ≤ −3/2), again u ∼ r, and the terms in the

potential become

1

Ξ

d2Ξ

du2
= v2su

4aℓ−2
[
1 +O

(
u2κℓ+3

)]
,

HA = exp
{
c(3wp − 4)u2

[
1 +O

(
u2κℓ+3

)]}
u1−2κℓ+4wℓ

[
1 +O

(
u2κℓ+3

)]
,

HS ∼ u2aℓ+2κℓ+1 . (E.31)

When HA is suppressed, the trajectories are given by

m2
n ∼ n

2aℓ−1

aℓ . (E.32)

Linear trajectories would therefore require aℓ = 1, but in this case the tachyon potential

Vf (λ, τ) might not vanish in the IR, so that the potential would not be acceptable as

explained in appendix D.2.2.

4. κp = 4/3, κℓ = 3/2, ap = 0, aℓ ≥ 1. The asymptotics of the tachyon is in this case

τ(r) ∼
√
CIV log r + τ0 (E.33)

The Schrödinger coordinate behaves as u ≃ r and the potential terms asymptote to

1

Ξ

d2Ξ

du2
= v2su

4aℓ−2 log2 u

HA = c1 exp

{
(3wp − 4)u2

[
1 +O

(
1

log u

)]}
u4+4wℓ log u

[
1 +O

(
1

log u

)]
,

HS ∼ u2aℓ−2 (E.34)

When HA is suppressed, the masses behave as

m2
n ∼ n

2aℓ−1

aℓ log
1
aℓ n . (E.35)

The spectrum is therefore linear with logarithmic corrections at the endpoint aℓ = 1.
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5. κp = 4/3, ap = 0, aℓ = −κℓ − 1/2, −1/2 > κℓ > −3/2. In this case we find two

subregions with slightly different tachyon asymptotics.

First, if CV > CIV
3+2κℓ

, the tachyon asymptotics reads

τ(r) ∼ τ0r
CIV/(2CV) . (E.36)

The coordinate u ≃ r, and the terms in the potential behave as

1

Ξ

d2Ξ

du2
= v2su

2
[
1 +O

(
u−ǫ
)]
,

HA = c1 exp
{
(3wp − 4)u2

[
1 +O

(
u−ǫ
)]}

uCIV/CV−2κℓ+4wℓ+1
[
1 +O

(
u−ǫ
)]
,

HS ∼ uCIV/CV+2κℓ−3 . (E.37)

The coefficient vs is the same for spin-zero and spin-one excitations only if wp = 4/3.

Assuming thatHA is suppressed asymptotically in the IR, the large n trajectories are linear:

m2
n ∼ n , (E.38)

and the slopes are the same for the various towers if in addition wp = 4/3. However,

as pointed out in appendix D.2.2, the tachyon potential does not vanish in the IR and

therefore this solution is not acceptable.

Second, for CV < CIV
3−2κℓ

we have

τ(r) ∼
√(

CVI

(3 + 2κℓ)
− CV

)
r3−2κℓ . (E.39)

The coordinate u ∼ r, and the terms in the potential behave as

1

Ξ

d2Ξ

du2
= v2su

2
[
1 +O

(
u−ǫ
)]

HA = c1 exp
{
c2(3wp − 4)u2

[
1 +O

(
u−ǫ
)]}

u4+4wℓ
[
1 +O

(
u−ǫ
)]
,

HS ∼ const. (E.40)

where again ci and ǫ can be calculated. When HA is subleading in the IR the spectrum

is linear:

m2
n ∼ n . (E.41)

All excitation towers have the same slopes if wp = 4/3. As discussed in appendix D.2.2,

the solution is not acceptable in general, but for κℓ sufficiently close to −3/2 the tachyon

potential will vanish in the IR. Therefore, if in addition the tachyon decouples from the

other fields asymptotically in the IR as we have assumed for the background solutions, this

asymptotics may be acceptable.
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6. κp = 4/3, ap > 0. The asymptotic of the tachyon is in this case

τ(r) ∼
√
CVIr1+2κℓ + τ0 (E.42)

In this case u ≃ r and the various terms asymptote as

1

Ξ

d2Ξ

du2
∼ e3apu

2[1+O(u−ǫ)]

HA ∼ e(3wp−4)u2[1+O(u−ǫ)] , HS ∼ e
3
2
apu2

, (E.43)

where ǫ = 2 for κℓ > −1
2 and ǫ = 1 − 2κℓ for κℓ < −1

2 . The asymptotic spectrum in this

case is not linear, the masses behave as

m2
n ∼ n2

logn
(E.44)

for large n.

7. κp < 4/3, ap = 0, aℓ > 1. The asymptotics of the tachyon is in this case

τ(r) ∼ τ0 −
CVII

τ0
r1+2κℓ exp

[(
3κp
2

− 2

)
r2
]
. (E.45)

Asymptotically in the IR u ≃ r, and the Schrödinger functions are found to be

1

Ξ

d2Ξ

du2
= u4aℓ−2

[
1 +O

(
e(

3
2
κp−2)u2

)]
,

HA = c1e
(3wp− 3

2
κp−2)u2

[

1+O
(

e(
3
2κp−2)u2

)]

u3+2κℓ+4wℓ

[
1 +O

(
e(

3
2
κp−2)u2

)]
,

HS ∼ u2aℓ−1 . (E.46)

When HA is asymptotically suppressed, we find that

m2
n ∼ n

2aℓ−1

aℓ . (E.47)

Linear trajectories would require again that aℓ = 1, but this case is not acceptable as

explained in appendix D.2.2.

8. κp < 4/3, ap > 0. In this case we have

τ(r) ∼ τ0 −
CVIII

τ0
r−1+2κℓ exp

[(
3κp
2

− 2

)
r2
]
. (E.48)

The coordinate behaves as u ≃ r, and the terms of the Schrödinger potential are

1

Ξ

d2Ξ

du2
∼ e

3apu2

[

1+O
(

e(
3
2κp−2)u2

)]

,

HA ∼ e
(3wp− 3

2
κp−2)u2

[

1+O
(

e(
3
2κp−2)u2

)]

,

HS ∼ e(
3
2
ap+

3
2
κp−2)u2

. (E.49)

The asymptotic spectrum is again not linear:

m2
n ∼ n2

log n
. (E.50)
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9. κp > 4/3, ap = âℓ = 0. We now have

τ(r) ∼ τ0 exp

{
CIXr

2κℓ−1 exp

[(
3κp
2

− 2

)
r2
]}

. (E.51)

The coordinate u behaves as

u ∼ r−κℓ−1/2e(1−
3
4
κp)r2τ . (E.52)

Consequently, the terms in the Schrödinger potential become

1

Ξ

d2Ξ

du2
= v2su

2(log u)2(log log u)2
[
1 +O

(
1

log log u

)]

HA = c1u
2(log u)

2(3wp−4)

3κp−4 (log log u)
2wℓ+1−(2κℓ−1)

3wp−4

3κp−4

[
1 +O

(
1

log log u

)]
,

HS ∼ log u (E.53)

In this case the trajectories are not exactly linear due to the logarithmic corrections. When

HA is asymptotically subleading in the IR, the mass asymptotics are

m2
n ∼ n logn log log n , (E.54)

and the slopes of different towers are the same.

10. κp > 4/3, ap = 0, aℓ > 0. Now the asymptotics of the tachyon is

τ(r) ∼ CXr
κℓ+1/2 exp

[(
3κp
4

− 1

)
r2
]

(E.55)

In this case u ∼ r2, and the Schrödinger functions are

1

Ξ

d2Ξ

du2
∼ e

c1(3κp−4)u
[

1+O
(

1√
u

)]

HA ∼ e
c1(3wp−4)u

[

1+O
(

1√
u

)]

, HS ∼ ec1(
3
4
κp−1)u . (E.56)

The spectrum is not linear, the masses scale as

m2
n ∼ n2

log2 n
. (E.57)

11. κp > 4/3, ap > 0. In the last case, the tachyon behaves as

τ(r) ∼ CXIr
κℓ−1/2 exp

[(
3κp
4

− 1

)
r2
]
. (E.58)

We now find that u ∼ r in the IR, and the Schrödinger functions read

1

Ξ

d2Ξ

du2
∼ u4aℓ+4κℓe

(3κp+3ap−4)u2
[

1+O
(

1
u2

)]

HA ∼ e
(3wp−4)u2

[

1+O
(

1
u2

)]

, HS ∼ e(
3
2
κp+

3
2
ap−2)u2

. (E.59)

In the limit of large n, the masses behave as

m2
n ∼ n2

log n
. (E.60)

The slopes are the same for wp < κp + ap.
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E.2 Flavor singlet trajectories

Analyzing the asymptotic behavior of flavor singlet scalars and pseudoscalars is more in-

volved than in the flavor non-singlet sector. This is the case because gluonic and mesonic

degrees of freedom are coupled, and the resulting system of equations cannot be written

in Schrödinger form in general. We shall now show that for high excitations the glueballs

and mesons are, however, decoupled. Then mesons have tower by tower the same trajec-

tories as in the flavor non-singlet case, whereas all glueballs have linear trajectories with

common slope.

E.2.1 Axial vectors

The flavor singlet axial vectors contain no glueballs, but there is an extra term

H̃A =
4x e2A Z(λ)Va(λ, τ)

2

Gw(λ, τ)2 Vf (λ, τ)
(E.61)

in the Schrödinger potential with respect to the flavor non-singlet axials, which arises from

the CP-odd action Sa. We expect that both Va and Vf are exponentially suppressed in the

IR, log Va(λ, τ) ∼ −a(λ)τ2 ∼ log Vf (λ, τ). Assuming that the function a(λ) is the same in

both potentials, H̃a is suppressed as well since it is proportional to Va(λ, τ)
2/Vf (λ, τ). The

exponential factor is enough to make sure that H̃a is a subleading contribution asymptot-

ically in the IR for all acceptable potentials. Therefore, the asymptotics of the spectrum

are identical to the flavor non-singlet case.

E.2.2 Pseudoscalars

The flavor singlet pseudoscalar fluctuations satisfy the coupled pair of equations (A.91)

and (A.92). They do no admit such simple Schrödinger form as the equations of the flavor

non-singlet sector. The results for the asymptotic spectra are, however, expected to arise

from the IR behavior of the various coefficients of the equations also in this case.

We consider the second equation

∂r

[
e3A Z

(
4x e2A

Va Vf κ τ
2

Na +Nb
P ′ + x

V ′
aNa

Na +Nb
P +

Na

Na +Nb
Q′
)]

+m2 e3A Z Q = 0 ,

(E.62)

where Na and Nb were defined in (A.93). In the UV, the coefficients behave qualitatively

in the same way as in the flavor non-singlet sector, and therefore the UV region again does

not contribute to the asymptotic trajectories.22 In the intermediate region, with r = O(1),

all coefficients have regular behavior. Therefore, as m2 → ∞, the only way to balance with

the mass term in (E.62) is that the derivatives of the modes grow large, d/dr ∼ m, and the

dominant terms are the mass term and the terms with second order derivatives. This leads

to rapidly oscillating solutions where the number of nodes is linked to the number of states

as in the Schrödinger picture. With growing m2, this approximation holds until larger and

larger values of r. For all acceptable potentials the coefficient of the mass term turns out

22The fields P and Q have the standard power-like normalizable and non-normalizable solutions in the

UV, which signals the fact that the UV structure cannot give rise to any modes.
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to have a rather mild dependence on r, such that for high enough m2 the counting of the

number of nodes (and therefore the number of states) is dominated by the region of large

r where IR asymptotics works.

In conclusion, in order to extract the trajectories, it is safe to use the IR expansions

of the background in (E.62). Doing so, we notice that the coefficients of P and P ′ in the

square brackets are exponentially suppressed in the same way as the extra mass term (E.61)

of the flavor singlet axials. Therefore P decouples from (E.62) at high m2, and the spectra

for Q is determined by the equation

1

e3A Z
∂r
[
e3A Z Q′]+m2Q = 0 , (E.63)

where we used the fact that Nb is exponentially suppressed with respect to Na in the IR.

This matches precisely the fluctuation equation for pseudoscalar glueballs in IHQCD [66–

69], which is known to produce linear trajectories.

The remaining task is to solve the trajectories for P . As Q was solved from an inde-

pendent equation we can safely set it to zero23 in (A.91). Further dropping terms which

are exponentially suppressed in the IR, the equation becomes

∂r

[
Vf G

−1 e3A κ τ2

m2 −HA
P ′
]
+ Vf e

3AGκτ2 P = 0 , (E.64)

where

HA =
4e2A κ τ2

w2
. (E.65)

Defining

P̂ =
Vf G

−1 e3A κ τ2

m2 −HA
P ′ , (E.66)

the equation can be rewritten as

Vf G
−1 e3A κ τ2 ∂r

[
1

Vf e3AGκτ2
P̂ ′
]
+m2 P̂ −HA P̂ = 0 . (E.67)

This matches exactly the fluctuation equation of the flavor non-singlet pseu-

doscalars (A.26). Therefore, the pseudoscalar meson trajectories are similar in the flavor

singlet and non-singlet sectors.

E.2.3 Scalars

The asymptotics of the flavor singlet scalar modes can be solved similarly as for the pseudo-

scalars. Now the coupled fluctuation equations are (A.100) and (A.101). It is not difficult

to check that the functions p(r) and N1(r) in (A.100) are exponentially suppressed in the

IR. Therefore the relevant equation for ζ is

ζ ′′ +

[
3A′ − 2

A′′

A′ + 2
λ′′

λ′
− 2

λ′

λ

]
ζ ′ +m2ζ = 0 . (E.68)

23A more precise argument is as follows. When solving for P in the IR from (A.91), we should also

include the solution for Q which is sourced by P in (E.62). But as the couplings of P are exponentially

suppressed in (E.62), so is the sourced solution for Q. Therefore it can be neglected in (A.91).
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Here the coefficient of ζ ′ can be written as

1

2
k = ∂r

[
3

2
A+ log

(
λ′

3λA′

)2
]

(E.69)

and therefore the equation matches the scalar glueball fluctuation equation of IHQCD [66–

69]. The scalar glueball trajectory is linear with the same slope as in the pseudoscalar

case.

Setting ζ to zero in (A.101), and assuming24 that the last term involving N2 can be

neglected in the limit of large m, we find that

ξ′′ + n ξ′ +m2 t ξ = 0 , (E.70)

where

t = G2 = 1 + e−2A κ(λ, τ) (τ ′)2 ,

n =
(
4G2 − 7

)
A′ − 2

A′′

A′ + λ′
[
G2 − 3

2

∂λκ(λ, τ)

κ(λ, τ)

− (2−G2)
∂λVf (λ, τ)

Vf (λ, τ)

]
+

2e2A

κ(λ, τ) τ ′
∂τVf (λ, τ)

Vf (λ, τ)
. (E.71)

Apparently the connection to the flavor non-singlet equation is not as simple as for the

pseudoscalars. The flavor non-singlet scalar fluctuations satisfy (A.35). We notice that the

form of t(r) is such that the Schrödinger coordinate is the same as in flavor non-singlet case.

In the analysis of the flavor non-singlet trajectories, the asymptotically leading contribution

to the Schrödinger potential arose from the exponential factor exp[−a(λ)τ2/2] in Ξ for all

acceptable potentials. In order to prove that this factor is the same in the flavor singlet

case, it is enough to show that

n(r) ≃ −∂r
[
a(λ) τ(r)2

]
, (r → ∞) . (E.72)

We check this separately for the two classes of potentials having either constant or non-

constant a(λ).

For all acceptable potentials with constant a(λ), from the results of appendix D.2.2 it

follows that

G2 ∼ K = e−2Aκ(λ)(τ ′)2 (E.73)

and this factor diverges (at least as a power of r) as r → ∞. The terms ∝ G2 in (E.71)

can be written as

4G2A′ + λ′
[
G2

2

∂λκ(λ, τ)

κ(λ, τ)
+G2 ∂λVf0(λ)

Vf0(λ)

]

≃ e−2Aκ(λ)(τ ′)2
[
4A′ + λ′

d

dλ
log(

√
κ(λ)Vf0(λ))

]
≃ −2a(λ) ττ ′ (E.74)

24This is plausible because the N2 term does not involve factors of m or derivatives, which become large

as m grows. We have also verified the validity of this assumption explicitly for the potentials I and II which

were used in the numerical analysis.
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where we used (D.69) at the last step. Notice that the last term in (E.71) can be written as

2e2A

κ(λ, τ) τ ′
∂τVf (λ, τ)

Vf (λ, τ)
≃ −4a(λ) ττ ′

G2
(E.75)

so it is suppressed. The other additional terms in (E.71) are also suppressed, by 1/G2 at

least. Therefore, as a(λ) is constant,

n(r) ≃ −∂r
[
a(λ) τ(r)2

]
, (r → ∞) , (E.76)

with corrections suppressed at least by powers of r.

We then consider the case where a(λ) depends on λ. The logarithmic derivative

∂λVf (λ, τ)/Vf (λ, τ) then involves the term −da(λ)/dλτ2. For the potentials to be ac-

ceptable, we required that a(λ)τ2 diverges faster than r2 in order to make Vf (λ, τ) vanish

in the IR. Therefore

λ′(r)
da(λ)

dλ
τ(r)2 =

da(λ(r))

dr
τ(r)2 (E.77)

diverges faster than linearly in r. The factors λ′ ∂λ log κ, λ′ ∂λ log Vf0, and A′ only grow

linearly in r. Dropping subleading terms we therefore find25

n ≃ (2−G2)λ′
da(λ)

dλ
τ2 − 4e2A a(λ) τ

κ(λ, τ) τ ′
≃ −∂r

[
a(λ) τ2

]
, (r → ∞) , (E.78)

where the last step follows by using (D.70).

We conclude that the masses of the flavor singlet scalar mesons have the same asymp-

totics as the flavor non-singlet scalars (as well as all other meson towers) for all accept-

able potentials.

F Decay constants

In this appendix, it is shown how a two-point function of a generic operator is expressed

as an infinite sum over the normalizable fluctuations of the dual bulk field. The decay

constants of the states, created by this operator, can then be extracted from this decom-

position. We follow the analysis of [80, 81] and we use the action of a massless bulk vector

field in a general gravitational background. This is the simplest case which captures the

most important aspects of this analysis.

The decay constants are defined as the residues of the two point functions at q2 = −M2
n,

where M2
n is the mass of the nth excited state. Therefore, ΠV , defined in (C.6), may be

rewritten as

ΠV =
∑ F 2

n

q2 +M2
n − iǫ

, (F.1)

see (6.4). To determine the decay constants we start from a general action for the vec-

tor fluctuations

SV = −xM
3N2

c δ
ab

2

∫
d4x dr

[
1

2
C2(r)Vµν aV

µν
b + C1(r)∂rVµ a∂rV

µ
b

]
. (F.2)

25In a special case, aℓ = 1 in item 4 of the list of asymptotics of appendix D.2.2, the subleading terms

are only suppressed by 1/ log r. This is still enough for the trajectory to be fully determined by (E.78).
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Changing variables to Schrödinger form (see appendix B), the action can be written as

SV = −xM
3N2

c

2

∫
dud4x

[
Ξ(u)2∂uV

a
µ ∂uV

µ
a +

1

2
Ξ(u)2Vµν aV

µν
b

]
, (F.3)

where u and Ξ(u) are defined in eq. (B.5).

The fluctuation equation becomes

∂u(Ξ(u)
2∂uψV )− q2Ξ(u)2ψV = 0 , (F.4)

We also define φ = ΞψV . Then, eq. (F.4) becomes

φ′′ −
[
Ξ′′

Ξ
+ q2

]
φ = 0 . (F.5)

The boundary condition, ψV (ǫ) = 1, implies that

φ(ǫ) = Ξ(ǫ) . (F.6)

The equation for the spectrum is

φ′′n −
[
Ξ′′

Ξ
−m2

n

]
φn = 0 , (F.7)

where φn satisfy

∫ ∞

ǫ
du φ∗n(u)φm(u) = δn,m ,

∑

n

φ∗n(u)φn(u
′) = δ(u− u′) . (F.8)

The propagator of eq. (F.5) reads

G(u, u′) = −
∑

n

φ∗n(u)φn(u
′)

q2 +m2
n

, G(u′, u) = G∗(u, u′) (F.9)

and satisfies [
∂2u −

(
Ξ′′

Ξ
+ q2

)]
G(u, u′) = δ(u− u′) . (F.10)

We define a new function g by

φ(u) = Ξ(u) + g(u) . (F.11)

This is useful because the leading non-normalizable terms of φ are included in Ξ on the

left hand side, so that g(u) is normalizable in the UV. Substituting the definition in (F.5),

we find [
∂2u −

(
Ξ′′

Ξ
+ q2

)]
g = q2Ξ . (F.12)

In this case, the solution in terms of the propagator is

g(u) =

∫ ∞

ǫ
G(u, u′)q2Ξ(u′)du′ . (F.13)
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Consequently, ψV reads

ψV (u) = 1 +
g(u)

Ξ(u)
= 1 +

∫ ∞

ǫ

G(u, u′)
Ξ(u)

q2Ξ(u′)du′ . (F.14)

eq. (C.6), for the two point function, reads

ΠV = −xM3N2
c Ξ(u)

2 ψ
∗
V ∂uψV

q2

∣∣∣∣
u=ǫ

, (F.15)

where the wave function obeys ψV (u = ǫ) = 1. Inserting eq. (F.14) in the above definition

we find

ΠV = −xM
3N2

c

q2
Ξ(ǫ)2

∫ ∞

ǫ

[
∂u
G(u, u′)
Ξ(u)

]

u=ǫ

q2Ξ(u′)du′ . (F.16)

From eq. (F.9) we have

∂u
G(u, u′)
Ξ(u)

= −
∑

n

∂uψ
∗
n(u)φn(u

′)
q2 +m2

n

, (F.17)

where ψn = φn

Ξ . Therefore, eq. (F.16) becomes

ΠV = xM3N2
c Ξ(ǫ)

2
∑

n

∂uψ
∗
n(ǫ)

q2 +m2
n

∫ ∞

ǫ
φn(u

′)Ξ(u′)du′

= xM3N2
c Ξ(ǫ)

2
∑

n

1

m2
n

∂uψ
∗
n(ǫ)

q2 +m2
n

∫ ∞

ǫ
m2

nψn(u
′)Ξ(u′)2du′ .

(F.18)

Using the fluctuation equation of ψn to replace the integrand, we conclude that

ΠV = xM3N2
c Ξ(ǫ)

4
∑

n

1

m2
n

|∂uψn(ǫ)|2
q2 +m2

n

. (F.19)

Hence, by comparing to (F.1), we find the decay constants:26

(
F (V )
n

)2
= xM3N2

c

Ξ(ǫ)4|∂uψn|2
m2

n

. (F.20)

Going back to the A coordinate, and using the UV expansion of the normalizable

wave-functions

ψn(r) = c
(n)
2 r2 + · · · = c

(n)
2 ℓ2e−2A + · · · (F.21)

we obtain

(
F (V )
n

)2
= 4xM3N2

cC1(A)
2

(
dr

dA
(A)

)2
∣∣∣∣∣
A=∞

(
c
(n)
2

)2

m2
n

. (F.22)

Using also the matching condition (C.10), the final result may be written as

(
F (V )
n

)2
=

NcNf

3π2W0ℓ
C1(A)

2

(
dr

dA
(A)

)2
∣∣∣∣∣
A=∞

(
c
(n)
2

)2

m2
n

. (F.23)

26The decay constants of the axial vectors are given by analogous formula, where ψn will be the normal-

izable solutions of eq. (A.20). The formula for fπ is different from the above since it is proportional to the

coefficient of the mass term, HA, (A.22), see [80, 81].
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F.1 Asymptotic decay constants for large excitation number

Similarly to appendix E, we now compute how the vector and axial vector decay constants

depend on the excitation number, n, for large n. In the WKB approximation (for n→ ∞),

the solution of (B.6) reads

α(u) =
c0

(m2
n − V (u))

1
4

cos

(∫ u√
m2

n − V (u) du+ θ

)
, (F.24)

where V (u) is the Schrödinger potential of the vector or axial vector fluctuation. The

constant c0 is determined by the normalization of α, see (B.8). We find that

c0 =
√
2

(∫ u2

u1

du√
m2

n − V (u)

)− 1
2

, (F.25)

where u1 and u2 are the turning points of the potential. For the two different cases of IR

potentials which are shown in (E.5) and (E.6), the above integral is given by eqs. (E.10),

and (E.11). The result for c0 is

I c0 ∼ v
1
p
s m

1
2
− 1

p
n

(
2

p
log

mn

vs

) q
2p

∼ v
2

2+p
s n

1
2
− 2

p+2 (log n)
q

p+2 , (n→ ∞)

(F.26)

II c0 ∼
√
mn

(log mn

vs
)
1
4

∼
√

n

log n
, (n→ ∞) .

(F.27)

To compute the decay constants we need the expansion of the normalizable wavefunc-

tion in the UV, see (F.22). Keeping only the leading UV asymptotics of the potential, (E.4),

the UV normalizable solution of (F.22) is

α̃(u) = c1
√
uJ1(mnu) . (F.28)

In the limit of large n, this solution agrees with that of (F.24) in the regime Λ−1
UV ≪ u≪ u2,

where both approximations are accurate. Therefore, the wave-function (F.24) (setting

V (u) = 0) must match the IR expansion of α̃. Indeed we find that

α(u)
∣∣
V (u)=0

=
c0√
mn

cos (mn u+ θ) ,

α̃(u) ≃ − c1√
mn

√
2

π
cos
(
mn u+

π

4

)
, (u→ ∞) ,

(F.29)

from which we obtain

c1 = −
√
π

2
c0 , θ =

π

4
. (F.30)

The UV expansion of the wavefunction ψUV (r) =
α̃(r)
Ξ(r) , (B.5), is

ψUV (r) ∼ c0mn r
2 + · · · . (F.31)
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Therefore, the coefficient of the normalizable solution is c
(n)
2 ∼ c0mn. Finally, (F.22) for

the decay constant yields

I Fn ∼ v
2

2+p
s n

1
2
− 2

p+2 (log n)
q

p+2 , (n→ ∞) (F.32)

II Fn ∼
√

n

log n
, (n→ ∞) . (F.33)

Notice that in the case I, the vs dependence of the proportionality constants, as well

as the leading logarithmic corrections, cancel in the ratio Fn/mn, see (E.14). This ensures

asymptotic cancellation between the contributions from the vector and axial states, and

consequently convergence of the series, in the spectral decomposition of the S-parameter

in (6.6). When meson trajectories are linear (p = 2 and q = 0 in the case I), the decay

constants asymptote to a constant,

Fn ∼ v1/2s , (n→ ∞) . (F.34)

G Asymptotics of the meson wave functions

In this appendix we will compute the IR and UV asymptotic form of the wavefunctions for

the singlet and non-singlet mesons. As we have seen above, the knowledge of the asymptotic

behavior of the wavefunctions is essential to compute the mass spectra of mesons.

G.1 Non-singlet flavor fluctuations

We begin with the analysis of the non-singlet fluctuations (presented in appendix A.1).

These include the vector and axial vector modes plus the pseudoscalar and scalar fluctua-

tions. We will study them first in the UV (r → 0), and then in the IR (r → ∞) region.

G.1.1 UV

In order to solve the fluctuation equations in the r → 0 limit we need to read the UV

expansions of the potentials and background fields from sections 4.1 and D.1. We collect

them here written in a form that will be useful for the asymptotic analysis of the equations:

A(r) ∼ − log(r/ℓ) +
4

9 log(Λ r)
,

log λ(r) = Φ(r) ∼ log

( −8

9V1 log(Λ r)

)
, (G.1)

τ(r) ∼ ℓ
(
mq r (− log(Λ r))−ρ + σ r3(− log(Λ r))ρ

)
, (G.2)

Vf0(λ) ∼W0 (1 +W1 λ) , (G.3)

Vg(λ)− xVf0(λ) ∼
12

ℓ2
(1 + V1 λ) , κ(λ) ∼ κ0 , (G.4)

w(λ) ∼ w0 (1 + w1λ) ,
κ(λ)

a(λ)
∼ 2ℓ2

3
(1 + κ1λ) ,

a(λ) ∼ a0 (1 + a1λ) (G.5)
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where

ρ = −4

3

(
1 +

κ1
V1

)
. (G.6)

We first consider the vector and axial vector modes described by eq. (3.4). Near the

boundary (r → 0) the equation of motion for the vector fluctuations reads:

ψ′′
V − 1

r

[
1 +

4(V1−4w1−2W1)

9V1 log
2(rΛ)

+O
(

1

log3(rΛ)

)]
ψ′
V +m2

[
1+O

(
r2 log2(rΛ)

)]
ψV = 0.

(G.7)

The solution of the above equation close to the boundary is given by

ψV (r) = c1

(
1− 1

2
m2r2 log(rΛ) + · · ·

)
+ c2r

2

(
1− 4(V1 − 4w1 − 2W1)

9V1 log(rΛ)
+ · · ·

)
(G.8)

The equation for the axial vectors involves an additional mass term with respect to the

one for the vectors. Near the boundary (r → 0) it takes the form:

ψ′′
A − 1

r

[
1 +

4(V1 − 4w1 − 2W1)

9V1 log
2(rΛ)

+O
(

1

log3(rΛ)

)]
ψ′
A

− 4
κ0
w2
0

m2
qℓ

4 log−2ρ(rΛ)

[
1 +O

(
1

log(rΛ)

)]
ψA +m2

[
1 +O

(
r2 log2(rΛ)

)]
ψA = 0 .

(G.9)

The UV asymptotic solution is then

ψA(r) = c1

(
1− 9

10
m2r2 log(rΛ) + 2

κ0m
2
qℓ

4

w2
0 (1 + 2γ)

r2 log2ρ+1(rΛ) + · · ·
)

+ c2r
2

(
1− 4(V1 − 4w1 − 2W1)

9V1 log(rΛ)
+ · · ·

) (G.10)

As for the non-singlet pseudoscalar fluctuations, their equation of motion is eq. (A.26).

When solving it asymptotically in the UV we have to distinguish two cases: zero, and

nonzero quark mass mq. First, when the quark mass is nonzero (mq 6= 0) the fluctuation

equation takes the asymptotic form:

ψ̂′′
P +

1

r

[
1 +

2ρ

log(rΛ)
+O

(
1

log2(rΛ)

)]
ψ̂′
P

− 4
κ0
w2
0

m2
q ℓ

4 log−2ρ(rΛ)

[
1 +O

(
1

log(rΛ)

)]
ψ̂P +m2

[
1 +O

(
r2 log2(rΛ)

)]
ψ̂P = 0 ,

(G.11)

and therefore the wavefunction as r → 0 is

ψ̂P = c1

(
1− m2

4
r2 +

κ0m
2
q ℓ

4

w2
0

r2 log−2ρ(rΛ) + · · ·
)

+ c2 log−2ρ+1(rΛ)

(
1 +

κ0m
2
q ℓ

4

w2
0

r2 log−2ρ(rΛ) + · · ·
)
.

(G.12)
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When mq = 0, the asymptotic equation reads:

ψ̂′′
P − 3

r

[
1−

4
9 − 2

3ρ

log(rΛ)
+O

(
1

log2(rΛ)

)]
ψ̂′
P +O

(
r2
)
ψ̂P

+m2
[
1 +O

(
r2 log2(rΛ)

)]
ψ̂P = 0 ,

(G.13)

and then the asymptotic wavefunction for the pseudoscalars when mq = 0 is given by

ψ̂P = c1

(
1 +

m2

4
r2 + · · ·

)
+ c2

(
r4 log2ρ(rΛ) + · · ·

)
(G.14)

Finally, the equation of motion for the non-singlet scalar fluctuations is eq. (A.35),

which in the r → 0 limit becomes:

ψ′′
S − 3

r

[
1 +O

(
1

log2(rΛ)

)]
ψ′
S +

3

r2

[
1− ps

log(rΛ)

]
ψS

+m2
[
1 +O

(
r2 log2(rΛ)

)]
ψS = 0 ,

(G.15)

where ps =
8
9

(
a1
V1

− κ1
V1

− 1
)
. The UV asymptotic wavefunction is then

ψS = c1

(
r log−

3
2
ps(rΛ) + · · ·

)
+ c2

(
r3 log

3
2
ps(rΛ) + · · ·

)
. (G.16)

G.1.2 IR

We shall now determine the asymptotic form of the wavefunction for the non-singlet modes

in the IR region (r → ∞). We will consider two different scenarios corresponding to

backgrounds generated by type I and type II potentials respectively (see section 4.5).

IR — Potentials I The asymptotics of the background fields are presented in ap-

pendix D.2. For the type I potentials the IR (r → ∞) asymptotic form of the background

fields is given by

Vg(λ) ∼ ṽ0 λ
4/3
√
log λ

(
1 +

v1
log λ

)
, Vf0(λ) ∼ vcλ

2 , a(λ) ∼ ac ,

κ(λ) ∼ κc λ
− 4

3 , w(λ) ∼ λ−wp(log λ)−wℓ ; (λ→ ∞) ,

(G.17)

and

τ(r) ∼ τ0 exp
[
CI
r

R

]
; (r → ∞) . (G.18)

We will set here R = 1 for notational simplicity so that dimensionful quantities are given in

units of 1/R. As before let us start with the vector fluctuations, whose equation of motion

takes the following form in the IR:

ψ′′
V − p1e

2CIr
[

1+O
(

1
r2

)]

ψ′
V +m2p2

e2CIr

r

[
1 +O

(
1

r2

)]
ψV = 0 , (G.19)
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where p1 = 2acτ
2
0CI, p2 = 2κce

−2Ac− 4
3
λcC2

I τ
2
0 . The solution in the r → ∞ limit is

ψV = c1r
−m2 p2

p1 e
p1
2CI

e2CIr−2CIr [1 +O
(
e−2CIr

)]
+ c2r

m2 p2
p1

[
1 +O

(
e−2CIr

r2

)]
. (G.20)

The extra mass term present in the equation of motion for the axial vector fluctuations (see

eq. (3.4)) is subleading in the IR region, and therefore the asymptotic (r → ∞) solution

for the axial vector wavefunction is also eq. (G.20).

In the IR limit, the pseudoscalar equation (A.26) becomes (the term proportional to

the quark mass is subleading in the IR):

ψ̂′′
P + p1e

2CIr
[

1+O
(

1
r2

)]

ψ̂′
P +m2p2

e2CIr

r

[
1 +O

(
1

r2

)]
ψ̂P = 0 , (G.21)

with solution

ψ̂P = c1r
m2 p2

p1 e
− p1

2CI
e2CIr−2CIr [1 +O

(
e−2CIr

)]
+ c2r

−m2 p2
p1

[
1 +O

(
e−2CIr

r2

)]
. (G.22)

For the scalar fluctuations, in the IR eq. (A.35) reduces to

ψ′′
S − p1e

2CIr
[

1+O
(

1
r2

)]

ψ′
S +

p2m
2

r
e
2CIr

[

1+O
(

1
r2

)]

ψS + p3e
2CIr

[

1+O
(

1
r2

)]

ψS = 0 , (G.23)

where p3 = 4ace
4
3
λcCIτ

2
0 . The asymptotic solution is

ψS = c1r
−m2 p2

p1 e
p1
2CI

e2CIr−
(

2CI+
p3
p1

)

r [
1 +O

(
e−2CIr

)]
+ c2r

m2 p2
p1 e

p3
p1

r [
1 +O

(
e−2CIr

)]
.

(G.24)

IR — Potentials II We now study the asymptotics for backgrounds corresponding to

type II potentials. The IR asymptotics of the background fields are:

Vg(λ) ∼ ṽ0 λ
4/3
√
log λ

(
1 +

v1
log λ

)
, Vf0(λ) ∼ vc λ

2 , a(λ) ∼ ac λ
2/3 ,

κ(λ) ∼ κc λ
− 4

3 , w(λ) ∼ λ−wp(log λ)−wℓ ; (λ→ ∞) , (G.25)

and

τ(r) ∼
√
CVI

r

R
+ τ0 ; (r → ∞) . (G.26)

Again we set R = 1, and start with the vectors whose equation of motion becomes:

ψ′′
V − p1r

2er
2

[
1 +O

(
1

r2

)]
ψ′
V +m2

[
1 +O

(
1

r2

)]
ψV = 0 , (G.27)

where p1 = 2ace
2λc
3 CVI . The solution in the IR reads:

ψV = c1 e
−e−r2 m2

2p1r
3

[

1+O
(

1
r2

)]

+ c2 e
p1
2
rer

2
[

1+O
(

1
r2

)]

, (G.28)
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which is also the IR asymptotic wavefunction of the axial vector fluctuations (as before

the additional mass term present in the equation of the axial vector modes is subleading

in the IR).

The pseudoscalar equation in the IR region r → ∞ reduces to

ψ̂′′
P + p1r

2er
2

[
1 +O

(
1

r2

)]
ψ̂′
P +m2

[
1 +O

(
1

r2

)]
ψ̂P = 0 , (G.29)

with solution

ψ̂P = c1 e
e−r2 m2

2p1r
3

[

1+O
(

1
r2

)]

+ c2 e
− p1

2
rer

2
[

1+O
(

1
r2

)]

. (G.30)

Finally, the equation of motion for the scalar modes takes the following IR asymptotic form:

ψ′′
S − p1r

2er
2

[
1 +O

(
1

r2

)]
ψ′
S +m2

[
1 +O

(
1

r2

)]
ψS + p2re

r2ψS = 0 , (G.31)

where p2 =
2e2λcac

κc
. Its solution is

ψS = c1 r
p2
p1

[
1 +O

(
e−r2

r3

)]
+ c2 e

p1
2
rer

2
[

1+O
(

1
r2

)]

. (G.32)

G.2 Singlet flavor fluctuations

We will now analyze the asymptotic behavior of the fluctuations in the singlet flavor sector.

We will only consider the case of the singlet scalar modes, since it is for these that we

computed numerically the mass spectrum in section 5.

G.2.1 Scalar fluctuations

The scalar singlet fluctuations are described by the system of coupled equations (A.100)–

(A.101). We will solve this system first in the UV (r → 0) and then in the IR (r → ∞) limit.

UV. The UV asymptotic forms of the background fields can be read from sections 4.1

and D.1, and is summarized in eqs. (G.1)–(G.6). Then, the functions (A.102)–(A.104) take

the following UV form:

k ∼ −3

r
− 2

r log(Λ r)
, q ∼ 8K

3W0 ℓ2
1

r (log(Λ r))2
, (G.33)

n(mq 6= 0) ∼ −1

r
− 2ρ

r log(Λ r)
, n(mq = 0) ∼ 3

r
+

2ρ

r log(Λ r)
, (G.34)

p ∼ −xm2
q r (− log(Λ r))−2ρK − xσ2 r5 (− log(Λ r))2ρ 9K + · · · , (G.35)

t ∼ 1 +O(r2) ; with K =
W0ℓ

2(κ1 +W1)

3V1
, (G.36)

where in (G.35) we have omitted a term ∼ mq σ r
3. The functions N1 and N2 take the

following form in the UV:

N1(mq 6= 0) ∼ n1 (− log(Λ r))−2ρ , N1(mq = 0) ∼ ñ1 r
4 (− log(Λ r))2ρ , (G.37)

n1 = xm2W0 ℓ
2

(
1− 2W1

3V1
+

κ1
3V1

)
, (G.38)
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ñ1 = 3xσ2W0 ℓ
2

(
1 +

2W1

V1
+

3κ1
V1

)
, (G.39)

N2 ∼
n2

r2(log(Λ r))2
, n2 =

8

3

(
1 +

κ1
W1

)
. (G.40)

Therefore, in the UV the system (A.100)–(A.101) reduces to

ζ ′′ +
1

r

(
−3− 2

log(Λ r)

)
ζ ′ +m2 ζ = x ℓ2

[
m2

q K r (− log(Λ r))−2ρ
]
ξ′+

+
[
n1 (− log(Λ r))−2ρ

]
(ξ − ζ) ; (mq 6= 0) , (G.41)

ζ ′′ +
1

r

(
−3− 2

log(Λ r)

)
ζ ′ +m2 ζ = x ℓ2

[
σ2K r5 (− log(Λ r))2ρ

]
ξ′

+
[
ñ1 r

4 (− log(Λ r))2ρ
]
(ξ − ζ) ; (mq = 0) , (G.42)

ξ′′ +
1

r

(
−1− 2ρ

log(Λ r)

)
ξ′ +

(
n2

r2(log(Λ r))2
+m2

)
ξ

= − 8K

27W0

1

r(log(Λ r))2
ζ ′ +

n2
r2(log(Λ r))2

ζ ; (mq 6= 0) , (G.43)

ξ′′ +
1

r

(
3 +

2ρ

log(Λ r)

)
ξ′ +

(
n2

r2(log(Λ r))2
+m2

)
ξ

= − 8K

27W0

1

r(log(Λ r))2
ζ ′ +

n2
r2(log(Λ r))2

ζ ; (mq = 0) . (G.44)

Neglecting the mixing terms in (G.41)–(G.44) we obtain the following solutions as r → 0:

ζ ∼ B1(1 +O(r)) +B2 r
4(log(Λ r))2 (1 +O((log(Λ r))−1)) , (G.45)

ξ(mq 6= 0) ∼ E1(1 +O(r)) + E2 r
2 (− log(Λ r))2ρ (1 +O((log(Λ r))−1) , (G.46)

ξ(mq = 0) ∼ F1 r
−2 (− log(Λ r))−2ρ (1 +O((log(Λ r))−1) + F2(1 +O(r)) . (G.47)

For the massless quark case it is consistent to take the subdominant normalizable solutions

with B1 = E1 = F1 = 0, since the mixing terms in (G.41)–(G.44) are clearly subleading.

However, when mq 6= 0, even when taking the subdominant solution for ξ (E1 = 0), the

mixing terms in (G.41) are not subleading. A consistent solution for ζ is then:

ζ ∼ B2 r
4 (log(Λ r))2 (1 +O((log(Λ r))−1))− E2

4

(
2x ℓ2m2

q K + n1
)
r4 log(Λ r) , (G.48)

as r → 0, where the second term is the one sourced by ξ.

According to these UV asymptotics the operators dual to ζ and ξ have dimension

∆ = 4 and ∆ = 3 respectively.

IR — Potentials I We now move on to the analysis of the IR behavior of the flavor

singlet scalar modes. We will first consider the scenario given by the type I potentials. The

asymptotic form of the background fields is presented in appendix D.2 (see also eqs. (G.17)–

(G.18) above).
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In the IR limit the functions determining the system (A.100)–(A.101) are given by

k ∼ −6r +
3

2r
+O(r−3) , p ∼ e−ac τ2 , q ∼ C2

I κc ṽ0 τ
2
0

6
√
6

e2CIr , (G.49)

n ∼ −C
2
I κc ṽ0 τ

2
0

3
√
6

e2CIr , t ∼ C2
I κc ṽ0 τ

2
0

12
√
6

1

r
e2CIr , (G.50)

N1 ∼ e−ac τ2 , N2 ∼
C2
I κc ṽ0 τ

2
0 (λc + 2v1 + 6)

12
√
6

e2CIr

r
; (r → ∞) ,

(G.51)

where, as for the non-singlet case, we are setting R = 1. Assuming that the exponential

suppression of p(r) and N1(r) in the IR kills the mixing in (A.100) we can solve for ζ in

the IR:

ζ ∼ C1 r
m2

6 (1 +O(r−2)) + C2 e
3r2 r−

5
2
−m2

6 (1 +O(r−2)) , (r → ∞) . (G.52)

We now write the IR form of eq. (A.101):

ξ′′ +
κcC

2
I τ

2
0 ṽ0√
6

e2CIr

[
− ξ′

3
+

1

12r

(
λc + 2v1 + 6 +m2

)
ξ

+
1

6
ζ ′ − λc + 2v1 + 6

12

1

r
ζ

]
= 0 . (G.53)

When looking for a regular solution we shall take ζIR with C2 = 0 and neglect the second

derivative term. We then obtain:

ξ ∼ D1 r
1
4
(m2+6+2v1+λc) − C1

m2 − 3(6 + 2v1 + λc)

m2 + 3(6 + 2v1 + λc)
r

m2

6 , (r → ∞) . (G.54)

On the other hand, the leading (divergent) solution for ξ in the IR is given by:

ξ ∼ D2 exp

(
CI τ

2
0 κc ṽ0

6
√
6

e2CIr

)(
e−2CIr +O(e−4CIr)

)
, (r → ∞) . (G.55)

IR — Potentials II One can read the corresponding asymptotic form of the background

fields in appendix D.2 (see also eqs. (G.25)–(G.26)). For the type II potentials the functions

appearing in the system (A.100)–(A.101) take the following form in the IR:

k ∼ −6r +
3

2r
+O(r−3) p ∼ exp

(
−ac λ2/3 τ2

)
, q ∼ −q0 r2 er

2
, (G.56)

n ∼ −q0 r2 er
2
, t ∼ 1 +O(r−2) , N1 ∼ exp

(
−ac λ2/3 τ2

)
,

(G.57)

N2 ∼ q0 r e
r2 , with q0 =

48
√
6 ac

κc ṽ0
e

2
3
λc ; (r → ∞) , (G.58)

where again we have set R = 1. Assuming that the exponential suppression of p(r) and

N1(r) in the IR kills the mixing in (A.100) the solution for ζ in the IR is again (G.52). On

the other hand, equation (A.101) now reads:

ξ′′ +m2 ξ − q0 r
2 er

2

(
ξ′ + ζ ′ +

1

r
(ζ − ξ)

)
. (G.59)
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Proceeding as before we find a dominant solution diverging exponentially and a subdom-

inant one which results from solving (G.59) after discarding the first two terms. The

result is:

ξ ∼ D̃2 exp

(
24
√
6ac

κc ṽ0
e

2
3
λc er

2
r

)
+ D̃1 r − C1

6 +m2

m2 − 6
r

m2

6 , (r → ∞) , (G.60)

where C1 is the constant appearing in (G.52).

H Numerical methods

We shall discuss here the most involved steps of the numerical computations, which were

done to derive the results of sections 5 and 6.

H.1 Computing the flavor singlet scalar spectrum

The starting point of the numerical analysis for the flavor singlet scalars is the coupled pair

of equations (A.100) and (A.101). Following [4], we first make the coordinate transforma-

tion from r to A, because this helps to resolve the UV behavior of the various functions.

For xµ dependence we insert the usual plane wave Ansatz such that −✷ is replaced by the

square of the four momentum q2. We first solve the background as explained in [4] and

evaluate the coefficients of the fluctuation equation on the background. The A dependence

of the fluctuation wave functions is then obtained by solving the resulting coupled ordi-

nary differential equations by shooting from the IR. We require normalizability in the IR,

and choose the starting values at an IR cutoff according to the asymptotic expansions of

appendix G.

The scalar meson (and glueball) masses are found as follows. We choose a basis for the

IR normalizable solutions by setting D1 = ±C1 or D̃1 = ±C1 in (G.52), (G.54), and (G.60)

(and by setting C2 = D2 = D̃2 = 0). We denote the solutions obtained by using the

boundary conditions with plus [minus] signs by (ζ1, ξ1) [(ζ2, ξ2)], respectively. Notice that

these solutions will not be UV normalizable, in general. We then study the determinant

(
ζ1 ξ1
ζ2 ξ2

)∣∣∣∣∣
A=AUV

(H.1)

evaluated at an UV cutoff AUV as q2 is varied. The value of the determinant is dominated

by the non-normalizable term of the solutions in the UV, and approximately at its nodes the

two solutions become linearly dependent asymptotically in the UV. One can form a linear

combination where the non-normalizable terms cancel, which is Therefore normalizable

both in the IR and in the UV. Therefore, the nodes of the determinant mark the values of

the meson masses, q2 = −m2
n.

Notice that the dependence of the coefficients of the fluctuation equations (A.102)–

(A.106) on the background is complicated. Consequently, numerical evaluation of the

coefficients is rather time consuming, which slows down the analysis of the fluctuation

equations. Therefore we have tabulated the values of the coefficients for each background,
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and used interpolation from the tabulated values when solving the fluctuation equations.

Since the coefficients are independent of q2, the tabulation procedure needs to be done only

once for each background. This method speeds up the scans over q2 considerably.

It is important to check that the UV and IR cutoffs are far enough so that the values

of the masses are not sensitive to small changes in their values. This can be particularly

tricky for small xc − x, as the system develops separate UV and IR scales, which both

need to be included in the range of solutions. One also needs to check that the grid used

when tabulating the coefficients of the fluctuation equations is dense enough, and that the

numerical precision of the background solutions is sufficient, in order to obtain reliable

solutions to the fluctuation equations.

H.2 Computing the S-parameter

The S-parameter can in principle computed in a straightforward manner by applying the

definition of section 6:

S = 4π
d

dq2
[
q2(ΠV −ΠA)

]
q=0

= −NcNf

3π

d

dq2

(
∂rψ

V (r)

r
− ∂rψ

A(r)

r

)∣∣∣∣
r=ǫ, q=0

, (H.2)

with the numerically evaluated vector and axial fluctuation wave functions ψV and ψA.

However, this often produces imprecise or unreliable results due to issues with numerical

precision, in particular when xc−x is small: on one hand, the S-parameter arises from the

normalizable parts of the wave functions which are highly suppressed in the UV. On the

other hand, the formula (H.2) has corrections which are only suppressed by logarithms of

r, and the cutoff ǫ needs to be exponentially close to the boundary in order to suppress

these. We present here one possible method27 to overcome such issues and to obtain S at

high precision. Analogous methods can be used to compute fπ or S′ in (6.7) reliably.

We first introduce some notation. We will take the quark mass to be zero. Let

ψ
(IR)
V (A, q2) and ψ

(IR)
A (A, q2) be the “standard” numerical solutions, which are obtained by

matching with the normalizable asymptotics in the IR, shooting from the IR towards the

UV, and normalized by ψ
(IR)
V (AUV, q

2) = 1 = ψ
(IR)
A (AUV, q

2) at the UV cutoff. Notice that

ψ
(IR)
V (A, 0) ≡ 1 for all A. We also denote by ψ

(UV)
V (A, q2) and ψ

(UV)
A (A, q2) the analogous

solutions which are normalizable in the UV instead, matched with the UV expansions of

the normalizable modes in (G.8), (G.9), and obtained by shooting from the UV towards

the IR. We do not need to normalize them at this point.

We will need one more set of solutions: the ones corresponding to the subleading

terms in the UV-non-normalizable solutions for the wave functions. Therefore we write

ψV,A = 1+δψV,A. Inserting this in the fluctuation equations (A.12) and (A.20) we find that

δψ′′
V (r) + ∂r logC1(r) δψ

′
V (r)− q2G(r)2 ≃ 0

δψ′′
A(r) + ∂r logC1(r) δψ

′
A(r) +G2(r)HA(r)− q2G(r)2 ≃ 0 , (H.3)

where we approximated that δψV,A are small. The functions appearing in the coefficients

are defined in (A.9), (A.13), and (A.22). We denote by δψV,A(A, q
2) the solutions of (H.3),

27We present here a solution which is rather straightforward, but technically involved. Another possibility

could be to use the formalism of appendix J.
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matched to the subleading terms of the non-normalizable modes in (G.8), (G.9), and shot

from the UV towards the IR. Notice that these solutions necessarily also contain terms

proportional to the normalizable modes in (G.8) and (G.9), because the normalizable modes

dominate when we shoot towards the IR.

We now discuss the actual calculation. First, we choose a (small) value q2, and con-

struct the vector wave function ψ
(IR)
V (A, q2), for all coordinate values between the cutoffs.

The high precision UV solution is then given by the combination

1 + δψV (A, q
2) + CV ψ

(UV)
V (A, q2) , (H.4)

where CV needs to be determined by matching to the “standard” solution ψ
(IR)
V (A, q2) in

the region where the two last terms of (H.4) are much smaller than one, but not too small,

so that they can be extracted from ψ
(IR)
V (A, q2) as well. In practice we study the ratio

ψ
(IR)
V (A, q2)− 1− δψV (A, q

2)

ψ
(UV)
V (A, q2)

(H.5)

as a function of A. It takes a very precisely constant value in the UV region (up to a value

of A where numerical noise sets in), and this value is identified as CV .

We repeat a similar procedure for the axial wave function. There is, however, compli-

cation as the axial sector couples to the Goldstone mode, which induces extra contributions

at q = 0. Therefore, it is convenient to subtract the q = 0 solutions and match28

δψA(A, q
2)− δψA(A, 0) + CAψ

(UV)
A (A, q2) , (H.6)

to ψ
(IR)
A (A, q2)− ψ

(IR)
A (A, 0).

The subleading terms of ψV − ψA in the UV, which will determine the S-parameter

trough (H.2), are now included in

Ψ(A, q2) ≡ δψV (A, q
2) + CV ψ

(UV)
V (A, q2)−

[
δψA(A, q

2)− δψA(A, 0) + CAψ
(UV)
A (A, q2)

]
.

(H.7)

This is a big improvement with respect to the solutions ψ
(IR)
V,A , because all terms here are

obtained by shooting from the UV and can be evaluated essentially arbitrary close to the

boundary (or arbitrary high values of A) with good precision.29 The subleading terms of

the non-normalizable modes in (G.8), (G.9) cancel up to highly suppressed contributions

due to the difference between the vector and axial wave functions in the definition of

Ψ(A, q2).30 Therefore, it has the UV asymptotics of the normalizable modes:

Ψ(A, q2) = c2(q
2) ℓ2e−2A

[
1 +

Cn

A
+O

(
1

A2

)]
, (H.8)

28Notice that analogously subtracting q = 0 contributions in the vector sector would give exactly the

matching discussed after (H.4), because due to ψ
(IR)
V (A, 0) = 1 and δψV (A, 0) = 0. In the matching of

the axial wave functions, we could also approximate ψ
(IR)
A (A, 0) ≃ 1, but using the exact solution leads to

slightly better results.
29In the end the fact that ψ

(UV)
V,A is suppressed with respect to δψV,A by − log r ∼ A sets a limit on how

close to the boundary we can get. We have been using the cutoff value A = 300.
30Notice, however, that we cannot leave out the functions δψV,A in the definition, because they also

contain nontrivial contributions to the normalizable modes.
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where

Cn = −4(V1 + 4w1 + 2W1)

9V1
(H.9)

with the coefficients defined in (G.1). Since Ψ(A, q2) can be evaluated very close to the

boundary, it is easy to find c2(q
2) by matching with the UV expansion.

Finally, we can compute the S-parameter from the formula (H.2), which depends on

the wave functions through the combination

lim
r→0

[
∂rψ

V (r)

r
− ∂rψ

A(r)

r

]
= −ℓ−2 lim

A→∞
e2A∂AΨ(A, q2) +

12π2f2π
NcNf

= 2c2(q
2) +

12π2f2π
NcNf

.

(H.10)

By construction, Ψ(A, 0) = 0 = c2(0). Therefore we find that

S = −2NcNf

3π
lim
q→0

c2(q
2)

q2
. (H.11)

In practice, we cannot evaluate c2(q
2) at arbitrarily small q2 because some of the functions,

e.g., in the ratio (H.5) vanish at small q2 and we will face issues with numerical precision.

Therefore, we pick a small value of q2 where matching still works, evaluate c2(q
2) also

at the negative value −q2, and approximate the limit in (H.11) by the “averaged” ratio

(c2(q
2)− c2(−q2))/(2q2). The precision of the interpolation to q = 0 could be improved by

computing c2 at even larger set of values of q2.

I Spectrum in the limit x → xc

In this appendix we discuss in more detail how the spectrum behaves as x → xc from

below. We start by an argument [89] which explains why all mass ratios tend to con-

stants in this limit. The argument is sketched without proofs, and the details may be

checked numerically.

First recall from section 2.5 that as x → xc, the walking behavior of the background

is linked to the IR fixed point at λ = λ∗, which is present when xc ≤ x < 11/2. As

x → xc, the coupling remains approximately constant with λ ≃ λ∗ for a large range of r,

but in the end, the IR fixed point is screened by the tachyon solution, which is nonzero but

exponentially suppressed in the UV. The idea is that the background can be divided into

two regions, the UV one having λ < λ∗, and the IR one having λ > λ∗, which will become

distinct in the limit x→ xc.

Also recall from section 2.5 that we can define the characteristic UV and IR scales ΛUV

and ΛIR by using the UV and IR expansions of the background solutions, respectively. If we

take x → xc keeping rΛUV fixed, we expect that the background approaches a nontrivial

limit, which has λ < λ∗. The limiting functions are identified as the UV piece of the

background. Similarly, if we take x → xc keeping rΛIR fixed instead, the background

approaches a nontrivial limit with λ > λ∗, which is the IR piece. We can define explicitly,

for example, the limiting functions of the coupling:

λ(r) → λUV(r) , x→ xc
− with rΛUV fixed ;

λ(r) → λIR(r) , x→ xc
− with rΛIR fixed . (I.1)
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The convergence of the former and latter limits is pointwise in rΛUV and in rΛIR, re-

spectively. The UV solution is the standard solution at x = xc with an IR fixed point:

λUV → λ∗ as r → ∞. The IR solution diverges in the IR and satisfies λIR → λ∗ as r → 0.

The UV and IR solutions have essentially one characteristic scale each, given by ΛUV and

ΛIR, respectively.

We can now understand why the ratios of any two masses and decay constants tend to

fixed values in the limit x→ xc: these quantities are essentially functions of the IR piece of

the solution only, and therefore take fixed values in units of ΛIR in this limit. It is indeed

easy to check that masses in the non-singlet flavor towers (except for the scalar case which

will be discussed below) depend on the IR dynamics only, because the fluctuation equations

can be cast into the Schrödinger from, see appendix B. The bottom of the potential is

located around r ∼ Λ−1
IR , and for r ≪ Λ−1

IR the potential diverges as V (r) ∼ r−2. Therefore

the effect of any structure of the potential at r ∼ Λ−1
UV on the masses is highly suppressed

as x → xc, and the limiting values of the masses can be calculated solely in terms of the

IR piece of the background at x = xc.

For the decay constants the situation is slightly more involved, as their values are given

by the UV asymptotics of the wave functions of the fluctuation modes (see appendix F). The

wave functions take their largest values in the region r ∼ Λ−1
IR , and their shape in this region

determines their normalization up to highly suppressed contributions. Therefore the scale

of the coefficients of the UV asymptotics, and consequently that of the decay constants, is

fixed to ΛIR. There is, however, some structure at r ∼ Λ−1
UV in the Schrödinger potential,

which may modify the values of these coefficients even as x → xc. The resulting O (1)

correction term may be calculated explicitly for the vector and axial decay constants as

we now demonstrate. In the walking regime and in the UV, only the first terms in the

fluctuation equations (A.12) and (A.20) are relevant. Therefore, we find that

C1(r)∂rψV/A(r) = const. (I.2)

where C1 is defined in (A.13). In the UV we have G(r) ≃ 1 and Vf (λ, τ) ≃ Vf0(λ). At

UV/IR fixed points the metric reads

eA ≃ ℓ

r
=

√
12√

Veff(λ) r
(I.3)

so that equating the values of the constant in (I.2) at the fixed points leads to

∂rψV/A(r)

r

∣∣∣∣
r=0

=
Vf0(λ∗)

Vf0(0)

(
w(λ∗)
w(0)

)2
√

Veff(0)

Veff(λ∗)

∂rψV/A(r)

r

∣∣∣∣
λ=λ∗

. (I.4)

The decay constants depend on the fluctuation wave function through the factor on the

left hand side, whereas its value at the IR fixed point, the last term on the right hand

side, only depends on the IR solutions in the limit x → xc. The correction from the UV

dynamics may therefore be found by inserting (I.4) in the definition of the decay constants.

Notice that the above arguments do not exclude the possibility of a light dilaton:

there could in principle be a scalar state the mass of which behaves as ΛIR in general, but
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becomes exactly zero as x → xc. And indeed there is something interesting happening in

the scalar sector. It is not difficult to check that the IR piece of the Schrödinger potential

for the non-singlet scalars at x = xc has the critical behavior [7]

VS(r) ∼ − 1

4r2
, (r → 0) . (I.5)

Therefore, the system is close to becoming unstable: if the coefficient was even slightly less

than −1/4, the scalar sector would have an infinite tower of tachyons as x→ xc.

We may elaborate on this by considering the region with x < xc and xc − x ≪ 1. We

find that (see (A.39) and (A.40) in appendix A.1)

VS(r) ∼
3

4r2
(0 < r ≪ Λ−1

UV)

VS(r) ∼
[
15

4
−∆(4−∆)

]
1

r2
(Λ−1

UV ≪ r ≪ Λ−1
IR ) , (I.6)

where ∆ is the dimension of the chiral condensate at the fixed point λ = λ∗. When x < xc
the BF bound is violated at the fixed point, so that ∆(4 − ∆) > 4 and the coefficient of

1/r2 in (I.6) is smaller than −1/4. This means that there is an instability, if the range of

the approximation in (I.6) (with walking) is long enough.

In order to check this explicitly, we can analyze the wave functions for the potential (I.6)

a bit further. In order to see if there is an instability in the non-singlet scalar sector, it is

enough to check if the fluctuation wave function at zero mass has nodes. By recalling that

in terms of the mass of the tachyon and the IR AdS radius we have ∆(4−∆) = −m2
IRℓ

2
IR,

and using the relation (2.20), we find that

15

4
−∆(4−∆) ≃ −1

4
− π2

K̂2
(xc − x) . (I.7)

Consequently, in the walking region, the Schrödinger wave function α(r) behaves as

α(r) ∝
√
r sin

(
π

K̂

√
xc − x log r + φ

)
, (I.8)

where φ is a constant. Recalling the ratio ΛUV/ΛIR from (2.19), we observe that the length

of the walking region is half of the period of the sine function in (I.8), i.e., the region

has exactly the largest possible length which is still consistent with α(r) having no nodes.

However, since the length is exactly critical, unstable modes or a light dilaton cannot be

excluded by this argument, and numerics is needed to check the stability in the end.

One way to understand the above results is to notice that when r ≪ Λ−1
IR , the back-

ground tachyon is much smaller than one, and therefore the tachyon and its zero-mass

fluctuations (singlet and non-singlet) solve the same equations.31 The “critical” scalar fluc-

tuations therefore just reflects similar behavior of the tachyon background, which is linked

to the BKT transition and Miransky scaling. Since the standard background tachyon does

not have nodes, the fluctuations should not have those either for r ≪ Λ−1
IR .

31This is nontrivial for the singlet scalars due to mixing of the glue and flavor fluctuation modes, but

may be checked by a straightforward calculation.
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In summary, the negative dip of (I.6) in the Schrödinger potentials of the scalars has

therefore just the critical width, so that is not clear without doing the numerics if there are

unstable states or possibly a light dilaton state. While we did the above analysis mostly for

flavor non-singlet scalars, for which the Schrödinger picture is well-defined, it is possible to

check that the behavior of the wave function is similar to (I.8) for the flavor singlet scalars.

In the end, numerical analysis reveals that the dilaton (as well as tachyonic states) are

absent from the spectrum. In fact, as seen from figure 8, the lightest flavor singlet meson

is heavier than its non-singlet counterpart, and it is also heavier than the spin-one states

for potentials II.

J ΠV − ΠA at large q2

Here we shall go through the discussion of section 6.2 in more detail. To start with, the

fluctuation equations for vectors and axial vectors are

1

C2(r)
∂r
[
C1(r)ψ

′
V (r)

]
− q2ψV (r) = 0

1

C2(r)
∂r
[
C1(r)ψ

′
A(r)

]
−H(r)ψA(r)− q2ψA(r) = 0 , (J.1)

where the coefficients can be found in appendix A.1 (we denote again H = HA). Defining

φ = (ψA − ψV )/ψA, the exact counterpart of (6.12) reads

1

C2(r)
∂r
[
C1(r)φ

′(r)
]
+ 2∂r logψA(r)φ

′(r) = (1− φ(r))H(r) . (J.2)

Assuming that φ(r) is small (which can be checked from the result), we drop the term

proportional to φ(r) on the right hand side. Defining

g(r) = C1(r)φ
′(r) , (J.3)

we therefore find

g′(r) + 2G(r)2 ∂r logψA(r) g(r) ≃M(r) , (J.4)

where G and M are given in eqs. (A.9) and (A.21), respectively. This equation is solved by

g(r) ≃ exp

[
−2

∫ r

0
dr′G2(r′) ∂r logψA(r

′)

]

×
{
−
∫ ∞

r
dr′M(r′) exp

[
2

∫ r′

0
dr′′G2(r′′) ∂r logψA(r

′′)

]
+ const.

}
.

(J.5)

So far we did not use the fact that q2 is large. This is necessary to rule out the constant

piece in the wavy brackets of (J.5). When q ≫ ΛIR, the IR-normalizable solution behaves

as ψA(r) ∼ e−qr for 1/q ≪ r ≪ 1/ΛIR, so that ∂r logψA(r) ≃ −q. We see that the constant

piece corresponds to the IR-non-normalizable solution for g(r), and must be exponentially

suppressed as q → ∞. Setting the constant to zero in (J.5) and by using the relation (J.3),
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we can verify that the qualitative properties of the solution match with (6.13): g(r) goes

to a constant as r → 0, and behaves as

g(r) ∼ −e2qr
∫ ∞

r
M(r′)e−2qr′ ≃ − 1

2q
M(r) ∼ H(r)

qr
(J.6)

for 1/q ≪ r ≪ 1/ΛIR. We also see that indeed φ(r) ≪ 1 for r ≪ 1/ΛIR even in the presence

of walking dynamics, so the approximation done above is valid.

Finally, we write down the result for ΠV −ΠA. By using the definition in (6.6),

q2
[
ΠA(q

2)−ΠV (q
2)
]
=
NcNf

12π2
lim
r→0

∂r (ψV (r)− ψA(r))

r

= −NcNf

12π2
lim
r→0

g(r)

rC1(r)
(J.7)

≃ NcNf

12π2W0w2
0ℓ

∫ ∞

0
drM(r) exp

[
2

∫ r

0
dr′G2(r′) ∂r logψA(r

′)

]
,

where the coefficients are as defined in section 4. By its derivation, this result holds for

all q ≫ ΛIR also for small xc − x, i.e., when the coupling constant walks and ΛUV ≫ ΛIR.

Corrections to this formula can be computed iteratively by taking into account the extra

term which we dropped in (J.2). By using, e.g., (J.6), we see that the corrections are

suppressed by 1/q6 for q ≫ ΛUV, and by 1/q4 in the regime governed by walking dynamics,

ΛUV ≫ q ≫ ΛIR.

We finish the discussion by simplifying (J.7) for q ≫ ΛUV. In this regime, up to

logarithmically suppressed corrections, ψA(r) = qrK1(qr), where K is the modified Bessel

function of the second kind, and we may also set G(r) = 1. Therefore,

q2
[
ΠA(q

2)−ΠV (q
2)
]
≃ NcNf

12π2

∫ ∞

0
dr

(qr)2 (K1(qr))
2

r
H(r)

=
NcNf

12π2

∫ ∞

0
dr r (K1(r))

2 H

(
r

q

)
.

(J.8)

Therefore, at leading order the result is completely explicit and matches with the standard

AdS one (see, e.g., [135, 136]), but the corrections are only logarithmically suppressed,

while (J.7) has power suppressed corrections.

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License which permits any use, distribution and reproduction in any medium,

provided the original author(s) and source are credited.
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[98] B. Bellazzini, C. Csáki, J. Hubisz, J. Serra and J. Terning, A naturally light dilaton and a

small cosmological constant, arXiv:1305.3919 [INSPIRE].

[99] O. Mintakevich and J. Sonnenschein, Holographic technicolor models and their S-parameter,

JHEP 07 (2009) 032 [arXiv:0905.3284] [INSPIRE].

[100] D.G. Levkov, V.A. Rubakov, S.V. Troitsky and Y.A. Zenkevich, Constraining holographic

technicolor, Phys. Lett. B 716 (2012) 350 [arXiv:1201.6368] [INSPIRE].

– 112 –

http://dx.doi.org/10.1007/JHEP11(2010)123
http://arxiv.org/abs/1010.1364
http://inspirehep.net/search?p=find+EPRINT+arXiv:1010.1364
http://dx.doi.org/10.1088/1126-6708/2007/12/037
http://arxiv.org/abs/0708.2839
http://inspirehep.net/search?p=find+EPRINT+arXiv:0708.2839
http://dx.doi.org/10.1088/1126-6708/2008/01/055
http://arxiv.org/abs/0708.3233
http://inspirehep.net/search?p=find+EPRINT+arXiv:0708.3233
http://dx.doi.org/10.1103/PhysRevD.78.066021
http://arxiv.org/abs/0804.4807
http://inspirehep.net/search?p=find+EPRINT+arXiv:0804.4807
http://dx.doi.org/10.1088/1126-6708/2009/07/085
http://arxiv.org/abs/0901.0281
http://inspirehep.net/search?p=find+EPRINT+arXiv:0901.0281
http://dx.doi.org/10.1007/JHEP06(2013)071
http://arxiv.org/abs/1304.4437
http://inspirehep.net/search?p=find+EPRINT+arXiv:1304.4437
http://dx.doi.org/10.1103/PhysRevD.86.026008
http://arxiv.org/abs/1204.2474
http://inspirehep.net/search?p=find+EPRINT+arXiv:1204.2474
http://arxiv.org/abs/1307.4896
http://inspirehep.net/search?p=find+EPRINT+arXiv:1307.4896
http://dx.doi.org/10.1007/JHEP01(2013)093
http://arxiv.org/abs/1210.4516
http://inspirehep.net/search?p=find+EPRINT+arXiv:1210.4516
http://dx.doi.org/10.1016/j.physletb.2013.01.070
http://arxiv.org/abs/1211.6125
http://inspirehep.net/search?p=find+EPRINT+arXiv:1211.6125
http://dx.doi.org/10.1016/j.physletb.2010.02.023
http://arxiv.org/abs/0908.2808
http://inspirehep.net/search?p=find+EPRINT+arXiv:0908.2808
http://dx.doi.org/10.1103/PhysRevD.82.055007
http://arxiv.org/abs/1006.2526
http://inspirehep.net/search?p=find+EPRINT+arXiv:1006.2526
http://dx.doi.org/10.1007/JHEP01(2011)026
http://arxiv.org/abs/1010.1964
http://inspirehep.net/search?p=find+EPRINT+arXiv:1010.1964
http://dx.doi.org/10.1016/j.nuclphysb.2012.05.005
http://arxiv.org/abs/1203.1968
http://inspirehep.net/search?p=find+EPRINT+arXiv:1203.1968
http://dx.doi.org/10.1007/JHEP05(2013)003
http://arxiv.org/abs/1212.1176
http://inspirehep.net/search?p=find+EPRINT+arXiv:1212.1176
http://dx.doi.org/10.1016/j.nuclphysb.2013.01.022
http://arxiv.org/abs/1212.2600
http://inspirehep.net/search?p=find+EPRINT+arXiv:1212.2600
http://dx.doi.org/10.1103/PhysRevD.87.086003
http://arxiv.org/abs/1302.4553
http://inspirehep.net/search?p=find+EPRINT+arXiv:1302.4553
http://arxiv.org/abs/1305.3919
http://inspirehep.net/search?p=find+EPRINT+arXiv:1305.3919
http://dx.doi.org/10.1088/1126-6708/2009/07/032
http://arxiv.org/abs/0905.3284
http://inspirehep.net/search?p=find+EPRINT+arXiv:0905.3284
http://dx.doi.org/10.1016/j.physletb.2012.08.038
http://arxiv.org/abs/1201.6368
http://inspirehep.net/search?p=find+EPRINT+arXiv:1201.6368


J
H
E
P
1
1
(
2
0
1
3
)
0
6
8

[101] M. Shifman and A. Vainshtein, Highly excited mesons, linear Regge trajectories and the

pattern of the chiral symmetry realization, Phys. Rev. D 77 (2008) 034002

[arXiv:0710.0863] [INSPIRE].

[102] L.Y. Glozman, QCD symmetries in excited hadrons, eConf C 070910 (2007) 140

[arXiv:0710.0978] [INSPIRE].

[103] A.A. Andrianov and D. Espriu, Parity doubling from Weinberg sum rules,

Phys. Lett. B 671 (2009) 275 [arXiv:0803.4104] [INSPIRE].

[104] F. Sannino, Mass deformed exact S-parameter in conformal theories,

Phys. Rev. D 82 (2010) 081701 [arXiv:1006.0207] [INSPIRE].

[105] F. Sannino, Magnetic S-parameter, Phys. Rev. Lett. 105 (2010) 232002 [arXiv:1007.0254]

[INSPIRE].

[106] S. Di Chiara, C. Pica and F. Sannino, Flavor dependence of the S-parameter,

Phys. Lett. B 700 (2011) 229 [arXiv:1008.1267] [INSPIRE].

[107] R. Barbieri, A. Pomarol, R. Rattazzi and A. Strumia, Electroweak symmetry breaking after

LEP-1 and LEP-2, Nucl. Phys. B 703 (2004) 127 [hep-ph/0405040] [INSPIRE].

[108] C. Charmousis, B. Gouteraux, B. Kim, E. Kiritsis and R. Meyer, Effective holographic

theories for low-temperature condensed matter systems, JHEP 11 (2010) 151

[arXiv:1005.4690] [INSPIRE].

[109] B. Gouteraux and E. Kiritsis, Generalized holographic quantum criticality at finite density,

JHEP 12 (2011) 036 [arXiv:1107.2116] [INSPIRE].

[110] M. Caselle et al., Thermodynamics of SU(N) Yang-Mills theories in 2+1 dimensions II.

The deconfined phase, JHEP 05 (2012) 135 [arXiv:1111.0580] [INSPIRE].

[111] U. Gürsoy, Continuous Hawking-Page transitions in Einstein-scalar gravity,

JHEP 01 (2011) 086 [arXiv:1007.0500] [INSPIRE].

[112] M. Panero, Thermodynamics of the QCD plasma and the large-N limit,

Phys. Rev. Lett. 103 (2009) 232001 [arXiv:0907.3719] [INSPIRE].

[113] G. Boyd et al., Thermodynamics of SU(3) lattice gauge theory,

Nucl. Phys. B 469 (1996) 419 [hep-lat/9602007] [INSPIRE].

[114] P.N. Meisinger, T.R. Miller and M.C. Ogilvie, Phenomenological equations of state for the

quark gluon plasma, Phys. Rev. D 65 (2002) 034009 [hep-ph/0108009] [INSPIRE].

[115] R.D. Pisarski, Fuzzy bags and Wilson lines, Prog. Theor. Phys. Suppl. 168 (2007) 276

[hep-ph/0612191] [INSPIRE].

[116] M. Goykhman and A. Parnachev, S-parameter, technimesons and phase transitions in

holographic tachyon DBI models, Phys. Rev. D 87 (2013) 026007 [arXiv:1211.0482]

[INSPIRE].

[117] U. Gürsoy, I. Iatrakis, E. Kiritsis, F. Nitti and A. O’Bannon, The Chern-Simons diffusion

rate in improved holographic QCD, JHEP 02 (2013) 119 [arXiv:1212.3894] [INSPIRE].

[118] S.S. Gubser, Curvature singularities: the good, the bad and the naked, Adv. Theor. Math.

Phys. 4 (2000) 679 [hep-th/0002160] [INSPIRE].

[119] M. Harada, M. Kurachi and K. Yamawaki, Meson masses in large-Nf QCD from

Bethe-Salpeter equation, Phys. Rev. D 68 (2003) 076001 [hep-ph/0305018] [INSPIRE].

– 113 –

http://dx.doi.org/10.1103/PhysRevD.77.034002
http://arxiv.org/abs/0710.0863
http://inspirehep.net/search?p=find+EPRINT+arXiv:0710.0863
http://arxiv.org/abs/0710.0978
http://inspirehep.net/search?p=find+EPRINT+arXiv:0710.0978
http://dx.doi.org/10.1016/j.physletb.2008.12.030
http://arxiv.org/abs/0803.4104
http://inspirehep.net/search?p=find+EPRINT+arXiv:0803.4104
http://dx.doi.org/10.1103/PhysRevD.82.081701
http://arxiv.org/abs/1006.0207
http://inspirehep.net/search?p=find+EPRINT+arXiv:1006.0207
http://dx.doi.org/10.1103/PhysRevLett.105.232002
http://arxiv.org/abs/1007.0254
http://inspirehep.net/search?p=find+EPRINT+arXiv:1007.0254
http://dx.doi.org/10.1016/j.physletb.2011.05.008
http://arxiv.org/abs/1008.1267
http://inspirehep.net/search?p=find+EPRINT+arXiv:1008.1267
http://dx.doi.org/10.1016/j.nuclphysb.2004.10.014
http://arxiv.org/abs/hep-ph/0405040
http://inspirehep.net/search?p=find+EPRINT+hep-ph/0405040
http://dx.doi.org/10.1007/JHEP11(2010)151
http://arxiv.org/abs/1005.4690
http://inspirehep.net/search?p=find+EPRINT+arXiv:1005.4690
http://dx.doi.org/10.1007/JHEP12(2011)036
http://arxiv.org/abs/1107.2116
http://inspirehep.net/search?p=find+EPRINT+arXiv:1107.2116
http://dx.doi.org/10.1007/JHEP05(2012)135
http://arxiv.org/abs/1111.0580
http://inspirehep.net/search?p=find+EPRINT+arXiv:1111.0580
http://dx.doi.org/10.1007/JHEP01(2011)086
http://arxiv.org/abs/1007.0500
http://inspirehep.net/search?p=find+EPRINT+arXiv:1007.0500
http://dx.doi.org/10.1103/PhysRevLett.103.232001
http://arxiv.org/abs/0907.3719
http://inspirehep.net/search?p=find+EPRINT+arXiv:0907.3719
http://dx.doi.org/10.1016/0550-3213(96)00170-8
http://arxiv.org/abs/hep-lat/9602007
http://inspirehep.net/search?p=find+EPRINT+hep-lat/9602007
http://dx.doi.org/10.1103/PhysRevD.65.034009
http://arxiv.org/abs/hep-ph/0108009
http://inspirehep.net/search?p=find+EPRINT+hep-ph/0108009
http://dx.doi.org/10.1143/PTPS.168.276
http://arxiv.org/abs/hep-ph/0612191
http://inspirehep.net/search?p=find+EPRINT+hep-ph/0612191
http://dx.doi.org/10.1103/PhysRevD.87.026007
http://arxiv.org/abs/1211.0482
http://inspirehep.net/search?p=find+EPRINT+arXiv:1211.0482
http://dx.doi.org/10.1007/JHEP02(2013)119
http://arxiv.org/abs/1212.3894
http://inspirehep.net/search?p=find+EPRINT+arXiv:1212.3894
http://arxiv.org/abs/hep-th/0002160
http://inspirehep.net/search?p=find+EPRINT+hep-th/0002160
http://dx.doi.org/10.1103/PhysRevD.68.076001
http://arxiv.org/abs/hep-ph/0305018
http://inspirehep.net/search?p=find+EPRINT+hep-ph/0305018


J
H
E
P
1
1
(
2
0
1
3
)
0
6
8

[120] M. Kurachi and R. Shrock, Study of the change from walking to non-walking behavior in a

vectorial gauge theory as a function of Nf , JHEP 12 (2006) 034 [hep-ph/0605290]

[INSPIRE].

[121] W.A. Bardeen, C.N. Leung and S.T. Love, The dilaton and chiral symmetry breaking,

Phys. Rev. Lett. 56 (1986) 1230 [INSPIRE].

[122] B. Holdom and J. Terning, A light dilaton in gauge theories?, Phys. Lett. B 187 (1987) 357

[INSPIRE].

[123] B. Holdom and J. Terning, No light dilaton in gauge theories, Phys. Lett. B 200 (1988) 338

[INSPIRE].

[124] D.D. Dietrich, F. Sannino and K. Tuominen, Light composite Higgs from higher

representations versus electroweak precision measurements: predictions for CERN LHC,

Phys. Rev. D 72 (2005) 055001 [hep-ph/0505059] [INSPIRE].

[125] T. Appelquist and Y. Bai, A light dilaton in walking gauge theories,

Phys. Rev. D 82 (2010) 071701 [arXiv:1006.4375] [INSPIRE].

[126] M. Hashimoto and K. Yamawaki, Techni-dilaton at conformal edge,

Phys. Rev. D 83 (2011) 015008 [arXiv:1009.5482] [INSPIRE].

[127] B. Grinstein and P. Uttayarat, A very light dilaton, JHEP 07 (2011) 038

[arXiv:1105.2370] [INSPIRE].

[128] O. Antipin, M. Mojaza and F. Sannino, Light dilaton at fixed points and ultra light scale

super Yang-Mills, Phys. Lett. B 712 (2012) 119 [arXiv:1107.2932] [INSPIRE].

[129] M. Harada, M. Kurachi and K. Yamawaki, The π+-π0 mass difference and the S parameter

in large-Nf QCD, Prog. Theor. Phys. 115 (2006) 765 [hep-ph/0509193] [INSPIRE].

[130] M. Kurachi and R. Shrock, Behavior of the S parameter in the crossover region between

walking and QCD-like regimes of an SU(N) gauge theory, Phys. Rev. D 74 (2006) 056003

[hep-ph/0607231] [INSPIRE].

[131] T. Appelquist and G. Triantaphyllou, Precision tests of technicolor,

Phys. Lett. B 278 (1992) 345 [INSPIRE].

[132] R. Sundrum and S.D. Hsu, Walking technicolor and electroweak radiative corrections,

Nucl. Phys. B 391 (1993) 127 [hep-ph/9206225] [INSPIRE].

[133] M. Harada and Y. Yoshida, QCD S parameter from inhomogeneous Bethe-Salpeter

equation, Phys. Rev. D 50 (1994) 6902 [hep-ph/9406402] [INSPIRE].

[134] S. Ignjatovic, L. Wijewardhana and T. Takeuchi, ACD estimation of the S parameter,

Phys. Rev. D 61 (2000) 056006 [INSPIRE].

[135] D.T. Son and N. Yamamoto, Holography and anomaly matching for resonances,

arXiv:1010.0718 [INSPIRE].

[136] I. Iatrakis and E. Kiritsis, Vector-axial vector correlators in weak electric field and the

holographic dynamics of the chiral condensate, JHEP 02 (2012) 064 [arXiv:1109.1282]

[INSPIRE].

[137] E. Kiritsis and F. Nitti, On massless 4D gravitons from asymptotically AdS5 space-times,

Nucl. Phys. B 772 (2007) 67 [hep-th/0611344] [INSPIRE].

– 114 –

http://dx.doi.org/10.1088/1126-6708/2006/12/034
http://arxiv.org/abs/hep-ph/0605290
http://inspirehep.net/search?p=find+EPRINT+hep-ph/0605290
http://dx.doi.org/10.1103/PhysRevLett.56.1230
http://inspirehep.net/search?p=find+J+Phys.Rev.Lett.,56,1230
http://dx.doi.org/10.1016/0370-2693(87)91109-9
http://inspirehep.net/search?p=find+J+Phys.Lett.,B187,357
http://dx.doi.org/10.1016/0370-2693(88)90783-6
http://inspirehep.net/search?p=find+J+Phys.Lett.,B200,338
http://dx.doi.org/10.1103/PhysRevD.72.055001
http://arxiv.org/abs/hep-ph/0505059
http://inspirehep.net/search?p=find+EPRINT+hep-ph/0505059
http://dx.doi.org/10.1103/PhysRevD.82.071701
http://arxiv.org/abs/1006.4375
http://inspirehep.net/search?p=find+EPRINT+arXiv:1006.4375
http://dx.doi.org/10.1103/PhysRevD.83.015008
http://arxiv.org/abs/1009.5482
http://inspirehep.net/search?p=find+EPRINT+arXiv:1009.5482
http://dx.doi.org/10.1007/JHEP07(2011)038
http://arxiv.org/abs/1105.2370
http://inspirehep.net/search?p=find+EPRINT+arXiv:1105.2370
http://dx.doi.org/10.1016/j.physletb.2012.04.050
http://arxiv.org/abs/1107.2932
http://inspirehep.net/search?p=find+EPRINT+arXiv:1107.2932
http://dx.doi.org/10.1143/PTP.115.765
http://arxiv.org/abs/hep-ph/0509193
http://inspirehep.net/search?p=find+EPRINT+hep-ph/0509193
http://dx.doi.org/10.1103/PhysRevD.74.056003
http://arxiv.org/abs/hep-ph/0607231
http://inspirehep.net/search?p=find+EPRINT+hep-ph/0607231
http://dx.doi.org/10.1016/0370-2693(92)90204-H
http://inspirehep.net/search?p=find+J+Phys.Lett.,B278,345
http://dx.doi.org/10.1016/0550-3213(93)90144-E
http://arxiv.org/abs/hep-ph/9206225
http://inspirehep.net/search?p=find+EPRINT+hep-ph/9206225
http://dx.doi.org/10.1103/PhysRevD.50.6902
http://arxiv.org/abs/hep-ph/9406402
http://inspirehep.net/search?p=find+EPRINT+hep-ph/9406402
http://dx.doi.org/10.1103/PhysRevD.61.056006
http://inspirehep.net/search?p=find+J+Phys.Rev.,D61,056006
http://arxiv.org/abs/1010.0718
http://inspirehep.net/search?p=find+EPRINT+arXiv:1010.0718
http://dx.doi.org/10.1007/JHEP02(2012)064
http://arxiv.org/abs/1109.1282
http://inspirehep.net/search?p=find+EPRINT+arXiv:1109.1282
http://dx.doi.org/10.1016/j.nuclphysb.2007.02.024
http://arxiv.org/abs/hep-th/0611344
http://inspirehep.net/search?p=find+EPRINT+hep-th/0611344

	Introduction and outlook
	Results
	Outlook

	V-QCD
	The glue sector
	The flavor sector
	The CP-odd sector and the closed string axion
	The relation to string theory models
	The background solutions

	Quadratic fluctuations
	The flavor non-singlet sector
	The flavor singlet sector

	Constraining the action
	UV structure
	IR structure
	The IR fixed point and the BF bound
	Constraints from the meson spectra
	Examples of potentials

	Spectra: numerical results
	The flavor non-singlet sector
	The flavor singlet sector
	Behavior as x to x(c)- and the dilaton state
	(In)stability of the Efimov solutions

	Two-point functions and the S-parameter
	The S-parameter and the decay constants
	Discontinuity at x=x(c)

	Derivation on the quadratic fluctuation equations
	Flavor non-singlet sector
	Vector mesons
	Axial vector mesons
	Pseudoscalar mesons
	Scalar mesons

	Flavor singlet sector: lagrangian terms
	Terms from the flavor action
	Terms from the glue action
	Full lagrangian, fluctuation equations and field decomposition

	Flavor singlet sector: fluctuation equations
	Axial-vector mesons
	Pseudoscalar mesons
	Scalar mesons
	Spin-two fluctuations


	Schrödinger form
	The UV behavior of the two-point functions
	Vector two-point function
	Scalar two-point function

	UV and IR asymptotics of the background
	UV
	Fields lambda and A
	The tachyon

	IR
	lambda and A
	The tachyon
	The tachyon with modified power in the DBI action


	Asymptotic spectrum and radial trajectories
	Flavor non-singlet trajectories
	Flavor singlet trajectories
	Axial vectors
	Pseudoscalars
	Scalars


	Decay constants
	Asymptotic decay constants for large excitation number

	Asymptotics of the meson wave functions
	Non-singlet flavor fluctuations
	UV
	IR

	Singlet flavor fluctuations
	Scalar fluctuations


	Numerical methods
	Computing the flavor singlet scalar spectrum
	Computing the S-parameter

	Spectrum in the limit x to x(c)
	Pi(V)-Pi(A) at large q**2

