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Abstract: The forward $\eta$ mesons production has been observed by the Large Hadron Collider forward (LHCf) experiment in proton-proton collision at $\sqrt{s}=13 \mathrm{TeV}$. This paper presents the measurement of the inclusive production rate of $\eta$ in $p_{T}<1.1 \mathrm{GeV} / \mathrm{c}$, expressed as a function of the Feynman- $x$ variable. These results are compared with the predictions of several hadronic interaction models commonly used for the modelling of the air showers produced by ultra-high energy cosmic rays. This is both the first measurement of $\eta$ mesons from LHCf and the first time a particle containing strange quarks has been observed in the forward region for high-energy collisions. These results will provide a powerful constraint on hadronic interaction models for the purpose of improving the understanding of the processes underlying the air showers produced in the Earth's atmosphere by ultra-energetic cosmic rays.
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## 1 Introduction

Due to the steeply decreasing flux, ultra-high energy cosmic rays (UHECRs) can be measured only indirectly by observing the air showers induced in the Earth's atmosphere. Many ground-based experiments performed measurements of flux, composition and anisotropy of UHECRs [1-7]. Recently the Pierre Auger Observatory (PAO [8]) and Telescope Array (TA [9]) experiments made the most precise measurements using hybrid detection techniques. The information about the primary cosmic rays is obtained by inferring the air
shower characteristics from an array of surface detectors to observe charged particles at ground and a stereoscopic system of fluorescence detectors to observe light emission due to the excitation and de-excitation of molecules in the atmosphere. Despite the progress made through combining these techniques, the interpretation of the results obtained on mass composition still needs to be clarified [10-12]. This is because critical parts of the data analyses depend on the simulation of the air showers. The hadronic interaction models used to predict the consecutive elementary interactions during the shower development are a fundamental input in the simulations. Models must provide predictions on both "hard" and "soft" processes. While the Standard Model properly describes hard processes, soft processes need phenomenological treatment because of the low transferred four-momentum, which forbids the development of a perturbation theory because of the high values of the QCD coupling constant. Soft processes can be described using Gribov-Regge theories $[13,14]$, which involve the exchange of virtual quasi-particles called "Pomerons" in the interactions. Since there are different ways to implement Gribov-Regge theories, various models based on different implementations provide conflicting results on particle production. In order to reduce the differences between models, it is necessary to have high-energy calibration data. The Large Hadron Collider (LHC [15]) is the most suitable place to perform these measurements since a proton-proton collision at $\sqrt{s}=13 \mathrm{TeV}$ is equivalent to the interaction of about $10^{17} \mathrm{eV}$ cosmic ray with a proton at rest. Indeed, many experiments have provided calibration data for hadronic interaction models in recent years (see [16] for a review of the most up-to-date results). Among these, the Large Hadron Collider forward (LHCf [17]) experiment was designed to measure the production of neutral particles at very high pseudorapidities, which is one of the fundamental parameters of the models, since soft processes are mainly associated with the forward particle production. This paper reports the first LHCf measurement of $\eta$ meson inclusive production rate, which was accomplished using the LHCf-Arm2 detector. The importance of this observation relies on the fact that $\eta$ meson is a probe for the contribution of strange quarks to the hadronization mechanism. Differences in this parameter induce a large discrepancy in the expected $\eta$ production cross section among the models [18]. In addition, the photons produced in the $\eta$ decays are the second dominant photon sources in high-energy hadronic interactions after $\pi^{0}$ production and are relevant for the development of air showers. This paper is organized as follows. Section 2 describes the LHCf experimental apparatus. In section 3, we summarize the experimental dataset and the Monte Carlo (MC) simulation methodology. Section 4 explains the general analysis strategy, including the reconstruction procedure, the selection criteria, the calculation of corrections for the final spectrum and the effects contributing to the systematic uncertainty. In section 5, the analysis results are presented and compared with the predictions of several hadronic interaction models. Finally, the paper conclusions can be found in section 6 .

## 2 The LHCf experiment

The LHCf detectors are two independent sampling and imaging calorimeters, called Arm1 and Arm2. Each calorimeter is composed of two towers, made of tungsten absorbers
alternated with 16 GSO scintillator layers. The lateral profile of the shower is reconstructed by imaging layers inserted at different depths. Arm1 uses four pairs of X-Y GSO barbundle hodoscopes [19], while Arm2 uses four pairs of X-Y silicon microstrip detectors, in the first two pairs the X and Y layers are placed in contact, while in the last two pairs they are detached at different depths [20]. The total length of the two arms is about 21 cm , equivalent to 44 radiation lengths or 1.6 interaction lengths. The calorimeter towers have transversal dimensions of $20 \mathrm{~mm} \times 20 \mathrm{~mm}$ and $40 \mathrm{~mm} \times 40 \mathrm{~mm}$ for Arm1, $25 \mathrm{~mm} \times 25 \mathrm{~mm}$ and $32 \mathrm{~mm} \times 32 \mathrm{~mm}$ for Arm2. This configuration allows an optimal reconstruction of $\pi^{0}$ and $\eta$ mesons from the simultaneous detection of the two photons generated by their decay. The detectors are located in two regions on opposite sides of LHC Interaction Point 1 (IP1), at a distance of 141.05 m from IP1. In these regions, called Target Neutral Absorbers (TAN), the beam vacuum chamber makes a Y-shaped transition from a single beam tube facing the IP1 to two separate beam tubes joining the arcs of LHC. In this position the LHCf experiment accesses to the measurement of the high-energy neutral particle flux produced by hadronic collisions with a pseudorapidity $|\eta|>8.4$ while charged particles directed toward the LHCf detector positions are wiped out by the D1 dipole magnet. The performances of the detector were evaluated during beam tests at the CERN Super Proton Synchrotron (SPS) [21, 22]. Concerning the reconstruction of photons, the estimated energy and position resolution values of the LHCf-Arm2 detector are better than $3 \%$ and $40 \mu \mathrm{~m}$, respectively, for photons with energy above 200 GeV [21]. More details on the scientific goals and the performance of the LHCf experiment are discussed in previous reports [2123]. For this analysis, we used only the LHCf-Arm2. A schematic representation of this detector is illustrated in figure 1.

## 3 Summary of data taking conditions and Monte Carlo simulations methodology

### 3.1 Data taking conditions

The two experimental datasets used for this analysis were acquired by a special LHCf run on June 12th-13th, 2015, corresponding to LHC Fill 3855. During this dedicated low luminosity fill, 29 bunches collided at IP1 with a half crossing angle of $145 \mu \mathrm{rad}$ and a $\beta^{*}$ of 19 m . Other 6 and 2 non-colliding bunches circulated in the clockwise and counterclockwise beams, respectively, which were used to estimate the background due to interactions between the produced particles and the residual gas molecules in the beam pipe. The first dataset was taken from 22:32 to 1:30 (CEST), with an instantaneous luminosity of $L=(3-5) \times 10^{28} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ (as measured by the ATLAS experiment [24]) and an average number of collisions per bunch crossing $\mu$ in the range of $[0.007,0.012]$. The second dataset was taken from 1:40 to 12:10 (CEST), with an instantaneous luminosity of $L=(13-17) \times 10^{28} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}[24]$ and an average number of collisions per bunch crossing $\mu$ in the range of $[0.03,0.04]$. Considering the LHCf data acquisition live time, the integrated luminosities were estimated to be $0.194 \mathrm{nb}^{-1}$ and $1.938 \mathrm{nb}^{-1}$ for the first and the second dataset, respectively. Both datasets were used in this analysis for a total of 8.4 million triggered events.


Figure 1. Schematic view of the LHCf-Arm2 detector. The transversal view of the detector inside the TAN slot is illustrated in the top panel, while the bottom panel shows the longitudinal structure, including the sizes and the arrangement of the layers.

### 3.2 Monte Carlo simulations

Monte Carlo (MC) simulations were used in this work to perform several analysis tasks. The full MC simulations with the same configuration of the LHCf consist of three steps: (1) hadronic interaction of proton-proton collisions at $\sqrt{s}=13 \mathrm{TeV}$ at IP1, (2) transport of produced particles from IP1 to LHCf-Arm2 location and (3) interactions with the detector. The three parts of the simulation were performed using simulation packages Cosmos 7.633 [25] and EPICS 9.15 [26]. The full simulation has been performed starting from the events generated by two hadronic interaction models, QGSJET II-04 [27] and EPOSLHC [28]. The interaction of the collision products with the detector was simulated using DPMJET 3.04 [29]. As described in sections 4.2-4.3, the two full simulation datasets were used to calculate some correction factors and systematic uncertainties. The full QGSJET II-04 simulation was also used to compute the energy-dependent cut function for particle identification. To compare our results with hadronic interaction model predictions, we used the CRMC package [30], which acts as a frontend for the models under consideration. In this way, we generated a large simulation dataset for the models that are commonly used for air shower simulations: QGSJET II-04, EPOS-LHC, SIBYLL 2.3 [31] and DPMJET 3.06. In all the four cases, we considered the particles directly produced in the collisions or by the decay of unstable particles with $c \cdot \tau<1 \mathrm{~cm}$. The number of events and the inelastic cross section of each model is listed in table 1. More details about the simulation's methodology can be found in [32].

| Model | QGSJET | EPOS | SIBYLL | DPMJET |
| :--- | :---: | :---: | :---: | :---: |
| $\sigma_{\text {inel }}[\mathrm{mb}]$ | 80.17 | 78.98 | 79.86 | 80.14 |
| $N_{\text {ev }}$ | $9.96 \cdot 10^{7}$ | $9.90 \cdot 10^{7}$ | $10^{8}$ | $10^{8}$ |

Table 1. Total inelastic cross section $\sigma_{\text {inel }}$ for p-p collisions at $\sqrt{s}=13 \mathrm{TeV}$ and the number of events ( $N_{\mathrm{ev}}$ ) for each hadronic interaction model used for the comparison with experimental data (version number is omitted).

## 4 Analysis framework

## $4.1 \quad \eta$ event reconstruction and selection

The LHCf-Arm2 detector can identify $\eta$ mesons by reconstructing the two photons produced in the decay $\eta \rightarrow \gamma \gamma$, which occurs with a branching ratio of (39.41 $\pm 0.18) \%$ [33]. The two photons can enter one in each detector tower (Type I events, left panel of figure 2) or both in the same tower (Type II events, right panel of figure 2). The reconstruction and selection algorithms for $\eta$ mesons are similar to that developed for Type I $\pi^{0}$ analysis [32, 34]. Type II $\eta$ studies however cannot be carried out in this analysis since the acceptance for this type of event in the LHCf-Arm2 detector is very small. The energy threshold for Type II $\eta$ events is given by $E_{\min }=2 M_{\eta} L / d_{\max }$, where $M_{\eta}$ is the mass of the $\eta, L$ is the distance between IP1 and the LHCf detector, about 141.05 m , and $d_{\max }$ is the maximum distance between the impact positions of the two photons. Considering the maximum distance between photon hit positions for Type II events, which correspond to the diagonal of the large tower of LHCf-Arm $2, d_{\max }=39.6 \mathrm{~mm}$, it turns out that only Type II $\eta$ with energy threshold $E_{\min } \approx 3900 \mathrm{GeV}$ can be detected by the LHCf-Arm2 detector. We do not have enough events of this type in the datasets to obtain a significant result for Type II, hence we limit our analysis to Type I events. The $\eta$ mesons produced in the collisions decay very close to the interaction point IP1. Indeed we calculate the opening angle $\theta$ from the transverse distance between photon impact points at the LHCfArm2 detector assuming that the decay happened at the IP1 (about 141.05 m from the detector). As a consequence, the opening angle is very small and constrained by $\theta \leq 0.6$ mrad. We also reconstructed the kinematic variables of $\eta$ (energy, $p_{T}$ and $p_{z}$ ) by using the energies and positions of the photons hitting the calorimeter. The minimum distance between photon hit positions is given by $d_{\min }=2 M_{\eta} L / E_{\max }$, with $E_{\max }=6500 \mathrm{GeV}$, and it is equal to $d_{\min }=23.85 \mathrm{~mm}$. Since this value is much larger than the LHCf-Arm2 position resolution for electromagnetic showers with energy above 200 GeV (about $40 \mu m$, as seen in section 2), there is not $\eta$ loss due to indistinguishable photons pairs. The $\eta$ inclusive production rate has been expressed in terms of the Feynman- $x$ variable, which was calculated as $x_{\mathrm{F}}=2 p_{z} / \sqrt{s}$. Despite interesting information about scaling laws can be extracted by looking at the $\eta$ meson $x_{\mathrm{F}}$ distribution in several transverse momentum $p_{T}$ bins, due to the limited statistics we were able to extract such distribution for only one bin, with $0.0 \mathrm{GeV} / \mathrm{c} \leq p_{t}<1.1 \mathrm{GeV} / \mathrm{c}$. The data analysis algorithm consists of five steps: hit position reconstruction, energy reconstruction, single photon identification, $\eta$ reconstruction and background subtraction.



Figure 2. Schematic representation of a $\pi^{0}$ or $\eta$ decay observed by the LHCf-Arm2 detector. Photons can enter in two different towers (Type I event, left panel) or both in the same tower (Type II event, right panel). The LHCf-Arm2 representation is not on scale.

### 4.1.1 Hit position reconstruction

The transverse position of particles hitting the LHCf-Arm2 detector is determined using the lateral profile distribution recorded by the silicon microstrip position-sensitive layers. Using an algorithm based on the TSpectrum class [35] of the ROOT analysis framework [36], it is possible to separate events with a single particle hitting the tower (single-hit events) from that with more than one particle in the same tower (multi-hit events). Single-hit events present only one peak in the lateral profile distribution, while several peaks are identified for multi-hit events. Multi-hit events are rejected from the analysis. The loss of $\eta$ events due to the multi-hit cut is corrected, as explained in section 4.2.3. The lateral distributions are fit to superimposed Lorentzian functions (one for each peak) to precisely estimate the shower peak position, height, and width. Particles with hit position within 2 mm from the edges of the two towers are excluded to avoid significant effects due to the lateral shower's leakage.

### 4.1.2 Energy reconstruction

The energy of photons is reconstructed from the deposited energy in the calorimeter layers. Energy deposits are converted from the charge information using the conversion coefficients calculated at the SPS beam tests [21]. The deposited energy is computed using the sum of the releases from the 2 nd to 13th layer and is corrected for the light yield efficiency of the scintillators and the leakage effects [17]. Then, using an empirical polynomial function, we convert the total deposited energy into the primary energy. Events with energy below 200 GeV are not considered in the analysis to reject the particles produced in the beam pipe interactions and avoid uncertainties due to the trigger inefficiency.

### 4.1.3 Single photon identification

The particle identification (PID) algorithm used for this analysis aims to separate photons from neutral hadron background, mainly due to neutrons. We performed the selection

| Event type | Type I |
| :--- | :--- |
| Number of hits | single-hit for each tower |
| Incident position | Within 2 mm from the edge of calorimeter |
| Energy threshold | $E>200 \mathrm{GeV}$ |
| PID | Photonlike $\left[L_{90 \%}<f_{L_{90 \%}}(E)\right]$ |

Table 2. List of single-photon selection criteria.
by using one particular shower feature, the longitudinal distance measured from the first calorimeter layer to the depth where the total energy deposition is $90 \%$ of the total shower energy deposition. This variable is called $L_{90 \%}$ and is expressed in units of radiation length [ $X_{0}$ ]. In a previous study [32], we demonstrated that $L_{90 \%}$ has a strong discrimination power to distinguish between pure electromagnetic showers and the background showers produced by hadrons. PID criteria are expressed as a function of the energy of the particles hitting the calorimeter $f_{L_{90 \%}}(E)$, in order to impose a constant selection efficiency of $90 \%$ in the whole photon energy range. The two functions, one for each tower, are calculated using the full QGSJET II-04 model simulation. To calculate the cut functions, we applied all the single-photon selection criteria used for the analysis, described in the previous sections and listed in table 2. Using the MC truth of the simulation, we considered only photon pairs produced in the $\eta$ decays. This is necessary to maintain the selection efficiency of $\eta$ under control in the relevant energy range for $\eta$ detection, since most of the photons that pass the imposed criteria come from the decay of $\pi^{0} \mathrm{~s}$, which possess very different kinematics than $\eta$ due to their mass difference. The residual hadron contamination (typically $10 \%$ ) can be estimated as a function of energy using MC simulation and it is corrected together with the $90 \%$ efficiency. It is removed during the background subtraction procedure described in section 4.1.4. The selection inefficiency is corrected in section 4.2.1, while the uncertainty related to the PID is calculated in section 4.3.2.

### 4.1.4 $\quad \eta$ reconstruction and background subtraction

Candidates $\eta$ mesons are selected by looking at the characteristic peak in the di-photon invariant mass spectrum around the $\eta$ rest mass. We use the reconstructed energy and position of selected photon pairs to compute the invariant mass $M_{\gamma \gamma}$ according to the formula:

$$
\begin{equation*}
M_{\gamma \gamma}=\sqrt{2 E_{1} E_{2}(1-\cos \theta)}, \tag{4.1}
\end{equation*}
$$

where $E_{1}$ and $E_{2}$ are the energies of the two photons, and $\theta$ is the opening angle in the laboratory reference system. The peak of the distribution occurred at $M_{\gamma \gamma}=(533.3 \pm$ 1.1) $\mathrm{MeV} / \mathrm{c}^{2}$. The world averaged $\eta$ rest mass is $M_{\eta}=547.86 \mathrm{MeV} / \mathrm{c}^{2}[33]$, so a shift of $(-2.65 \pm 0.20) \%$ is present in our data. We verified that a compatible shift was also present in the invariant mass peak associated with the decay of $\pi^{0}$ into two photons hitting the two different towers of LHCf-Arm2, and we found a consistent value of $(-2.57 \pm 0.04) \%$. As motivated in section 4.3.1, where it is shown that the two shift values are consistent within the errors and are also compatible with the uncertainty on the absolute energy
scale, we applied an artificial shift of $+2.65 \%$ to the energies of single photons to correct the peak position according to the reference value. After this correction, the $\eta$ meson peak became concentrated around the value $M_{\gamma \gamma}=(548.1 \pm 1.1) \mathrm{MeV} / \mathrm{c}^{2}$. The reported errors on invariant mass values and shifts are statistical only.

Since the $\eta$ statistic was very low in the analysed dataset, we could not extract the $x_{\mathrm{F}}$ distribution and remove the combinatorial background using a template fit for each $x_{\mathrm{F}}$ bin. We, therefore, decided to use a sideband method [32]. First, we performed a binned fit of the distribution using a composite model made by the sum of an asymmetric Gaussian function for the signal component and a third-order Chebyshev polynomial function for the background component. The expected mean $\langle m\rangle$ and the $1 \sigma$ deviations ( $\sigma_{l}$ for the left side and $\sigma_{r}$ for the right side) have been used to define the signal region within $\left[\langle m\rangle-3 \sigma_{l}\right.$, $\left.\langle m\rangle+3 \sigma_{r}\right]$ and two background regions, within $\left[\langle m\rangle-7 \sigma_{l},\langle m\rangle-4 \sigma_{l}\right]$ and $\left[\langle m\rangle+4 \sigma_{r}\right.$, $\left.\langle m\rangle+7 \sigma_{r}\right]$. The invariant mass distribution, the composite fit, the signal region and the two background regions are displayed in figure 3. The background component in the signal region was estimated by scaling the sum of the $x_{\mathrm{F}}$ distributions in the background regions for the ratio between the integrals of the Chebyshev polynomial function in the signal and background regions. Then it was subtracted to the signal region $x_{\mathrm{F}}$ distribution. Using this method we found about $1500 \eta$ mesons in the dataset. The uncertainty of the background subtraction method was estimated using the full reconstructed QGSJET II-04 simulation, as described in section 4.3.5.

### 4.2 Corrections

The corrections applied to the $x_{\mathrm{F}}$ spectrum of $\eta$ are discussed in this section. Each correction is described in sections 4.2.1-4.2.3. For the selection and multi-hit corrections we used two fully reconstructed MC simulations, described in section 3.2, based on the QGSJET II-04 and EPOS-LHC models. We validated the choice of the two models by comparing the detector level $x_{\text {F }}$ distribution of the experimental data and the Monte Carlo simulations, as described in appendix A. Figure 4 shows distributions of correction factors as a function of $x_{\mathrm{F}}$.

### 4.2.1 Selection correction

First, the signal distribution has to be corrected for the selection inefficiency and the smearing effects. Both effects are corrected simultaneously using the fully reconstructed simulation based on QGSJET II-04 and EPOS-LHC. For both models, we took the ratio between the $\eta$ candidate $x_{\mathrm{F}}$ distribution, obtained using the same reconstruction algorithm as experimental data, and the true $x_{\mathrm{F}}$ distribution of $\eta$ mesons. The final correction factor is estimated from the average of the values obtained from the two models. The correction procedure was validated by performing a closure test between the particle-level distributions and the corrected detector level distributions for both simulations. To consider the differences between the models, we add a systematic error related to this correction, described in section 4.3.6.


Figure 3. Di-photon invariant mass distribution reconstructed using the LHCf-Arm2 detector for pairs with $p_{T}<1.1 \mathrm{GeV} / \mathrm{c}$. The blue solid line shows the result of the composite fit on the distribution, obtained by adding the signal fit distribution (asymmetric Gaussian function, red line) and the background fit distribution (third-order Chebyshev polynomial function, green line). Solid and dashed vertical lines indicate the signal and the two background windows, respectively.

### 4.2.2 Acceptance and branching ratio correction

Second, we corrected the signal distribution for the limited aperture of the LHCf-Arm2 detector since it does not cover the full $2 \pi$ azimuthal angle. To estimate the acceptance correction factors, we used a toy MC simulation based on the predictions from four hadronic interaction models, QGSJET II-04, EPOS-LHC, DPMJET 3.06 and SIBYLL 2.3. For each model, we generated an $\eta$ meson $p_{t}-x_{\mathrm{F}}$ phase space, then we simulated the decay $\eta \rightarrow \gamma \gamma$ and computed the $p_{t}-x_{\mathrm{F}}$ phase space for the particles hitting the LHCf-Arm2 detector, also considering the single-photon selection criteria on energy and position listed in table 2. The geometrical acceptance efficiency was calculated as the ratio of accepted $\eta$ mesons divided by the distribution of all generated $\eta$ mesons. The acceptance correction is defined as the inverse of the acceptance efficiency. The four models provide different predictions of the acceptance correction factor due to the different $p_{t}-x_{\mathrm{F}}$ spectrum shapes inside the $x_{\mathrm{F}}$ bins used in the analysis, as shown in figure 5, where both the acceptance maps (top panel) and the acceptance correction $x_{\mathrm{F}}$ distributions (bottom panel) of the models considered in the analysis are displayed. The final map applied to the data was obtained by averaging the results of the models in the analysis $p_{t}-x_{\mathrm{F}}$ region, defined by


Figure 4. Corrections for experimental effects in the LHCf-Arm2 detector, applied to the final $x_{\mathrm{F}}$ spectrum. The acceptance correction is scaled for a factor $10^{-2}$. Statistical uncertainties on the curves are negligible, thanks to the high statistics of the generated Monte Carlo datasets for each hadronic interaction model (see table 1). Systematic errors related to the model-dependence of the corrections are discussed in section 4.3.6.
$p_{T}<1.1 \mathrm{GeV} / \mathrm{c}$ and $0.37 \leq x_{\mathrm{F}} \leq 0.93$ and by calculating the acceptance correction using the same binning of the experimental distribution, as shown in bottom panel of figure 5 . The analysis region is indicated by red boxes in the acceptance maps shown in the top panel of figure 5. A systematic uncertainty was calculated using the method described in section 4.3.6 to account for the differences between these models. The branching ratio of the $\eta$ decay into two photons is $(39.41 \pm 0.18) \%$. We also corrected for this inefficiency by applying a constant factor to the signal distribution in the whole $x_{\mathrm{F}}$ range. Since the uncertainty of the branching ratio value of the two-photon decay of the $\eta$ meson is less than $0.5 \%$, we have neglected its contribution to the total uncertainty.

### 4.2.3 Multi-hit correction

Last, the inefficiency due to the multi-hit rejection was corrected. This inefficiency is due to the loss of $\eta$ mesons when cutting the events with more than one particle per tower of the LHCf-Arm2 detector, described in section 4.1.1. The multi-hit correction factor is defined for each bin $i$ of $x_{\mathrm{F}}$ as:

$$
\begin{equation*}
f_{\text {multi-hit }}^{i}=\frac{N_{\text {multi-hit }}^{i}+N_{\text {single-hit }}^{i}}{N_{\text {single-hit }}^{i}} . \tag{4.2}
\end{equation*}
$$



Figure 5. Top: acceptance maps of $\eta$ detection by the LHCf-Arm2 detector in $p_{t}-x_{\mathrm{F}}$ phase space for the hadronic interaction models considered in the analysis. Position and energy threshold cuts are taken into account. The red boxes indicate the $p_{t}-x_{\mathrm{F}}$ analysis region of this analysis. Bottom: acceptance correction factor $x_{\mathrm{F}}$ distributions for different hadronic interaction models.


Figure 6. Relative systematical uncertainties of the $\eta$ production cross section measured with the LHCf-Arm2 detector. Coloured lines refer to the single source of error while the grey line indicates the total systematic uncertainty, obtained by summing the contribution of each source in quadrature. Black markers indicate statistical errors. The left panel displays the systematics related to the operating conditions, while the right panel illustrates the systematics due to the use of Monte Carlo in the data analysis procedure.
where $N_{\text {multi-hit }}^{i}$ is the number of multi-hit events while $N_{\text {single-hit }}^{i}$ is the number of single-hit events, both for each bin $i$ of $x_{\mathrm{F}}$. Two corrections were calculated using the results of the full simulations of QGSJET II-04 and EPOS-LHC. To account for the differences between the two models, the signal distribution was corrected using the average of the correction factors obtained from them, and an additional systematic error was calculated according to the method reported in section 4.3.6.

### 4.3 Systematic uncertainties

The estimation of the total uncertainty on the $x_{\mathrm{F}}$ distribution of $\eta$ is discussed in this section. A description of each source of error is given in sections 4.3.1-4.3.6. The total systematic error is calculated by quadratically summing the contribution of each source. Figure 6 shows the estimated systematic uncertainties as a function of $x_{\mathrm{F}}$.

### 4.3.1 Energy scale

As discussed in sections 4.1.4, systematic shifts in the invariant mass peaks of $\pi^{0}$ and $\eta$ were found with respect to the world averaged values of the rest mass of the two particles. The amount of the discrepancies were $(-2.57 \pm 0.04) \%$ and $(-2.65 \pm 0.20) \%$ for $\pi^{0}$ and $\eta$, respectively. The two values were consistent within the errors and were also compatible with the uncertainty on the absolute energy scale, calculated using beam test data at SPS, and equal to $\pm 2.7 \%$ [37]. The two peaks were restored to the correct position by increasing the energies of individual photons by $+2.65 \%$. In order to assess the uncertainty on the absolute energy scale, we decided to check the stability of this value as a function of the
energy. This was done for each tower by considering Type II events, which release all their energy in a single tower. Since Type II $\eta$ are outside detector acceptance, we used Type II $\pi^{0}$ for this purpose. In both towers, the stability of Type II $\pi^{0}$ invariant mass throughout the energy range was within $1 \%$, which was conservatively assumed as uncertainty on the absolute energy scale. The systematic errors on the energy scale were then obtained by producing two $x_{\mathrm{F}}$ distributions artificially scaling the single-photon energies by $+1 \%$ and $-1 \%$, respectively, and taking the variation from the unscaled spectrum as the estimation of the systematic uncertainty. The upper and lower error bands were conservatively symmetrized by assigning to both the maximum of the two values for each bin of $x_{\mathrm{F}}$.

### 4.3.2 PID

The systematic uncertainty associated with the particle identification method used in this analysis was calculated for every bin of the $x_{\mathrm{F}}$ distribution by comparing the spectra obtained with different PID criteria. Two additional $L_{90 \%}$ cut functions were calculated in the same way described in section 4.1.3 but using different values of the required efficiency, $85 \%$ and $95 \%$ instead of $90 \%$. These limits were chosen to maintain the product of efficiency and purity above $75 \%$ in the full energy range. The whole analysis was then repeated with these different functions and the PID error was estimated using the relative deviation from the original distribution.

### 4.3.3 Beam-center stability

The beam-center was calculated by fitting the hit position of high-energy hadrons with a two-dimensional Gaussian function, since these particles are very collimated to the beam axis. The beam-center position was used in this work to define the analysis region, so the uncertainties on its determination affect the final distribution. To account for this effect, a systematic error was estimated by shifting the position of the beam-center of $\pm 0.3 \mathrm{~mm}$ in both the X and Y direction. This value is consistent with the parameter fluctuations observed run-by-run during the data taking. We compared the four obtained spectra with the original one and assigned the systematic uncertainties due to the beam-center stability as the relative deviations between them.

### 4.3.4 Luminosity

The uncertainty on the integrated luminosity measured by ATLAS was estimated to be $\pm 1.9 \%$. This value was obtained using the methodology described in [24] for the LHC Fill 3855. Note that this is the only energy-independent systematic uncertainty.

### 4.3.5 Background subtraction

The uncertainty on the background subtraction method, explained in section 4.1.4, is evaluated using the full MC simulation based on QGSJET II-04. The whole analysis procedure is applied to this MC dataset, up to the step where the spectrum in $x_{\mathrm{F}}$ is extracted using the sideband method. Another $x_{\mathrm{F}}$ spectrum is generated rejecting background events using the MC truth information from the simulation. The relative variation between these two spectra is used to estimate the error associated to the background subtraction method.

### 4.3.6 MC related correction

As described in section 4.2.1-4.2.3, we used MC simulation to calculate several corrections, namely selection, acceptance and multi-hit corrections. A systematic error was calculated for each correction to avoid the model dependence on the final distribution. The selection and multi-hit corrections were calculated using the full reconstructed simulations based on QGSJET II-04 and EPOS-LHC. In this case, the errors were calculated by the relative deviation between the correction values predicted by the two models. For the acceptance correction, we used the prediction from four different models used in this analysis, QGSJET II-04, EPOS-LHC, DPMJET 3.06 and SIBYLL 2.3. The corresponding errors were calculated in the most conservative way by looking at the relative maximum and minimum differences between the model predictions of the correction value and the mean of the values.

## 5 Results

The $x_{\mathrm{F}}$ spectrum of $\eta$ mesons measured by the LHCf-Arm2 detector in $p_{T}<1.1 \mathrm{GeV} / \mathrm{c}$ is presented in figure 7. The inclusive production rate is given by the expression:

$$
\begin{equation*}
\frac{1}{\sigma_{\mathrm{inel}}} x_{\mathrm{F}} \frac{d \sigma}{d x_{\mathrm{F}}} \tag{5.1}
\end{equation*}
$$

$\sigma_{\text {inel }}$ is the inelastic cross section for proton-proton collisions at $\sqrt{s}=13 \mathrm{TeV}$, measured by the TOTEM experiment [38] as $\sigma_{\text {inel }}=(79.5 \pm 1.8) \mathrm{mb}[39]$. Even considering the measurement of the inelastic cross section made by other LHC experiments [40, 41], the difference is minimal and the resulting uncertainty on $\eta$ production rate is negligible. The quantity $x_{\mathrm{F}} d \sigma / d x_{\mathrm{F}}$ is the differential cross section of $\eta$ production, with $d \sigma=d N_{\eta} / \int L d t$, where $d N_{\eta}$ is the number of $\eta$ mesons and $\int L d t$ the integrated luminosity of the dataset. The black error bars in figure 7 represent the statistical uncertainties, while the grey shaded areas are the total uncertainties obtained by summing statistical and systematic errors in quadrature. The inclusive $\eta$ production rate values for each bin of $x_{\mathrm{F}}$ and the total uncertainties are shown in table 3. In figure 7 the prediction of several hadronic interaction models at the generator level, QGSJET II-04, EPOS-LHC, DPMJET 3.06 and SIBYLL 2.3, and their ratio to experimental data are also reported. QGSJET II-04 shows the best agreement with LHCf data among the models tested in this analysis, especially for $x_{\mathrm{F}}>0.7$, but about a factor 2 of difference is found at lower $x_{\mathrm{F}}$. The other three models, EPOS-LHC, DMPJET 3.06 and SIBYLL 2.3 predict higher production rates and a harder spectrum with respect to experimental data in the whole $x_{\mathrm{F}}$ range. The values of the ratios for each model and for each $x_{\mathrm{F}}$ bin are reported in table 4 .

## 6 Conclusions

The LHCf experiment measured the inclusive production rate of $\eta$ mesons in proton-proton collisions at $\sqrt{s}=13 \mathrm{TeV}$ in $p_{T}<1.1 \mathrm{GeV} /$ c. About 1500 candidate $\eta$ mesons were found in the dataset considered for this analysis; this is both the first measurement of $\eta$ mesons from LHCf and the first time a particle containing strange quarks has been observed in the very


Figure 7. Inclusive $\eta$ production rate as function of $x_{\mathrm{F}}$ in $p_{T}<1.1 \mathrm{GeV} / \mathrm{c}$ for p-p collisions at $\sqrt{s}=13 \mathrm{TeV}$, measured using the LHCf-Arm2 detector. Black markers refer to experimental data with statistical errors and grey bands refer to the total uncertainties, obtained by summing in quadrature the statistical and systematic errors. The data points are compared with the prediction, at the generator level, of the hadronic interaction models considered in this analysis, QGSJET II-04 (blue line), EPOS-LHC (magenta line), SIBYLL 2.3 (green line) and DPMJET 3.06 (red line).
forward region for high-energy collisions. The result was compared with the prediction of several hadronic interaction models, QGSJET II-04, EPOS-LHC, DMPJET 3.06 and SIBYLL 2.3. None of the models reproduces the experimental distribution in the whole $x_{\mathrm{F}}$ range. QGSJET II-04 shows the best agreement, but significant differences are present at low $x_{\mathrm{F}}$. The other models predict an overall higher production rate than the experimental data. The large experimental uncertainties in this analysis, due to the low accumulated statistics, will be improved by the new LHCf data collected during LHC RUN III, in which an increase in eta meson statistics by about a factor of ten is expected [18].
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## A Production rate distributions at the detector level

To perform corrections on the experimental distribution we used fully reconstructed MC simulations based on the QGSJET II-04 and the EPOS-LHC models, as described in section 4.2. To avoid model-dependent bias we tested the agreement of the detector level distributions of experimental data and MC simulations. The comparison is presented in figure 8. The use of the simulations based on the two models to make the corrections is justified by the similar level of agreement between the data and MC before and after the corrections. Furthermore, the fact that the measured values are approximately in the middle between the predictions of the two models justifies using the average of the corrections obtained between the two simulations as the final correction factor.

## B Cross section tables

Inclusive $\eta$ production rate values as function of $x_{\mathrm{F}}$ in $p_{T}<1.1 \mathrm{GeV} / \mathrm{c}$ measured by LHCfArm2 in p-p collisions at $\sqrt{s}=13 \mathrm{TeV}$ are summarized in table 3. The ratios of the $\eta$ production rate of hadronic interaction models to data are summarized in table 4.

| $x_{\mathrm{F}}$ range | $\left(x_{\mathrm{F}} / \sigma_{\text {inel }}\right)\left(d \sigma / d x_{\mathrm{F}}\right)$ |
| :---: | :---: |
| $[0.37-0.44]$ | $\left(1.26_{-0.31}^{+0.33}\right) \times 10^{-2}$ |
| $[0.44-0.51]$ | $\left(0.79_{-0.11}^{+0.11}\right) \times 10^{-2}$ |
| $[0.51-0.58]$ | $\left(4.25_{-0.46}^{+0.46}\right) \times 10^{-3}$ |
| $[0.58-0.65]$ | $\left(2.64_{-0.42}^{+0.40}\right) \times 10^{-3}$ |
| $[0.65-0.72]$ | $\left(1.21_{-0.21}^{+0.17}\right) \times 10^{-3}$ |
| $[0.72-0.79]$ | $\left(3.30_{-0.94}^{+0.06}\right) \times 10^{-4}$ |
| $[0.79-0.86]$ | $\left(1.48_{-0.56}^{+0.61}\right) \times 10^{-4}$ |
| $[0.86-0.93]$ | $\left(0.50_{-0.24}^{+0.23}\right) \times 10^{-4}$ |

Table 3. Inclusive $\eta$ production rate for each bin of $x_{\mathrm{F}}$ in $p_{T}<1.1 \mathrm{GeV} / \mathrm{c}$, measured using the LHCf-Arm2 in p-p collisions at $\sqrt{s}=13 \mathrm{TeV}$. Total uncertainties are also reported.

| $x_{\text {F }}$ range | QGSJET <br> II-04 | EPOS <br> LHC | SIBYLL <br> 2.3 | DPMJET <br> 3.06 |
| :---: | :---: | :---: | :---: | :---: |
| $[0.37-0.44]$ | 0.51 | 1.36 | 1.88 | 1.81 |
| $[0.44-0.51]$ | 0.48 | 1.41 | 1.95 | 2.16 |
| $[0.51-0.58]$ | 0.52 | 1.72 | 2.43 | 3.00 |
| $[0.58-0.65]$ | 0.47 | 1.95 | 2.58 | 3.52 |
| $[0.65-0.72]$ | 0.52 | 2.70 | 3.53 | 5.41 |
| $[0.72-0.79]$ | 0.91 | 6.61 | 7.99 | 13.38 |
| $[0.79-0.86]$ | 0.75 | 10.12 | 8.14 | 17.76 |
| $[0.86-0.93]$ | 0.55 | 20.36 | 3.69 | 22.54 |

Table 4. Ratio of inclusive $\eta$ production rates of hadronic interaction models to data in p -p collision at $\sqrt{s}=13 \mathrm{TeV}$ for each $x_{\mathrm{F}}$ bin in $p_{T}<1.1 \mathrm{GeV} / \mathrm{c}$.
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