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1 Introduction

Jackiw-Teitelboim (JT) gravity is a theory of two-dimensional gravity which has received
considerable attention recently [1–110]. In this paper we carry out a path integral quan-
tization of the theory in the second order formalism which involves the metric and the
dilaton. This is to be contrasted with the first order formalism, used in much of the re-
cent discussion [3, 25, 111–113], which involves the spin connection and Vierbein along
with the dilaton. Some of the motivation for our work comes from wanting to compare
the results we get from the second order formalism with those obtained in the first order
formalism. The second order formalism allows matter to be added in a direct way, and this
permits us to generalize our study of JT gravity to also include matter. Finally, one might
hope to glean some lessons about quantizing gravity in higher dimensions from the second
order formalism.

We study both JT gravity in Anti-de Sitter (AdS) space and in de Sitter (dS) space
here. Our analysis includes the path integral for spacetimes with the topology of a disk
which have Euler character χ = 1, with one boundary, and also spacetimes of the “double
trumpet” kind with χ = 0 and two boundaries.

For the disk topology we find in the asymptotic AdS or dS limit, obtained by taking
the dilaton and length of the boundary to diverge while keeping their ratio fixed, that
the results of the second order path integral quantization agree with those obtained from
the first order formalism. In particular, we find like in the first order formalism that
the dynamics of the gravity-dilaton system is given by the reparametrization modes of the
boundary (called time reparametrization modes) which are governed by an action involving
the Schwarzian derivative. However away from the this limit, for example, even when
working with a boundary of large but fixed length, we find that the path integral is more
complicated to evaluate. This happens because the measure for diffeomorphisms is more
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complicated in general, due to the mixing of small and large diffeomorphisms with each
other, and also because the determinants which now arise have a complicated dependence
on the large diffeomorphisms. The underlying reason for all this is that away from the
asymptotic limit there are modes with wavelengths shorter than the AdS or dS scale which
need to be included in the path integral and their dynamics is not simple. In particular
one needs to include an arbitrarily large number of higher derivative terms, beyond the
Schwarzian, valued in Diff(S1)/SL(2, R) in order to incorporate their coupling with the
large diffeomorphisms.

The matter we include is conformally invariant - mostly free bosons or fermions, al-
though some of our results are more general. In the presence of matter, for the disk, we
find again that in the asymptotic AdS or dS limit the path integral can be carried out but
away from this limit the matter determinant from quantum fluctuations has a dependence
on the large diffeomorphisms which requires us to go beyond the Schwarzian action and
include the higher derivative terms mentioned above. It is worth mentioning that simple
dimensional counting shows that the quantum effects of matter only arise away from the
asymptotic limit when one is working at finite boundary length, and including them in a
systematic manner along with the quantum effects from the gravity-dilaton sector is quite
non-trivial. Such an analysis would need to be carried out to go beyond the semi-classical
limit which has been analyzed in considerable detail recently where the number of matter
fields N →∞, and the gravity-dilaton is treated as being classical.

In AdS space the path integral for a single boundary has the interpretation of com-
puting the partition function of the boundary theory at finite temperature. In dS space
the path integral we carry out evaluates the wavefunction of the universe obtained from
the no-boundary proposal first put forward by Hartle and Hawking [114]. The contour in
this case is more complicated and goes over spacetime regions with different signatures.
We consider both the Hartle-Hawking (HH) contour, which involves initially a Euclidean
region with signature (2, 0) and then de Sitter space of signature (1, 1), and also an al-
ternate contour suggested by Maldacena [24] which involves a spacetime with signature
(0, 2), with metric −AdS2, followed by a region of dS space.1 We find agreement between
both contours and discuss how to carry out the path integral by analytically continuing
fluctuations across regions of different signature. The short distance modes we were refer-
ring to above, which render the calculations more complicated away from the asymptotic
limit, in the dS case refer to modes which are still dynamical and have not yet exited the
horizon. It is important to mention that especially in the dS case one would like to obtain
the wavefunction when the universe has finite size (and the dilaton takes a finite value) and
it is therefore important to try and go beyond the asymptotic limit after including these
modes, although we will not be able to make much progress in this direction here.

The contribution of the double trumpet geometry is suppressed compared to the disk
topology, since it has higher Euler character, by a factor of eΦ0/4G where Φ0 can be thought
of as the horizon value of the volume of the internal space which gives rise to the JT AdS

1In this paper we will mostly consider the branch of the wavefunction which in the classically allowed
region corresponds to a universe expanding as time increases, as discussed further in section 5.
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or dS theory after dimensional reduction. The double trumpet can be thought of as a
wormhole joining the two boundaries. Most of the comments above about agreement with
the first order formalism in the absence of matter and in the asymptotic AdS or dS limits
apply to the double trumpet geometry as well. The path integral now involves two sets
of large diffeomorphisms which act independently at the two boundaries and also moduli,
including one which corresponds to the size of the “neck” of the wormhole (called b below).
We show how the correct measure for summing over these diffeomorphisms and moduli
arise in the second order formalism.

Once matter is added we find that its quantum effects give rise to a contribution in
the path integral which diverges when the neck goes to zero size. The quantum effects
can be thought of as giving rise to a Casimir effect which diverges when the neck becomes
vanishingly small. We show that this happens both for bosons and also for fermions.
The bosons have periodic while the fermions have anti-periodic boundary conditions along
the time or temperature direction. This divergence is analogous to the tachyon divergence
which arises on the world sheet for Bosonic string theory. Alternatively, we can also consider
periodic boundary conditions along this direction for the fermions, as would be appropriate
for example if one is evaluating an index Tr((−1)F e−βH) instead of the partition function.2

In this case we find that the quantum effects from fermions do not diverge when b→ 0 and
the path integral is well behaved.

In dS space the double trumpet gives rise to an amplitude for two universes to arise
after quantum tunnelling from “nothing”. The divergence in the b → 0 limit mentioned
above arises in this case as well and can also be avoided by taking the fermions to have
periodic boundary conditions along the spatial directions of the two universes. In fact, the
periodic boundary conditions for the fermions cannot be satisfied for the disk topology,
so with these boundary conditions the leading contribution in the wavefunction, in an
expansion in Euler character, arises from the amplitude to pair produce the two universes
from the double trumpet wormhole.

This paper is organized as follows. In section 2 we elaborate on the quantization of
JT gravity in second order formalism for the case of Euclidean AdS spacetime with disk
topology. In section 3, we extend this analysis to include additional matter fields for the disk
topology. Following this, in section 4 we repeat the analysis for the case of Euclidean AdS
spacetime with “double trumpet” topology, both with and without additional matter. In
section 5 and 6 we redo the analysis of sections 2, 3 and 4, now in the dS spacetime. Finally
we end with conclusions in section 7. Appendices A–J contain important additional details.

2 Pure JT theory path integral in AdS

In this section we will consider JT gravity in Euclidean AdS space. The path integral for
the system is given by

ZJT =
∫
D[φ]D[gµν ]
Vol(Ω) exp{−SJT} (2.1)

2We are grateful to Shiraz Minwalla for emphasizing these alternate boundary conditions.
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where SJT, the action for Jackiw-Teitelboim gravity, involves the metric and a scalar, the
dilaton. In Euclidean signature the action is given by

SJT = − 1
16πG

(∫
d2x
√
gφ(R+ 2) + 2

∫
dx
√
γφ(K − 1)

)
, (2.2)

where we have set the AdS2 length RAdS = 1.
Note that the sum in eq. (2.1) is over all metric and dilaton configurations and our

main task here will be to make this precise. This problem has invited considerable atten-
tion recently, [3, 13]. In general, one must sum over all topologies subject to the boundary
conditions that are imposed. Our approach will be to work directly in the second order
formalism which involves a sum of metric configurations and not with the first order for-
malism which has been used in much of the previous literature. This will also allow us to
include matter easily, as we will see later. We will restrict ourselves in this section to the
relatively simple case of the disk topology with one boundary.

Before proceeding let us note that the action of JT gravity actually includes one addi-
tional term which is topological,

Stop = − Φ0
16πG

(∫ √
gR+ 2

∫ √
γK

)
= −Φ0

4Gχ (2.3)

where χ is the Euler characteristic of the manifold, related to the number of handles, H
and boundaries, B by

χ = 2− 2H −B . (2.4)

Such a topological term arises for example when one constructs the JT action by dimen-
sionally reducing from higher dimensions in the near horizon region of a near extremal
black hole and in that case it accounts for the ground state entropy of the extremal black
hole. We will mostly ignore Stop for now, since we will be working on the disk topology
with fixed χ = 1, and work with the action eq. (2.2).

We will formulate the path integral for a boundary of fixed length l with the dilaton
taking a fixed value φB at this boundary. An important limit in which the path integral
eq. (2.2) has been studied is the asymptotic AdS limit. In this limit we introduce a cut-off
ε to regulate the theory and take the limit ε → 0, with the dilaton and length of the
boundary scaling like

φ→ 1
Jε

(2.5)

l→ β

ε
(2.6)

with J, β fixed. By rescaling ε we can set β = 1 so there is actually only one dimensionless
parameter specifying the limit given by βJ . So, we take the boundary conditions for φ and
l in this section as follows.

φ→ 2π
Jβε

(2.7)

l→ 2π
ε
. (2.8)

– 4 –



J
H
E
P
1
0
(
2
0
2
1
)
2
0
4

We will see below when dealing with determinants that there is also the issue of taking
the cut-offs, introduced to regulate the determinants, to infinity; the asymptotic AdS limit
then needs to be defined more precisely keeping track of the correct order of limits.

In this asymptotic AdS limit we will find complete agreement between the path integral
in the second order and first order formalisms. In particular, we will show below how the
sum over large diffeomorphisms, which correspond to fluctuations of the boundary, arises,
with the correct measure, in the second order formalism as well. In the more general
case where the dilaton takes a fixed value φB at the boundary of length l we will show
how the path integral can be defined quite precisely, but will not be able to carry out the
evaluation till the very end. Interestingly, we will find that the more general case differs
from the asymptotic AdS one in important ways, even when φB, l� 1. This more general
case will also be of interest when we turn to de Sitter space later in the paper.

We have not specified yet what the Vol(Ω) factor in eq. (2.1) refers to. In defining
the path integral for any gauge theory one would only like to sum over physically distinct
configurations. This can be achieved by summing over all configurations and then dividing
by the volume of the gauge group. For our case we would therefore divide by the volume
of all diffeomorphisms which leave the geometry - along with the boundary - unchanged.
These diffeomorphisms which will be defined more precisely below be will referred to as
“small diffeomorphisms” and Vol(Ω), in eq. (2.1), then refers to the volume of these dif-
feomorphisms, . In contrast, there will also be a set of “large diffeomorphisms”, these are
physically distinct configurations corresponding to different boundaries and we will sum
over them without treating them as gauge transformations.

2.1 The path integral defined more precisely

We first consider in our discussions below the general case of a disk with a boundary of
length l where the dilaton takes value φB. As a limiting case we will then turn to the
asymptotic AdS boundary conditions, eq. (2.7) and (2.8).

Let us begin by specifying the measure for the sum over metrics more carefully. The
starting point is as follows. We consider the space of metrics satisfying the required bound-
ary conditions itself to be a Riemannian manifold and denote this space as R. A point in
this space is a metric gab on a manifold with disk topology and boundary of length l. The
tangent space of all metric deformations at any particular point in R, TgR, corresponds
to small deformations δgab. This space is endowed with an ultra local inner product which
takes the form,

〈δ1g, δ2g〉 =
∫
d2x
√
ggacgbdδ1gabδ2gcd (2.9)

for two deformations, δ1g, δ2g. The inner product then defines a metric on R and the
measure for summing over different metrics is defined using the volume element which
follows from this metric.

In two dimensions things become especially simple because a general metric, gab, after a
coordinate transformation can always be locally written in terms of a conformal factor σ as

gab = e2σ ĝab (2.10)
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where ĝab is a fiducial metric. For the disk topology, the manifold can be covered by a
single coordinate chart and we can take ĝab to be a constant negative curvature metric with
curvature R̂ = −2 in this chart.

Furthermore, a small metric deformation in general in two dimensions can be decom-
posed in the following manner, [115]:

δgab = δσgab ⊕ rangeP ⊕KerP †. (2.11)

Note that this is an orthogonal decomposition with respect to the inner product, eq. (2.9)
In eq. (2.11) δσ is a perturbation in the conformal factor, P is an operator acting on vector
fields, V , as

(PV )ab = ∇aVb +∇bVa −∇ · V gab (2.12)

and P †, which is the adjoint of P , acts on traceless metric perturbations as

(P †1 δg)b = −2∇aδgab . (2.13)

It is well known that the kernel of P † in general corresponds to moduli, which together with
the conformal factor then determine the metric, upto coordinate transformations. In fact
eq. (2.11) is the statement that any perturbation around a given metric can be written as a
combination of an infinitesimal conformal transformation, an infinitesimal diffeomorphism
and an infinitesimal change in the moduli. The Kernel of P † vanishes for the disk since it
has no moduli.

The orthogonal decomposition in eq. (2.11) means that the measure for summing over
metrics can then be written as

Dgab = D[σ]D[PV ] . (2.14)

Here D[σ] involves the volume element in the space of conformal deformations which arises
from the inner product, eq. (2.9). For deformations, δ1σ, δ2σ eq. (2.9), this takes the form,

(δ1σ, δ2σ) =
∫
d2x
√
gδ1σδ2σ . (2.15)

Similarly the measure D[PV ] includes the volume element which arises from eq. (2.9) for
the metric perturbations of the form δgab = (PV )ab.

We now come to the main new element in this problem. The set of diffeomorphisms
we sum over, whose measure we schematically denoted as D[PV ] above, includes both
“small” and “large” diffeomorphisms as mentioned above. Small diffeomorphisms leave the
boundary unchanged and roughly speaking “fall off fast enough” towards the boundary.
Large diffeomorphisms in contrast do not leave the boundary unchanged, in fact they can
be thought of as modes which describe the fluctuations of the boundary.

Before proceeding, let us note that in general the space of vector fields on the disk also
has a natural inner product given by

〈δ1V, δ2V 〉 =
∫
d2x
√
ggabδ1V

aδ2V
b . (2.16)

– 6 –



J
H
E
P
1
0
(
2
0
2
1
)
2
0
4

For P † to be the adjoint of P it is easy to see that a boundary term

BT = 2
∫
d2x∇c(

√
ggacgbdδgabVd) (2.17)

which arises during the manipulation

〈δgab, P1V 〉 = 2
∫
d2x∇c(

√
ggacgbdδgabVd) + 〈(P †1 δg)a, Vb〉 (2.18)

must vanish.
For the boundary term eq. (2.17) to vanish, the vector field Va must satisfy appropriate

boundary conditions. We choose the small diffeomorphisms to correspond to vector fields
which satisfy the following two boundary conditions,

naV
a = 0,

tanbPVab = 0 (2.19)

where ta, nb are the tangent and normal vector to the boundary respectively. It is easy to
see that the first condition ensures that the boundary remains unchanged and together the
two boundary conditions ensure that the boundary term vanishes for δg = PV in eq. (2.17).
Acting on the space of all such small diffeomorphisms P †P is therefore an adjoint operator.

As was mentioned above, the small diffeomorphisms, which we have now defined pre-
cisely, correspond to the gauge transformations and therefore Vol(Ω), in eq. (2.1) is given by

Vol(Ω) = Vol(sDiffeo) (2.20)

where Vol(sDiffeo) denotes the volume of the group generated by the small diffeomorphisms.
The additional large diffeomorphisms we would like to include arise from zero modes of

P †P . We turn to describing them next. For now then putting together all the information
we have acquired so far the partition function for the disk topology is given by

ZJT =
∫
D[φ]D[σ] D[PV ]

Vol(sDiffeo)e
−SJT (2.21)

where D[PV ] together refer to the measure for the sum over the small and large
diffeomorphisms.

2.2 Large diffeomorphisms

Physically, as has already been noted [7], one can think of the large diffeomorphisms as
follows. Consider carrying out the path integral by first fixing a metric, summing over
all configurations of the dilaton for this metric, and then summing over all metrics. As
the dilaton varies, due to the boundary condition that φ = φB on the boundary, the
boundary must also fluctuate. The diffeomorphisms we are including correspond to these
fluctuations of the boundary and they can be thought of as different ways of cutting out a
single connected component, meeting our boundary conditions, from a given disk geometry.
In particular, we will consider such diffeomorphisms which preserve the boundary length
to be l.
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We will see in the next subsection that on carrying out the path integral for the dilaton
first, along the contour we choose, we obtain a delta function constraint that localizes the
metric path integral to geometries with constant curvature R = −2. We restrict ourselves
to describing the large diffeomorphisms for such a geometry here.

In general, any vector field on the disk can be written in terms of two scalar fields
ξ, ψ as

V = dξ + ∗dψ . (2.22)

For a constant curvature metric with R = −2 it is easy to see that zero modes of P ,
and therefore of P †P , arise from scalars ψ, φ which satisfy the equation

∇2ψ = 2ψ,
∇2ξ = 2ξ . (2.23)

The large diffeomorphisms arise from modes where ξ = 0, with ψ satisfying eq. (2.23).
To be more explicit, take the metric for AdS2 in “polar coordinates” given by,

ds2 = dr2

(r2 − 1) + (r2 − 1)dθ2 . (2.24)

The θ coordinate is periodic θ ∈ [0, 2π] and can be thought of as the Euclidean time
direction. Solutions to eq. (2.23) in this coordinate system, with ψ ∼ eimθ, which are
regular at the origin, r = 1 take the form

ψm = ĉme
imθ(r + |m|)

(
r − 1
r + 1

) |m|
2
. (2.25)

The modes with m = 0, 1,−1 give rise to killing vectors, corresponding to the SL(2, R)
isometries of AdS2.

For other values |m| > 1 we get zero modes of P †P which correspond to the large
diffeomorphisms of interest. The corresponding vector field for ψ in eq. (2.25) is given by,
for V a

L,m = (V r
L,m, V

θ
L,m) by

V a
L,m =ĉmeimθ

(
r − 1
r + 1

) |m|
2
(
im(|m|+ r),−

(
|m|(|m|+ r) + r2 − 1

)
r2 − 1

)
(2.26)

where the subscript L,m denotes that it is a large diffeomorphism with mode number m.
The resulting metric perturbations are

δĝrr = 2iĉmm
(
m2 − 1

)
eimθ

(r2 − 1)2

(
r − 1
r + 1

) |m|
2

δĝrθ = −2ĉm
(
m2 − 1

)
|m|eimθ

r2 − 1

(
r − 1
r + 1

) |m|
2

δĝθθ = −2iĉmm
(
m2 − 1

)
eimθ

(
r − 1
r + 1

) |m|
2
. (2.27)
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Note that these large diffeomorphisms do not satisfy the boundary conditions eq. (2.19)
in general.

For r →∞ the vector field takes the form,

V a
L,m =

(
iĉmmre

imθ +O

(1
r

)
,−ĉmeimθ +O

( 1
r2

))
(2.28)

In particular, since the θ coordinate transforms as θ → θ + V θ; the vector field generates
reparametrizations of the θ coordinate (Euclidean time) in this limit. Also note that the
metric in the large r limit is given by

δĝrr = 2iĉmm
(
m2 − 1

)
eimθ

r4 +O

( 1
r5

)
δĝrθ = −2ĉm

(
m2 − 1

)
|m|eimθ

r2 +O

( 1
r3

)
δĝθθ = −2iĉmm

(
m2 − 1

)
eimθ +O

(1
r

)
(2.29)

and we see that δĝθr and the fractional change in the components δĝrr
ĝrr

, δĝθθĝθθ
vanish in

this limit. As a result these diffeomorphisms give rise to asymptotic isometries, in the
limit r → ∞. Note that the requirement that the vector field and the associated metric
perturbations be real gives the condition

ĉ−m = ĉ∗m . (2.30)

The action for the metric perturbations generated by the large diffeomorphisms stays
finite even in the asymptotic limit when the dilaton and total length scaling like eq. (2.8), as
is well known and as we will also see below in section 2.5. The physical reason for this is the
low-dimension of spacetime we are working in here and the fact that the diffeomorphisms are
asymptotic isometries in this limit. Due to their finite action these large diffeomorphisms
need to be included in the path integral.

To be very explicit, for the metric, eq. (2.24), we note that the boundary of length l

is located at r = rB, for the on-shell configuration for which the dilaton is proportional to
r, (2.49), where √

r2
B − 1 = l

2π (2.31)

when l � 1 we have rB ' l
2π � 1. Once a diffeomorphism is turned on we go to new

coordinates r̃ = r + V r, θ̃ = θ + V θ, where (V r, V θ) is the vector field leading to the
diffeomorphism. The boundary will now be located at r̃ = rB and so

r = rB − V r (2.32)

at the boundary. For large diffeomorphisms where V · n does not vanish, unlike for small
diffeomorphism, eq. (2.19), the boundary will change. Let us also note that for the diffeo-
morphisms eq. (2.28) with |m| > 1 the boundary length does not change to linear order in

– 9 –
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ĉm showing that these give rise to length preserving diffeomorphisms at the boundary. In
the asymptotic AdS limit, eq. (2.7) and (2.8) we have that

rB '
1
ε

(2.33)

and we see that rB →∞.
More generally, away from the asymptotic AdS limit, when we consider a boundary

of finite length l and finite boundary value of the dilaton φB, the large diffeomorphisms
continue to be give rise to physically distinct geometries and we need to include these
modes in the path integral in the general case as well.

The resulting measure in the space of small and large diffeomorphisms is actually quite
complicated in general. This is because the inner product which follows from eq. (2.9) is
not orthogonal between the small and large diffeomorphisms, and as a result the metric
in the space of diffeomorphisms has off-diagonal components between the large and small
diffeomorphisms. In the asymptotic AdS limit though these off-diagonal elements vanish,
in a precise manner which we estimate below. As a result the measure simplifies allowing
the path integral to be explicitly carried out. More generally, for fixed φB, l carrying out
the path integral is more challenging.

To estimate how the off-diagonal components in the space of diffeomorphisms vanishes
in the limit when rB → ∞ let us first consider the diagonal components of the metric.
Starting from eq. (2.12) for two small diffeomorphisms Vs1 , Vs2 meeting boundary conditions
eq. (2.19) we get that

〈PVs1 , PVs2〉 = 〈Vs1 , P †PVs2〉. (2.34)

The subscript s in the diffeomorphisms is to indicate that it is a small diffeomorphism.
Note that the inner product on the left is between two metric deformations, eq. (2.9), and
on the right between two vector fields, eq. (2.16). The subscripts si is to indicate that the
vector fields correspond to small diffeomorphisms. On the other hand, the inner product
between two large diffeomorphisms can be written as a boundary term, since they are zero
modes of P †P . With metric, eq. (2.24) and boundary at r = rB, this takes the form,

〈PVL,m1PVL,m2〉 (2.35)

= δm1,−m2
8πĉm1 ĉ−m1 |m1|

(
m2

1 − 1
) ((

2m2
1 + r2

B − 1
)

+ 2|m1|rB
)

r2
B − 1

(
rB − 1
rB + 1

)|m1|

where VL,m is given in eq. (2.26) and δm1,−m2 is the Kronecker delta symbol.
A general small diffeomorphism can be decomposed in a basis of vector fields going

like ∼ eimθ which are eigenmodes of −i∂θ and also eigenmodes of P †P with eigenvalues, λ.
Denoting such a basis element as Vs,m,λ, the inner product between a large diffeomorphism
VL,m and Vs,λ,−m can also be expressed as a boundary term and is given by

〈PVs,λ,−m, PVL,m〉 = √γ nrV θ
s,λ,−m(PVL,m)θr

∣∣
∂

(2.36)

where √γ =
√
r2
B − 1 is the boundary volume element, nr is the unit normal and |∂ denotes

the boundary values at r = rB. It is easy to see that the expression above does not vanish
in general.
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As discussed in the appendix E in the asymptotic AdS limit, when rB →∞, one gets
that the ratio

〈PVs,λ,−m, PVL,m〉√
〈PVs,λ,−m, PVs,λ,m〉〈PVL,m, PVL,−m〉

∼ 1
r

3/2
B

. (2.37)

It is this ratio which determines the importance of the off-diagonal terms compared to the
diagonal ones in the volume element for the sum over all diffeomorphisms. Since it vanishes
we learn that the off-diagonal terms can be neglected when rB → ∞ and the measure for
the small and large diffeomorphisms decouple.

We learn that∫
D[PV ]

Vol(sDiffeo) =
∫
D[PVs]D[PVL]
Vol(sDiffeo) =

∫ √
det′(P †P )D[PVL]. (2.38)

where in the last equality we have carried out the integral over the small diffeomorphisms
since the action is independent of them. The prime in det′(P †P ) indicates that the zero
modes have been removed. In fact, for the disk, with the boundary conditions, eq. (2.19),
there are no zero modes, which we explain in appendix D .

The path integral in the asymptotic AdS limit then becomes,

ZJT =
∫
D[φ]D[σ]D[PVL]

√
det′(P †P )e−SJT . (2.39)

From eq. (2.35) we also learn that when rB →∞

〈PVL,m, PVL,−m〉 = 8πĉmĉ−m|m|
(
m2 − 1

)
(2.40)

leading to the measure

D[PVL] =
∏
m≥2

dĉmdĉ
∗
m8π|m|

(
m2 − 1

)
. (2.41)

where we used eq. (2.30) in obtaining the above form of the measure. Note that in writing
the above measure we have excluded the modes m = 0,±1. This is because these modes
correspond to the exact isometries of AdS2 and so do not lead to physically distinct con-
figuration. This is the same reason that the integral over time reparametrization modes is
taken to be Diff(S1)

SL(2,R) with the modding out by SL(2, R) corresponding to the elimination
of the three zero modes m = 0,±1.

Before closing this subsection let us introduce a variable u which is the rescaled proper
length along the boundary. Using a small diffeomorphism, we can bring the boundary line
element to the form,

ds2
∣∣∣∣
∂

= du2

ε2
, u ∈ [0, 2π] . (2.42)

For the metric eq. (2.24), when the boundary length l → ∞, we have near the boundary,
where r � 1,

ds2 = du2

ε2
' dr2

r2 + r2dθ2 . (2.43)
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Using the form of the vectors fields specifying a large diffeomorphism V r
L , V

θ
L in

eq. (2.28) it is easy to then show that u = θ̃. For infinitesimal transformations we can
therefore write

V r
L = −rδθ′(u), V θ

L = δθ(u) (2.44)

where
δθ(u) = −

∑
|m|>1

ĉme
imθ(u) . (2.45)

On comparing we find that the measure obtained in eq. (2.41) agrees with that which
arises in the first order formalism as discussed in [3] and [13]. Let us also note, as was
mentioned above, that the θ direction can be thought of as the Euclidean time direction.
From eq. (2.44) we also see that large diffeomorphisms act as reparametrizations of θ,
when l→∞. For this reason we will sometimes refer to the large diffeomorphisms as time
reparametrizations below.

Indeed, we can generalize the above arguments to an arbitrary intial boundary specified
by θ = θ0(u).3 In this case, we take the vector fields eq. (2.44) with

δθ(u) = θ′0(u)ε(u) (2.46)

where ε(u) corresponds to the infinitesimal reparametrization of the boundary proper time
u as u → u + ε(u). In this case boundary is now “wiggly” and to leading order given by
r(u) = 1

εθ′0(u) . However the inner product between two large diffeomorphisms specified as
given in eq. (2.45) remains the same, in turn giving rise to the same measure for the modes
ĉm as in eq. (2.41). It is easy to see that this matches with the result obtained using the
symplectic 2-form eq. (2.10) of [13] which gives for the inner product of two vector fields as

ω(δ1θ, δ2θ) =
∫ 2π

0
du

(
∂uδ1θ

θ′0(u) ∂u
(
∂uδ2θ(u)
θ′0(u)

)
− δ1θ(u)∂uδ2θ(u)

)
= −

∫ 2π

0
dθ δ1θ

(
∂3
θδ2θ + ∂θδ2θ

)
(2.47)

where in obtaining the second line from the first, we have used ∂u = θ′0(u)∂θ and did an
integration by parts.

In this way, we see that the measure obtained in the second order formalism for sum-
ming over the boundary time reparametrizations exactly matches with the measure con-
sidered in the analysis of the Schwarzian theory [13]. Since the action which is given by the
Schwarzian term also agrees one can use the result in [13], to argue that the path integral
in the second order formalism is also one loop exact.

The fact that the measure for the time reparametrizations in the second order formal-
ism agrees with the symplectic measure of [13] can be understood more abstractly. The
metric on the space of large diffeomorphisms locally given by eq. (2.41) in terms of the
holomorphic coordinates ĉm is a Hermitian metric. The Kähler 2-form constructed from
this metric matches with the symplectic 2-form constructed in [13] and is therefore closed.
Thus, the manifold of time reparametrizations is a Kähler manifold with the Riemannian
structure and the symplectic structure being mutually compatible.

3We thank the referee for raising a query in this context.
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2.3 Integral over the dilaton

Having described the diffeomorphisms, small and large, in some detail, and the measure
for summing over them we now come back to a systematic evaluation of the path integral.
Our starting point is eq. (2.21). We will first carry out the integral over the dilaton, then
over the conformal factor σ and finally turn to the sum over the diffeomorphisms. Also,
to begin here we will consider the case of a general boundary of length l with the dilaton
taking a value φ = φB on the boundary, and consider the asymptotic AdS limit as a special
case in subsection 2.5.

We carry out the dilaton path integral in the background of a general metric gab given
by eq. (2.10). To begin we write a general dilaton field as

φ = φ0(r) + δφ(r, θ) (2.48)

where φ0(r) is a fixed function of r given by

φ0(r) = Ar . (2.49)

The constant A is fixed to take the value

A = φB/rB (2.50)

so that for the metric in eq. (2.24) the locus r = rB also has the required boundary value
of the dilaton φ = φB with δφ = 0.

Let us note in passing that φ0(r) satisfies the classical equations of motion in JT gravity.
The path integral for the dilaton requires us to sum over various values for δφ. To

carry out this sum we adopt the prescription, now being commonly adopted, [3], of rotating
the contour for δφ to lie along the imaginary axis [−i∞, i∞] so that after taking δφ→ iδφ,
δφ has the range [−∞,∞]. Next we expand δφ into eigenmodes of the operator (∇̂2 − 2)
where ∇̂2 is the scalar laplacian obtained from a metric ĝab of constant negative curvature
R̂ = −2. We require that δφ vanishes at the boundary (at r = rB) so that the dilaton,
eq. (2.48) takes the value φB at the boundary as required.

With this prescription the path integral over the dilaton gives∫
D[φ]e−SJT = δ(R[σ] + 2)e−SJT,∂ (2.51)

where
R[σ] = −e−2σ(2 + 2∇̂2σ) (2.52)

is the Ricci scalar which arises from the metric eq. (2.10), δ(R[σ] + 2), denotes a delta
function which has non-trivial support only when the curvature R[σ] = −2, and SJT,∂ is
the boundary part of the JT action, eq. (2.2), which with φ = φB takes the form,

SJT,∂ = − 1
8πG

∫
∂
dx
√
γφB(K − 1) . (2.53)

After carrying out the dilaton path integral the partition function therefore takes the form,

ZJT =
∫
D[σ]D[PV ]
Vol(sdiffeo) δ(−e

−2σ(2 + 2∇̂2σ) + 2)e−SJT,∂ . (2.54)
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Let us note before proceeding that one could have considered another contour for doing
the dilaton integral. In fact from the higher dimensional point of view it is perhaps more
natural to consider a contour where the dilaton is real with a range [−Φ0,∞], where Φ0 is
the prefactor of the topological term, eq. (2.3), since this ensures that the volume of the
internal space does not become negative. We will not have anything further to say about
such a contour here and leave it for future consideration.

We have glossed over one subtlety above. The path integral as we mentioned at the
beginning is being done for a general metric of the form eq. (2.10) and the measure for
the dilaton integral will therefore depend on σ the conformal factor. This measure arises
from an inner product which, to begin with for two dilaton perturbations δ1φ, δ2φ, takes
the form

〈δ1φ, δ2φ〉 =
∫
d2x
√
gδ1φδ2φ (2.55)

and gab is the metric including the conformal factor. The dependence of the measure on the
conformal factor is the same as for a scalar field satisfying Dirichlet boundary conditions,
and can be obtained from the conformal anomaly, as is discussed in appendix F. Since, as
we will see shortly below, satisfying the delta function in eq. (2.54) results in setting σ = 0,
this dependence results at best in a constant multiplying the partition function. We can
therefore ignore this subtlety, since we are not keeping track of the overall multiplicative
constant in the partition function.

2.4 Integral over the Liouville mode

Next, we turn to the path integral over the Liouville mode. The delta function we obtained
in eq. (2.54) makes this easy. The argument of the delta function manifestly vanishes when
σ = 0. Linearizing around it we get

δ(e−2σ(−2− 2∇̂2σ) + 2) = δ((−2)(∇̂2 − 2)δσ) (2.56)

It is easy to see that in conformal gauge the action, eq. (2.2), gives rise to a well-
defined variational principle with δσ vanishing on the boundary (where φb, l are fixed).
This is true because we have included the Gibbons-Hawking boundary term in the action.
As a result we will sum over all Liouville mode fluctuations in the path integral subject to
the condition that δσ vanishes on the boundary.

Carrying out the integral over the non-zero modes of (∇̂2 − 2) then gives rise to a
factor of (det(−∇̂2 + 2))−1 in the partition function. The zero mode is fixed by requiring
that the boundary has length l.

We note that, as for the dilaton above, the measure D[σ] in general has a non-trivial
dependence on σ, since the inner product eq. (2.15) involves the full metric, eq. (2.10).
However, again, this dependence which is the same as for a massless scalar and can be
obtained from the conformal anomaly only gives rise to an overall multiplicative factor in
the partition function once we set σ = 0. The resulting determinant det(−∇̂2 + 2) then
only depends on the metric ĝab.
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Putting all this together gives

ZJT =
∫

D[PV ]
Vol(sdiffeo)

1
det(−∇̂2 + 2)

e−SJT,∂ . (2.57)

Note that the determinant which appears above depends on the metric ĝab and therefore
on the large diffeomorphisms.

2.5 The asymptotic AdS limit and some remarks

So far we have been considering the general case of a boundary of finite length. There
are two complications in going further with the evaluation of the partition function when
the boundary has a finite length, even for the case when the length is large. First, as
was discussed in section 2.2 the metric perturbations generated by the small and large
diffeomorphisms are not orthogonal and as a result the measure for summing over them is
quite complicated to obtain. Second, the dependence of the determinant det(−∇̂2 + 2) on
large diffeomorphisms is also not easy to obtain.

To proceed, we will therefore take the asymptotic AdS limit where we take the length to
go to infinity, while also taking the dilaton to diverge at the boundary, as given in eq. (2.7)
and (2.8). Actually this limit has to be defined more precisely in the path integral where
we are dealing determinants of various operators. These determinants are formally infinite
and need to be regulated. We will regulate the determinants by first keeping only the
contributions of eigenmodes with finite eigenvalues, take the asymptotic AdS limit, where
l→∞, eq. (2.8), and then finally take the cut-off on the eigenvalues to go to infinity. This
order of limits is part of our definition of the asymptotic AdS limit. It will be responsible
for some of the simplification which occurs.

In the more general case where l is finite we need to regulate the determinants and
then take the cut-off introduced for regulating the determinants to zero4 keeping l fixed.
This makes the evaluation of the determinants more complicated. To explain some of the
resulting complications consider evaluating the determinant det(−∇̂2 + 2). We cannot use
conformal invariance for evaluating this determinant, unlike det(−∇̂2) which arises for a
massless scalar for which at least some information can be obtained, as we will see in the
next subsection. A direct evaluation of det(−∇̂2+2) is also not easy. For example, consider
evaluating this determinant in the metric eq. (2.24). The eigenmodes of (−∇̂2 + 2) can
also be simultaneously chosen to be eigenmodes of ∂θ. Denoting these modes by φλ,m,
we have that φλ,m ∼ eimθ and (∇̂2 − 2)φλ,m = −λφλ,m. In the asymptotic AdS limit,
as mentioned above, we first take the boundary rB → ∞, keeping m,λ fixed, and then
take m,λ → ∞. This means that we are including modes whose wavelength along the θ
direction Λ = rB/m� 1. Reinstating the radius of AdS, RAdS, in this relation we see that
in the asymptotic AdS limit we are only including modes with

Λ� RAdS. (2.58)
4Here we are thinking of the cut-off in the position space. In the momentum space, the cut-off would be

taken to infinity.
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For such modes the asymptotic form for φλ,m can be used and this considerably simplifies
the analysis. One can then show that the determinant in this limit is independent of the
large diffeomorphisms as discussed in appendix F.

In the more general case when the length is finite, there are modes with m ≥ rB whose
wavelength

Λ ≤ RAdS (2.59)

and the contributions of these modes also need to be included. This is harder to do since we
need to include terms with arbitrary number of derivatives beyond the Schwarzian term.
For example these can arise in the action due to the expansion of the extrinsic trace to
obtain the analog of eq. (B.38) in the Euclidean AdS disk.

Similarly, there are high wavenumber modes, for both the large and small diffeomor-
phisms, also with Λ < RAdS whose contribution would need to be included at any finite
value of l. This is again complicated due to two reasons. First, our estimate that the
ratio in eq. (2.37), for the inner product of normalized small and large diffeomorphisms is
suppressed at large rB is valid only for modes with fixed mode number m, as rB →∞, as
discussed further in appendix E. And the mixing between large and small diffeomorphisms
discussed in subsection 2.2 above therefore does not vanish for modes with wavelength
Λ < RAdS. Second, because obtaining the contribution due to such modes, even after ne-
glecting this mixing, is not straightforward, since terms beyond the Schwarzian derivative
for the large diffeomorphisms would need to be included, for example for the determinant
det′(P †P ) which arises from the small diffeomorphisms, see discussion above eq. (F.1). Let
us mention that calculations pertaining to finite value of l have been carried out in the
first order formalism [22, 38].5 Although, a perturbative expansion in ε can be done, it
is quite challenging for the reasons mentioned above; a careful investigation of the finite
cut-off problem is currently underway [116].

As a toy model in appendix H we show how these high wavenumber modes could
potentially have a significant effect on the behaviour of the partition function when l, the
boundary length becomes very big. In the cosmological context which we study below
eq. (2.59) is replaced by

Λ ≤ H−1 (2.60)

where H is the Hubble constant, and this condition therefore corresponds to modes which
have not yet exited the horizon and “frozen out”. Our analysis shows that such modes can
significantly affect the wavefunction.

2.6 More details on the asymptotic AdS limit

For all these reasons, here after in this subsection we only consider the asymptotic AdS
limit. Since the small and large diffeomorphisms become orthogonal in this limit the path
integral eq. (2.57) gives

ZJT =
∫
D[PVL]

√
det′(P †P )

det(−∇̂2 + 2)
e−SJT,∂ . (2.61)

5We thank the referee for pointing this out.
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The measure for the large diffeomorphisms is given in eq. (2.41). The prime in det′(P †P )
is to indicate that the zero modes in the space of small diffeomorphisms of the operator
P †P are to be excluded in calculating the determinant. There is in fact one zero mode for
the operator P †P satisfying the boundary conditions eq. (2.19). More discussion on this
zero mode is contained in the appendix F.1 above eq. (F.41).

In the asymptotic AdS limit as we have defined it above one can show that both
det′(P †P ) and det(−∇̂2 + 2) become independent of the large diffeomorphisms as is dis-
cussed in appendix F. Upto a multiplicative constant which we are not keeping track of we
then get

ZJT =
∫
D[PVL]e−SJT,∂ (2.62)

This final expression agrees completely with what has been obtained from the first order
formalism, [3].

For completeness let us carry out the remaining integral over VL here. As is well
known fact the boundary action SJT,∂ gives rise to the Schwarzian term involving the
time reparametrization generated by the large diffeomorphism as follows. As discussed in
appendix B the extrinsic curvature for a general boundary curve specified as (r(u), θ(u))
is given by

K = r(u)− ε2r′′(u)
(r(u)2 − 1)εθ′(u) (2.63)

where r(u) is the radial coordinate along the boundary as a function of proper time u and
prime denotes a derivative with respect to u. From eq. (2.43) we get that upto corrections
sub-leading in rB

dθ

du
= 1
ε

1
r(u) (2.64)

where r(u) is given in eq. (2.32) with

V r
L(u) = ir

∑
m

ĉmme
imθ(u) (2.65)

Substituting gives,

K = 1 +

(
−3θ′′2 + θ′4 + 2θ(3)θ′

)
2θ′2 ε2 +O

(
ε3
)
. (2.66)

The net result is the path integral eq. (2.62) with action

SJT,∂ = − φBε8πG

∫ 2π

0
du Sch

(
tan

(
θ(u)

2

)
, u

)

= − π

4GJβ

1 + 2
∑
m≥2

(m2 −m4)ĉmĉ−m

 (2.67)

and measure eq. (2.41). This agrees with the result obtained earlier. In particular note
that the measure we have obtained from the second order formalism above agrees with the
measure obtained in [13] see also [3].
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The integral over the modes ĉm is in fact one-loop exact [13]. Using the measure
eq. (2.41), the action eq. (2.67) and noting eq. (2.30), we have the path integral as

ZJT = eπ(4GJβ)−1
∫ ∏

m≥2
dĉmdĉ

∗
m8π|m|(m2 − 1) exp

 π

2GJβ
∑
m≥2

(m2 −m4)ĉmĉ∗m


= eπ(4GJβ)−1 ∏

m≥2

32πGJβ
m

= eπ(4GJβ)−1 (32πGJβ)−3/2
√

2π
. (2.68)

Adding the topological term eq. (2.3) for completeness gives the partition function in
the asymptotic AdS limit to be

ZJT = exp
[Φ0

4G + π

4GJβ

] (32πGJβ)−3/2
√

2π
. (2.69)

Let us conclude this section with a remark. As mentioned above for the boundary
located at a finite value for the length l with dilaton taking value φB, the path integral we
have defined is still quite explicit, eq. (2.21), but much harder to fully evaluate. This is
true even when the boundary length l � 1, which one might expect is simpler than that
of the general case. We hope to return to this issue and also to the analogous one in dS
JT gravity, where it is related to computing the wavefunction at late but finite time after
including modes which have not yet exited the horizon, in the future. In dS JT, the finite
time wavefunction was studied in [38].

3 JT path integral with matter in AdS

We shall next extend the analysis of the previous section to include additional scalar
massless matter fields. This problem is also studied in [11]. The path integral is given by

ZJT+M =
∫
D[φ] D[gµν ]

Vol(sdiffeo)

(
N∏
i=1

D[ϕi]
)

exp{−SJT − SM} (3.1)

where SJT is the same action for the JT theory as before, the measure Dφ,Dgµν and the
volume of small diffeomorphisms, Vol(sdiffeo) are the same as above and SM is the action
for the minimally coupled massless scalar fields, ϕi, given by

SM =
N∑
i=1

1
2

∫
d2x
√
g(∂ϕi)2 (3.2)

where N is the number of matter fields. As can be seen from the above action, the matter
fields do not directly couple to the dilaton. We will carry out the path integral for fixed
boundary values for the scalar fields,

ϕi
∣∣
∂

= ϕ̂i(u) (3.3)
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with u being, upto a multiplicative constant, the proper length along the boundary,
eq. (2.42). The resulting partition function is a functional of ϕ̂i(u), besides being a function
of the length l and the boundary value of the dilaton φB, as before. We discuss the general
case of finite l, φB first and then turn to the asymptotic AdS limit below.

Working in conformal gauge we can carry out the integral over the dilaton and the
Liouville modes. Since the matter fields do not couple to the dilaton directly the dilaton
integral will localize the path integral to constant negative curvature metrics as before and
allow us to set the Liouville mode σ in eq. (2.10) to vanish. After the Liouville mode
integral is done we are then left with the integral over diffeomorphisms and the matter
fields, giving

ZJT+M =
∫ D[PV ]

(∏N
i=1D[ϕi]

)
Vol(sdiffeo)

1
det(−∇̂2 + 2)

e−SJT,∂−SM . (3.4)

The measure for the scalar fields in this path integral is to be evaluated using a metric ĝab,
with curvature R̂ = −2. This measure follows from the standard ultra local inner product
for two scalar perturbations given by

(δ1ϕi, δ2ϕi) =
∫
d2x

√
ĝ δ1ϕiδ2ϕi . (3.5)

Thus the background geometry for the scalar path integral is hyperbolic space with a
boundary determined by the large diffeomorphisms.

To perform the path integral over the fields ϕi, we first expand it around the classi-
cal solution obtained by solving the scalar laplacian equation with the boundary condi-
tion specified by eq. (3.3) and also demanding that the solution is regular everywhere in
the interior.

Let us denote the resulting solution to be ϕ(0)
i (r, θ). Expanding the fields ϕi around

this solution as

ϕi = ϕ
(0)
i + δϕi . (3.6)

The boundary condition eq. (3.3) translates to the Dirichlet condition,

δϕi|∂ = 0 (3.7)

We can write the path integral for the matter fields then as

ZM =
∫ ( N∏

i=1
D[ϕi]

)
e−SM = e−SM,cl

∫ ( N∏
i=1

D[δϕi]e
1
2

∫
d2x
√
ĝĝab∂aδϕi∂bδϕi

)
(3.8)

where SM,cl, the classical contribution resulting from ϕ
(0)
i , is given after using the equations

of motion, by a boundary term,

SM,cl =
∑
i

1
2

∫
∂
ds
√
γϕ

(0)
i ∂nϕ

(0)
i (3.9)
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with ∂n being the normal derivative at the boundary. Note that the Laplacian ∇̂2 has no
zero modes for the Dirichlet boundary conditions satisfied by δϕi. Thus the path integral
over δϕi is straightforward and gives,

ZM =
∫ ( N∏

i=1
D[δϕi]

)
e−SM = e−SM,cl(

det
(
− ∇̂2

2

))N
2
. (3.10)

In much of the discussion later in this paper, we will drop the factor of 1
2 that appears

in the determinant in the above expression as it will only change the overall numerical
coefficient of the path integral which we are not keeping track of. Both SM,cl and the
determinant on the r.h.s. depend on the large diffeomorphisms. This dependence is not
easy to obtain, for the general case of a finite boundary of length l, as is discussed in
appendix F. The reason, related to the discussion towards the end of the subsection 2.5, is
the presence of high wave number modes with wavelength less than the boundary length,
Λ < RAdS. The Schwarzian action is no longer sufficient to describe the dependence on the
large diffeomorphisms for such modes. In addition, as is also discussed in subsection 2.2,
the subsequent step involving the integral over the diffeomorphisms is also not easy to carry
out in this case.

Keeping these points in mind we again restrict ourselves to the asymptotic AdS limit for
the subsequent evaluation of the path integral. As discussed in appendix F the dependence
of the large diffeomorphisms in det(−∇̂2) vanishes in the asymptotic AdS limit when rB →
∞, after a suitable length dependent counter term is added. If the boundary values of the
scalars ϕ(0)

i vanish the path integral is therefore unchanged (upto an overall temperature
independent prefactor) by the presence of the matter in the asymptotic AdS limit. And the
thermodynamics essentially does not change, other than a possible change in the ground
state entropy.

When the boundary values ϕ(0)
i are non-zero, the matter sector does couple to the

large diffeomorphisms. In appendix G, eq. (G.13), we show that the dependence of SM,cl
is given, for rB →∞, by

SM,cl = 1
2

∫
du1du2θ

′(u1)θ′(u2)
∑
i

ϕ̂i(u1)ϕ̂i(u2)F (θ(u1), θ(u2)) . (3.11)

Here θ(u) specifies the time reparametrization as a function of the boundary proper length
u, and θ′ = dθ

du . ϕ̂i(u) is the value of the scalars along the boundary and the function F is
defined in eq. (G.7). At linear order in δθ(u) this becomes,

SM,cl =
∫
∂
du1du2ϕ̂(u1)ϕ̂(u2)(δθ′(u1)F (u1, u2) + δθ(u1)∂u1F (u1, u2)) . (3.12)

Upto an overall constant the path integral then takes the form,

ZJT+M =
∫
D[PVL]e−SJT,∂e−SM,cl . (3.13)

The measure D[PVL] is defined in eq. (2.41), and the action SJT,∂ involves the Schwarzian
derivative of θ(u), eq. (2.67). The path integral can then be done by integrating out the
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large diffeomorphisms perturbatively, including the self interactions from the Schwarzian
term and the interactions with the matter fields, to obtain ZJT+M as a function of the
boundary values of the scalar fields ϕ̂i(u), β and J . We will not go into the details here.
These calculations are also discussed in [7].

3.1 Further remarks

Let us end this section with some comments. We have seen that the path integral at finite
values of the boundary length l is difficult to calculate even when l � 1. Some of the
reasons for this were mentioned above. On the other hand the quantum effects of matter
vanish when l→∞ since the matter determinant does not couple to large diffeomorphisms
in this limit anymore as was also mentioned above.

One way to obtain a tractable situation where quantum effects due to matter can be
incorporated is to consider a semi-classical limit by taking G, the gravitational constant
which appears in front of the JT action eq. (2.2), to vanish, G → 0, with the number of
scalar fields, N → ∞ keeping GN fixed, [18]. In this limit the measure for the diffeo-
morphisms is not important since gravity is classical and quantum fluctuations over these
diffeomorphisms can be ignored, similarly the dependence of det(−∇̂2 + 2) on the large
diffeomorphisms can be neglected. However the quantum effects of matter remain. This
limit has received considerable attention recently, [5, 8, 18, 27]. The saddle point equations
in this limit for the system we are considering were obtained in [18]. It was found that
they can typically be solved only in slowly varying situations where the excited modes have
wavelengths Λ� RAdS as discussed in [18].

More generally one could consider a system away from the semi-classical limit, with a
finite number of matter fields, where we are interested in the response to slowly varying
sources provided for example by the boundary values ϕ̂(0)

i . The sources are varying at
wavelength

Λ� RAdS. (3.14)

In this case one can consider constructing a Wilsonian effective action which will contain
the sources coupled to the large diffeomorphisms by integrating out the other degrees of
freedom. The determinants which arise must be valued in Diff(S1)/SL(2, R) and can be
expanded in a derivative expansion. The leading term in this expansion which depends
on the large diffeomorphisms is the Schwarzian term, other terms involve more derivatives
and would be suppressed when eq. (3.14) is met.

The resulting effective action, after adding a suitable counter term to cancel a boundary
length dependent term, is then given by

ZJT+M [β, J, ϕ̂i(u)] =
∫
D[PVL]e−S (3.15)

where the action, see appendix F, is

S = ε

8πGC
∫
du Sch(tan(θ(u)/2), u) + SM,cl. (3.16)

SM,cl above arises from the quadratic action of the scalar fields and depends on the bound-
ary values ϕ̂i(u) and time reparametrization θ(u); to leading order it is given in eq. (3.11),
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a correction at O(ε) can also be similarly obtained. The measure in eq. (3.15) is the
Diff(S1)/SL(2, R) invariant measure given in eq. (2.41) above. The coefficient C in front
of the Schwarzian action to begin with, before the short wavelength modes have been
integrated out, is given by

C = −φB +G(N − 26 + q2) . (3.17)

The first term on the r.h.s. , φB, is from the classical JT action. The matter fields contribute
the second term, GN , eq. (F.16); the third term, −26G, comes from det′(P †P ), eq. (F.23)
and the term with coefficient q2 which we have not been able to determine and should
be of order unity, arises from det(−∇̂2 + 2), see eq. (F.24). The factor of ε multiplying
the Schwarzian shows that the effect of the matter determinant etc vanishes when ε → 0.
Note that the coefficient C will be renormalized from this starting value though, once we
integrate out the short wavelength modes.

This Wilsonian effective action can then be used for calculating the long-wavelength
properties of the system, including computing loop effects from modes meeting eq. (3.14).
If necessary a renormalization procedure can be carried out to make such calculations
optimal. We leave a further analysis along these lines for the future.

4 Double trumpet in AdS

In this section we will extend our discussion to consider the path integral over connected
geometries with two boundaries in Euclidean AdS. These spaces have Euler character
χ = 0. Such a spacetime is often referred to as the double trumpet geometry. The path
integral, denoted as ZDT reads

ZDT =
∫
D[φ]D[gµν ]
Vol(Ω) exp{−SJT} . (4.1)

The action for the path integral is given as in eq. (2.2) above, with boundary terms at
both boundaries. Note that in this case the boundary contribution to the path integral
will arise from both boundaries. The non-trivial part of the calculation, like for the disk,
is to correctly identify the metric configurations which need to be included in the path
integral and obtain a measure for summing over them. We discuss this issue first here and
thereafter in the next subsection will carry out the path integral in a systematic manner,
analogous to section 2, by first summing over the dilaton, the conformal mode and then
the diffeomorphisms.

The boundary conditions we impose are that φ takes values φB,1, φB,2, at the two
boundaries which are taken to have lengths l1, l2 respectively. It will be convenient to
keep in mind the following background metric for the double trumpet, which has curvature
R = −2, with two boundaries, at r → ∞, r → −∞ (henceforth also referred to right and
left boundaries respectively):

ds2 = dr2

r2 + 1 + (r2 + 1)dθ2, θ ∼ θ + b . (4.2)
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Note that this metric can be obtained from eq. (2.24) by the analytic continuation,

r → −ir, θ → iθ, (4.3)

however now the periodicity of θ is a free parameter b. This parameter actually corresponds
to a modulus and we will integrate over it in the path integral, as we will see below.

While we first set up the path integral with general boundary conditions, as in the case
of the disk, it will turn out to be difficult to carry out the calculations all the way through
in this general case. As a result, at some point in the discussion below we will specialize to
the asymptotic AdS limit. This limit is defined for two boundaries by taking the length of
both boundaries to go to infinity and also taking φB →∞, while keeping the ratio φB/l to
be fixed at each boundary. The ratio φB/l takes an independent value at both boundaries,
i.e., we take ε→ 0 with

φB,1 = 2π
Jβ1ε1

, l1 = 2π
ε1

φB,2 = 2π
Jβ2ε2

, l2 = 2π
ε2
. (4.4)

The resulting answer will then depend on both the parameters 1
Jβ1

and 1
Jβ2

. The asymptotic
limit corresponds to taking ε1, ε2 → 0.

The path integral for the disk topology can be interpreted as the partition function of
the boundary theory, as was mentioned above. After a suitable rescaling of ε1, ε2 we can
take the renormalized lengths of the two boundaries in the double trumpet to be β1, β2
so that the path integral for the double trumpet geometry can be interpreted as giving a
contribution to the connected two point function of the partition functions 〈Z(β1)Z(β2)〉
for two boundary theories. We will have more to say about this interpretation in sec-
tion 4.2 below.

In general metric perturbations about a metric gab can be decomposed, similar to
eq. (2.11) in subsection 2.1, as

δgab = δσgab ⊕ δg̃ab (4.5)

Here δg̃ab are traceless metric perturbations which will include, for the double trumpet,
perturbations produced by small diffeomorphisms, large diffeomorphisms and moduli. We
describe all three types of perturbations below.

Perturbations produced by small diffeomorphisms are generated by vector fields Vs and
of the form

δg̃ab = PVs (4.6)

where the operator P is given in eq. (2.12) . The vector fields Vs satisfy the boundary condi-
tions, eq. (2.19) at both the boundaries. These perturbations describe the same spacetime
after a coordinate transformation and therefore give rise to gauge transformations. Their
volume Vol(sdiffeo) is the factor Vol(Ω) in the denominator of eq. (4.1).

The perturbations produced by large diffeomorphisms describe fluctuations of both
boundaries in double trumpet case. They correspond, as in the disk, to zero modes of
the operator P †P , with the operator P † as defined in eq. (2.13) acting on traceless metric
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perturbations. Denoting a vector field which generates such a transformation by VL the
condition VL satisfies is

P †PVL = 0 (4.7)

and the metric perturbation it produces is δg̃ab = (PVL)ab. Taking a cue from the disk
case, in identifying these we look for diffeomorphisms which reduce to reparametrizations
of the two boundary circles, in the limit where both boundaries have large length. Such
diffeomorphisms can be obtained by setting

VL = ∗dψ (4.8)

with ψ being a scalar field satisfying the eq. (2.23).
Solutions to this equation for a background metric eq. (4.2) can be obtained from

eq. (2.25) after noting the analytic continuation eq. (4.3) and are given by

ψ(r, θ) =
∑
|m|>0

eim̃θ
(
Am(r + m̃)

(
r + i

r − i

) im̃
2

+Bm(r − m̃)
(
r + i

r − i

)−im̃
2
)

(4.9)

where

m̃ = 2πm
b

. (4.10)

Note that we have twice the number of solutions compared to the disk case, since there are
two modes for every value of m. And unlike the disk, there is no condition of regularity in
the interior which cuts down the number of solutions since the coordinate system in which
the metric in eq. (4.2) is written is non-singular everywhere. We should also mention that
the sum in eq. (4.9) does not include an m = 0 mode. We will have more to say about this
sector shortly.

Before proceeding let us note that the solution in eq. (4.9) has functions involving
(r + i) and (r − i) raised to various powers. These are defined, for a general exponent a,
as follows

(r + i)ia = exp[ia log(r + i)], (r − i)ia = exp[ia log(r − i)] (4.11)

with the log function in both cases being defined to have a branch cut along the negative
real axis, i.e.,

ln z = ln |z|+ iArg(z), Arg(z) ∈ [−π, π] . (4.12)

Also in our definition,(
r + i

r − i

) im̃
2

= (r + i)
im̃
2

(r − i)
im̃
2

= exp
[
i

(
m̃

2 log(r + i)− m̃

2 log(r − i)
)]

= exp
[
−m̃2 (Arg(r + i)−Arg(r − i))

]
. (4.13)

With these definitions we see that the reality of ψ imposes the condition

A∗−m = Bm (4.14)

on the coefficients in eq. (4.9).
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We will sometimes find it convenient to work with linear combinations of the basis
elements used in the expansion in eq. (4.9), and rewrite ψ as follows,

ψ(r, θ) =
∑
|m|>0

eim̃θγm

(
(r + m̃)

(
r + i

r − i

) im̃
2
− (r − m̃)

(
r + i

r − i

)−im̃
2
)

+
∑
|m|>0

eim̃θδm

(
(r + m̃)

(
r + i

r − i

) im̃
2
em̃π − (r − m̃)

(
r + i

r − i

)−im̃
2
e−m̃π

)
. (4.15)

The coefficients γm, δm are related to Am, Bm by

γm + em̃πδm = Am, γm + e−m̃πδm = −Bm. (4.16)

It is easy to see that the radial functions multiplying γm, δm vanish respectively as r →∞
and r → −∞ respectively, to leading order . In this basis it is therefore manifestly clear
that the expansion eq. (4.9) includes independent perturbations at the two ends. Using
eq. (4.8) it is also easy to see that the resulting diffeomorphisms become independent
reparametrizations of the θ direction at r ±∞.

We now turn to the m = 0 sector. There are two solutions to eq. (2.23) in this sector,
these are independent of θ and are given by

ψ1 = s r (4.17)

ψ2 = t

2π

(
2 + ir log

(
r + i

r − i

))
(4.18)

where t, s are arbitrary coefficients. It is easy to see that ψ1 corresponds to the U(1)
isometry under which θ → θ − s. Since it keeps the metric and boundary unchanged it
does not correspond a distinct spacetime, and we must not sum over it in the path integral.
On the other hand ψ2 give rises to the diffeomorphism Vtw = ∗dψ2. The subscript m is to
indicate that it is a modulus and tw is to denote that this vector field introduces a relative
twist between the two boundaries. It is easy to see that V r

tw = 0 and

V θ
tw = t

2π

[
− 2r
r2 + 1 − i log

(
r + i

r − i

)]
. (4.19)

As r → ∞, V θ
tw → 0, while as r → −∞, V θ

tw → t. Thus this diffeomorphism produces a
relative twist between the θ variables parametrizing the circles at the two boundaries in
the limit when the boundaries have length l → ∞. It is in fact one of the two moduli
associated with this geometry. The corresponding metric perturbation is given by

(PVtw)µν = − 2t
π(r2 + 1)

(
0 1
1 0

)
. (4.20)

The other modulus for this space is related to the parameter b which is the size of the
θ circle, eq. (4.2). Consider a vector field

V µ
b = δb

b
(−r, θ) (4.21)
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under which θ → θ+ δb
b θ, so that the periodicity of θ changes. The subscript b is to denote

that this is a vector field corresponding to the modulus parameter b. This vector field is not
single valued on the circle, however the metric perturbation it gives rise to, is well-defined
and single valued,

(PVb)µν = 2δb
b

(
− 1

(1+r2)2 0
0 1

)
. (4.22)

We will also include this metric perturbation in the sum over all configurations in the path
integral. Note that both Vb, Vtw satisfy

P †PVb = 0 = P †PVtw . (4.23)

To summarize the discussion so far then we have argued that general metric deforma-
tions which we sum over include changes in the conformal factor and deformations asso-
ciated with small diffeomorphisms which preserve the boundaries, large diffeomorphisms
which changes the boundaries, and two moduli.

Let us now turn to describe the measure in the space of all metric deformations.
This measure arises from the inner product in the space of metric perturbations, eq. (2.9)
as described in subsection 2. The decomposition in eq. (4.5) is an orthogonal one with
respect to the inner product eq. (2.9). Thus the measure in eq. (2.1) can be written as
D[gab] = D[σ]D[g̃ab] where D[σ] is the measure for the sum over conformal factors following
from the inner product, eq. (2.15).

As discussed in appendix E in general the large and small diffeomorphisms included in
D[g̃ab] are not orthogonal to each other and the resulting measure is hard to obtain, even
when the lengths l1, l2 of the two boundaries are large but finite. This is because modes of
wave number m̃ coming from small and large diffeomorphisms, meeting the condition

m̃/l ≥ O(1) (4.24)

can mix with each other. The resulting complications for the disk topology are discussed
in subsection 2.5 and there are similar issues in the double trumpet as well, see discussion
after eq. (E.40).

In order to avoid these complications we will therefore finally have to resort to the
asymptotic AdS limit as described above. In this limit there are no modes which meet the
condition eq. (4.24) (since the l → ∞ limit is taken while keeping the mode number m̃
fixed). The small and large diffeomorphisms, and moduli are all orthogonal to each other
in this limit, see discussion after eq. (I.22), and the measure then splits up into a product

D[g̃ab] = D[PVs]D[PVL]D[PVmod] (4.25)

where the three terms on the r.h.s. denote the measures for summing over the small and
large diffeomorphisms and the two moduli with Vmod denoting Vtw, Vb.

We will describe these three measures in more detail next. The definition of D[PVs] is
the same as in the disk case and we get in an analogous way, after carrying out the integral
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over the small diffeomorphisms that∫
D[PVs]

Vol(sdiffeos) =
√
det′(P †P ) . (4.26)

Note that there is a zero mode of P †P which corresponds to the U(1) isometry of eq. (4.2).
The measure in the space of large diffeomorphisms is described in appendix I.1. Ex-

pressing the complex modes γm, δm appearing in eq. (4.15) in terms of the real variables
pm, qm, rm, sm, as

γm = pm + iqm, δm = rm + ism (4.27)

we find that the measure in terms of the coefficients above is given by eq. (I.13)∫
D[PVL] =

∫ ∏
m≥1

dpm dqm drm dsm(16b
(
m̃3 + m̃

)
sinh2(πm̃))2 . (4.28)

Finally for the moduli, from eq. (4.20) and eq. (4.22), it is straightforward to evaluate the
inner products using eq. (2.9) and we find

〈PVtw, PVtw〉 = 4t2b
π

; 〈PVb, PVb〉 = 4π(δb)2

b
; 〈PVtw, PVb〉 = 0 (4.29)

the measure for moduli after integrating over the twist modulus turns out to be∫
D[PVtw]D[PVb] = 4

∫
dt db = 4

∫
bdb . (4.30)

Here we have used the fact that the range of t is [0, b], since a twist between the two ends
which is bigger than b in magnitude can always be brought to lie in this range using the
periodicity θ ' θ + b.

4.1 Carrying out the path integral

We now turn to a systematic evaluation of the path integral eq. (4.1). As for the disk,
we will first carry out the dilaton path integral, then the integral over the Liouville mode
and finally, after taking the asymptotic AdS limit, the integral over the diffeomorphisms
and moduli.

It is convenient, but not essential, to expand the dilaton about a background φ0,

φ = φ0 + δφ (4.31)

where the background
φ0 = αr + iβ

[
r log

(
r + i

r − i

)
− 2i

]
. (4.32)

The coefficients α, β can be adjusted so that φ0 takes the values φB1, φB2 at the two
boundaries in the metric, eq. (4.2) which are located at rB1, rB2. For the boundary lengths
l1, l2 � 1 we have that

rB1 ' −
l1
b
, rB2 '

l2
b
. (4.33)
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The fluctuation δφ about the background then satisfies Dirichlet boundary conditions at
the two ends. Let us also note that there is no solution to the equations of motion where
the metric has the required form eq. (4.2) so as to meet the condition R = −2, and the
dilaton takes the values φB1, φB2 at both ends with φB1,2 > 0.

We carry out the dilaton integral by taking a contour along which δφ is purely imagi-
nary, as in the disk topology. This yields,

ZDT =
∫

D[σ]D[g̃ab]
Vol(sdiffeo)δ(R+ 2)e−SJT,∂1−SJT,∂2 (4.34)

(as in the disk we will not keep track of any overall constants in Z from here on carefully.)
Note that the delta function imposes the constraint R = −2 and there are contributions
from both boundaries in the exponent on the r.h.s. now.

For the integral over σ we write the metric as

gab = e2σ ĝab, (4.35)

where ĝab is a metric obtained from eq. (4.2) after carrying out changes due to small and
large diffeomorphisms as well as the moduli. We will impose Dirichlet boundary conditions
on σ at the two ends. This condition is needed to obtain a well defined variational principle
in the presence of the Gibbons-Hawking boundary terms at boundaries.

This gives

ZDT =
∫

D[g̃ab]
Vol(sdiffeo)det(−∇̂2 + 2)

e−SJT,∂1−SJT,∂2 . (4.36)

Note that with the Dirichlet boundary conditions we are imposing on the Liouville mode
det(−∇̂2 + 2) has no zero modes.

At this point to simplify the measure and also deal with det(−∇̂2 +2), which in general
depends on the large diffeomorphisms and also moduli, in a tractable manner, we take the
asymptotic AdS limit described earlier, eq. (4.4). The measure D[g̃ab] then becomes a
product, eq. (4.25) and proceeding as discussed at the end of the previous subsection
we get

ZDT =
∫
bdb D[PVL]

√
det′(P †P )

det(−∇̂2 + 2)
e−SJT,∂1−SJT,∂2 . (4.37)

As argued in appendix F both
√
det′(P †P ) and det(−∇̂2 + 2) become independent of

the large diffeomorphisms in this limit. Furthermore their ratio has important cancellations.
In particular, the exponential divergences that we shall discuss shortly, cancel in this ratio,
see appendix I.3. The action, obtained in eq. (I.22), is given by

SJT,∂1 + SJT,∂2 = b2

16πGJ

( 1
β1

+ 1
β2

)
+
∑
m≥1

1
2πG

b2

J
m̃2(m̃2 + 1) sinh2(m̃π)

(
p2
m + q2

m

β1
+ r2

m + s2
m

β2

)
(4.38)
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where pm, qm, rm, sm are related to the modes γm, δm appearing in eq. (4.15) by the relation
eq. (4.27). The measure for summing over the large diffeomorphisms is given in eq. (4.28).
All this then leads to

ZDT =
∫
bdb

∏
m≥1

dpm dqm
16bm̃(m̃2 + 1)
csch2(πm̃)

× exp

− b2

16πGJβ1

1 +
∑
m≥1

8m̃2(m̃2 + 1)
csch2(πm̃)

(
p2
m + q2

m

)
×
∏
m≥1

drm dsm
16bm̃(m̃2 + 1)
csch2(πm̃)

× exp

− b2

16πGJβ2

1 +
∑
m≥1

8m̃2(m̃2 + 1)
csch2(πm̃)

(
r2
m + s2

m

) (4.39)

which agrees with eq. (127) of [3]. Note that we have cancelled terms in the action which
are proportional to length that arise from the various determinants by adding counterterm
with suitably chosen coefficient, see discussion around eq. (F.25).

Doing the integrals over pm, qm, rm, sm in eq. (4.39) we get

ZDT =
∫
bdb e

− b2
16πGJ

(
1
β1

+ 1
β2

)
1

16π2GJ
√
β1β2

(4.40)

which further yields

ZDT = 1
π

√
β1β2

(β1 + β2) (4.41)

as the final result in agreement with eq. (135) of [3] (we have not been careful about the
overall numerical factor as discussed above).

We note that away from the asymptotic AdS limit the additional modes, meeting
condition eq. (4.24) would enter in the calculation and one would have determine to their
dependence in both det′(P †P ) and det(−∇̂2 + 2). This dependence is not easy to obtain
and would involve an infinite number of higher derivative terms beyond the Schwarzian.
Similarly the measure for summing over such modes is not easy to calculate. For all these
reasons we will not attempt a calculation of ZDT in this more general case here.

4.2 Adding matter

Next we turn to adding matter to the theory and consider its effect in the path integral
while summing over connected geometries with two boundaries. To begin we take a free
bosonic massless scalar field. It’s action is given by

SM = 1
2

∫
d2x
√
g(∂ϕ)2 (4.42)

and is the same as eq. (3.2) with N = 1. We will also consider fermionic matter
subsequently.
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The matter field does not couple to the dilaton and we can carry out the integral over
φ and thereafter over the conformal factor σ as before, leading to the partition function,
ZDT+M being given by

ZDT+M =
∫

D[g̃ab]D[ϕ]
Vol(sdiffeo)det(−∇̂2 + 2)

e−(SJT,∂1+SJT,∂2+SM ) (4.43)

where SJT,∂1,2 is given by eq. (B.17) at each of the boundaries.
First let us consider the case where the matter vanishes at the boundaries. Carrying

out the path integral over ϕ then gives,

ZDT+M =
∫

D[g̃ab]
Vol(sdiffeo)det(−∇̂2 + 2) (det(−∇̂2))1/2

e−SJT,∂1−SJT,∂2 . (4.44)

The factor (det(−∇̂2))1/2 in the denominator arose from the integral over the matter field
and with the matter field vanishing at both boundaries is obtained from the product of
eigenvalues of the laplacian ∇̂2 with Dirichlet boundary conditions. It is easy to see that
with these boundary conditions the operator has no zero modes. In general (det(−∇̂2))1/2

will depend both on the moduli, see appendix I.2, and the large diffeomorphisms as dis-
cussed in appendix F.

To proceed we now take the asymptotic AdS limit, eq. (4.4). In this limit the depen-
dence on the large diffeomorphisms of (det(−∇̂2))1/2 vanishes, as discussed in appendix
F. However there is still an important dependence on the modulus b as we discuss shortly
below and in appendix I.2. Also the measure breaks up into a measure over the small and
large diffeomorphisms and moduli as mentioned in eq. (4.25). Carrying out the integral
over the small diffeomorphisms then gives,

ZDT+M =
∫
bdbD[PVL]

√
det′(P †P )

det(−∇̂2 + 2)(det(−∇̂2))1/2
e−SJT,∂1−SJT,∂2 . (4.45)

Here the measure for summing over the large diffeomorphisms D[PVL] is given in eq. (4.28)
and the two boundary actions, SJT,∂1 , SJT,∂2 are given in eq. (B.18). Note that in the
asymptotic AdS limit both

√
det′(P †P ) and det(−∇̂2 + 2) are independent of the large

diffeomorphisms. Again, as mentioned earlier, their ratio has crucial cancellations as dis-
cussed in appendix I.3.

The matter determinant depends on the modulus b and this dependence is given by

ZM [b] = 1
(det(−∇̂2))1/2

= e−
b
6

η( ib2π )
(4.46)

η(τ) on the r.h.s. is the Dedekind eta function.
Keeping all these facts in mind and carrying out the integral over the large diffeomor-

phisms then gives,

ZDT+M =
∫
bdbe

− b2
16πG

(
1
β1

+ 1
β2

)
1

16π2GJ
√
β1β2

ZM [b] . (4.47)
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Now we come to a rather interesting consequence of having added the matter. Using the
well known properties of η(τ) under modular transformations it is easy to see, as discussed
in appendix I.2, eq. (I.50), that as b→ 0

ZM [b]→

√
b

2πe
π2
6b . (4.48)

As a result the integral over the modulus b diverges as b→ 0,6 and the partition function
ZDT+M is in fact not well defined. To examine the behaviour of the wavefunction as
b → ∞, we note from the results for determinants evaluated in appendix I.2, I.3, see
eq. (I.52), (I.70), that in this limit, the contribution from various determinants can atmost
go as exb, x > 0. However the boundary terms of the JT theory, after integrating over the
large diffeomorphisms has the behaviour e−yb2 , y > 0, see eq. (4.47). Thus the wavefunction
is convergent at the other end of the b-integral as b→∞.

Why does the divergence as b → 0 arise ? We see from eq. (4.2) that as b → 0
the “neck” of the double trumpet gets thinner and thinner. More precisely the geometry,
eq. (4.2) has a geodesic winding around the θ direction with minimum length b and the
length of this geodesic goes to zero when b vanishes. The divergence is related to the
quantum stress tensor of matter giving a negative contribution due to the Casimir effect
which blows up as the size of the neck vanishes.

The result for the double trumpet partition function in the absence of matter, eq. (4.41)
can be interpreted as a two point correlation between the partition functions of both
boundary theories 〈Z(β1)Z(β2)〉, [3], which could arise for example in a boundary theory
with random couplings. The divergence, once bosonic matter is added, suggests that the
dominant contribution in the sum over geometries will arise when the neck goes to zero size
resulting in the two ends not being connected at all and the connected two point function
for the partition function vanishing. This suggests that in the presence of bosonic matter
one is describing a more conventional system without random couplings. To put it another
way, the theory with matter is ill-defined due to the divergence above. To make it well-
defined, one possibility could be to take the result from the double trumpet which peaks
at b = 0 as a clue and simply disallow all topologies except the disk.

However, it could well be that this is not the only possibility, it is certainly not a very
elegant one. Instead, perhaps further study will show that the path integral can be made
well defined in various ways and the resulting dynamics would then determine whether
wormholes are allowed or not depending on how the divergence is tamed.7 We leave a
more detailed investigation along these lines for the future.

We can also consider what happens if fermionic matter is added instead of the bosonic
matter we considered above. Let us take as an example one complex free fermion field ψ

with central charge c = 1 and action

SM,f =
∫
d2x
√
gψ̄γµ∂µψ (4.49)

6This divergence is more general, see for example eq. (I.75), and arises in (det(−∇̂2 + m2))−1 for any
non-negative m2.

7We are grateful to the members of the TIFR String Theory group for a lively discussion on this question
resulting in the more nuanced comments presented above!
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where the subscript f in SM,f in to indicate the fermionic nature of matter. Since we are
thinking of θ direction as the Euclidean time direction, or as the temperature directions,
we impose anti-boundary conditions along it. In addition let us also impose anti-periodic
conditions, i.e. NS boundary conditions, in the radial direction.

The partition function, ZM,f as a function of the moduli b can then be easily written
down and is given by

ZM,f = Tr(NS)e
−bH (4.50)

where H the Hamiltonian is given by

H =
∑

r=n+1/2
rc†−rcr −

1
24 . (4.51)

In the notation used in [117] eq. (10.7.8a), for the boundary conditions above,

ZM,f = Z0
0 (τ) (4.52)

where τ = ib
2π . ZM,f will replaces the factor ZM [b] in eq. (4.47). To understand the

b→ 0 limit we can do a modular transformation. Since Z0
0 (τ) = Z0

0 (−1/τ), (eq. (10.7.14)
of [117]), we learn that

ZM,f → e
π2
6b . (4.53)

As a result, once again the integral over b diverges.
We could also consider imposing periodic (Ramond) instead of anti-periodic boundary

conditions in the radial direction at the two ends of the double trumpet, while still keeping
the boundary conditions along the temperature direction to be anti-periodic. This gives
ZM,f = Tr(R)e

−bH , which in the b → 0 limit diverges in the same way as eq. (4.53).
However suppose we sum over both the NS and Ramond sectors in the path integral with
an opposite relative sign, then

ZM,f = Tr(NS)e
−bH − Tr(R)e

−bH (4.54)

and now the leading divergence at small b would cancel. From eq. (10.7.14) of [117] we see
that Tr(R)e

−bH → Z0
1 (−1/τ) under the modular transformation, τ → − 1

τ . Thus, we get
that after this modular transformation

ZM,f = Z0
0 (−1/τ)− Z0

1 (−1/τ) = Tr(NS)[(1− (−1)F )q̃H ] (4.55)

where q̃ = e
−4π2
b , and F denotes the fermion number operator, under which the NS vacuum

has charge 0 and the ψ,ψ† operators have charge ±1 respectively. It is now easy to see
that the vacuum state after the modular transformation is projected out and the leading
contribution on the r.h.s. in eq. (4.55) arises from the first excited states with F = 1. These
have H = 1

2 −
1
24 = 11

24 , so that as b→ 0 now

ZM,f ' e
−11π2

6b → 0 (4.56)
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We see therefore that ZM,f now decays very rapidly as b→ 0 and this renders the integral
over b convergent in the region where b→ 0.

We have not explored in detail whether the relative minus sign between the NS and
R sector in eq. (4.54) gives a consistent theory. In string theory (where there is additional
matter and world sheet supersymmetry) the contributions of the NS and R sectors do
come with relative opposite sign, as in eq. (4.54) above, and this is easy to understand on
the basis of spacetime spin statistics. However, our problem is different and in particular
spacetime itself is two dimensional here.

Finally, we can consider imposing periodic boundary conditions for the fermion along
the θ direction.8 This would correspond to calculating not the partition function but
an index Tr[(−1)F e−βH ]. For the disk topology it would not be possible to impose this
boundary condition since the θ direction shrinks to zero size and going around it is a 2π
rotation under which the fermion must be anti-periodic. But we can do so for the double
trumpet since the θ circle has a finite size everywhere in the geometry. Imposing NS
boundary conditions along the radial direction in the periodic case would give ZM,f = Z0

1 (τ)
which after a modular transformation becomes Z1

0 (−1/τ). In the limit b→ 0 this means

ZM,f ∼ e
−π2
3b . (4.57)

We see that this now vanishes as b→ 0, and the divergence goes away. The periodic bound-
ary conditions have reversed the sign of the Casimir energy and there is no obstruction
to a wormhole connecting the two ends now. If we impose periodic boundary conditions
along the radial direction as well as along the θ direction, the partition function continues
to behave like eq. (4.57) as b → 0 resulting in no divergence. In both these examples we
would conclude that the two point function of the index on the two boundaries is non-zero.

The main purpose of the last few examples above was to show that for suitable matter,
added in a consistent manner, one can avoid the divergence seen in the bosonic case.9 The
integral over b should then converge, the double trumpet geometry connecting the two ends
would contribute to the path integral and the dual theory would involve averaging over
coupling constants in some way.

5 de Sitter JT gravity and the no-boundary wavefunction

5.1 Basic set-up

In this section we consider JT gravity in dS space. This corresponds to the action for
gravity and the dilaton

SJT,dS = −i
16πG

(∫
d2x
√
−gφ(R− 2)− 2

∫
∂
dx
√
γφK

)
. (5.1)

8We are grateful to Shiraz Minwalla for bringing this example to our attention and for emphasizing its
importance.

9An investigation of the higher genus surfaces where such a divergence may reappear is currently under
progress [116].
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In comparison with eq. (2.2) we see that the cosmological constant is positive here and we
are working in units where the Hubble constant H is given by

H2 = 1 . (5.2)

Note also that the boundary term above differs from the corresponding one in AdS. In the
AdS case there is a term proportional to the length of the boundary, going like

∫
dx
√
γ,

which is absent here. For the AdS case this term can be thought of as a counter term
which is added, with a suitable coefficient, to remove a divergence which arises in the path
integral when we take the limit where the length of the boundary diverges. However, in the
dS case the dependence of the wavefunction on the length of the boundary is of physical
significance and we should not be adding such a term.10

We also note that the path integral in our conventions is given by

ZJT,dS =
∫
D[gµν ]D[φ]
Vol(Ω) e−SJT,dS (5.3)

the measure etc. which appears above will be discussed in more detail below. Matter can
also be added to the system. Later on we will consider conformal matter, specifically scalar
fields with action eq. (5.45) or fermionic fields with action eq. (5.46).

We will study the wavefunction of the universe as given by the no boundary proposal.
This wavefunction gives the probability amplitude for a universe which has length l when
the dilaton takes the value φB and it is given by the partition function

ΨdS[φB, l] = ZJT,dS =
∫
D[gµν ]D[φ]
Vol(Ω) e−SJT,dS . (5.4)

For a single connected universe this partition function needs to be calculated over geome-
tries which have one boundary with length l where φ = φB. One can think of φ as providing
a clock for the universe and the wavefunction as giving the amplitude for the universe to
have different lengths at time φB.

A key new element in the calculation, in comparison to the AdS case with disk topology,
is that the path integral involves metrics of different spacetime signatures. There are two
contours which have been suggested to calculate the no-boundary wavefunction. In the
conventional Hartle- Hawking proposal, [114], the contour studied involves Euclidean dS
which is a sphere, S2, with metric of signature (2, 0), which is then connected along the
contour, at the equator of the S2, to Minkowski dS with signature (1, 1). To implement
the no-boundary proposal the contour starts at say the north pole of the S2. We will
refer to this as the Hartle-Hawking (HH) contour below. In contrast, in the Maldacena
contour, [24], we start at the north pole but evolve along −AdS2 which is a Euclidean
geometry of signature (0, 2), eventually then continuing to Minkowski dS. We will explore
these contours in the second order formalism here. These contours are elaborated more
after eq. (5.12).

10In addition with our choice of conventions the relative sign between the bulk and boundary terms is
opposite to that in eq. (2.2), for a space-like boundary.
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As far as our analysis below will reveal, we find no difference between the two contours
for the resulting wavefunction. The reason for this, which will become clearer as we pro-
ceed is that the fluctuations over which we sum while carrying out the path integral are
analytically continued in going from one signature to another, and we will not encounter
any singularities while carrying out these continuations.

For signature (2, 0) or (0, 2) the action, denoted by SJT,edS is given by

SJT,edS = − 1
16πG

(∫
d2x
√
gφ(R− 2) + 2

∫
dx
√
γφK

)
, (5.5)

For a contour which passes through regions of different signature we will calculate piece-
wise the contribution to SJT and add them to get the full result, keeping track of boundaries
which arise when the different signature pieces are glued together.

Note that there is actually an additional topological term in the action, eq. (2.3). This
term is also present in the de Sitter case we are considering here. For (2, 0) and (0, 2)
signature cases this term is given by

Stop,1 = − Φ0
16πG

(∫ √
|g|R+ 2

∫
∂

√
|γ|K

)
(5.6)

and for (1, 1) signature by

Stop,2 = − iΦ0
16πG

(∫ √
|g|R− 2

∫
∂

√
|γ|K

)
(5.7)

where Φ0 is a parameter which suppresses topological fluctuations. When dS JT gravity
arises from higher dimensions it is related to the volume of the extra dimensions and the
topological term gives a contribution proportional to the higher dimensional dS entropy.
For a contour which passes through regions of different signature we will again calculate
pieces wise the contribution to Stop and add them.

In this section we focus on the case with a single boundary. In this case Stop =
−Φ0

4G with the contribution coming from the part of the contour which has (2, 0) or (0, 2)
signature. This yields

e−Stop = e
Φ0
4G . (5.8)

Note that the higher dimensional de Sitter entropy is given by

SdS = Φ0
2G (5.9)

and is twice in magnitude compared to Stop.
The three spacetimes mentioned above can be described with the metric

ds2 = dr2

(1− r2) + (1− r2)dθ2 (5.10)

the region r < 1 this describes the S2, and r > 1, −AdS2. Taking

r → ±ir (5.11)
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r

1−1
P

Q

O

S

T

Figure 1. Analytic continuations in the complex r-plane for the no-boundary wavefunction.

gives dS space with signature (1, 1) which can be written as

ds2 = − dr2

r2 + 1 + (r2 + 1)dθ2 . (5.12)

We consider below a value of the length of the boundary l > 2π which is classically
allowed for dS spacetime with H = 1. Using the (r, θ) coordinate system mentioned above,
we can understand the HH and Maldacena contours in figure 1. The branch cut in the
figure corresponds to the branch points at r = ±1,−∞ of the associated Legendre function
Pµν (r) that arises as a solution to the eigenvalue equation of the operator (−∇̂2 + 2) in
Euclidean AdS, see eq. (F.37), (I.58). The HH contour, shown in blue corresponds to
starting at r = 1(P ), going till r = 0(O) and then continuing till either Q or S depending on
whether we started at r = 1 just above or below the real axis respectively. The Maldacena
contour, shown in green, starts at r = 1(P ) in the −AdS metric and proceeds along real
axis to r � 1(T ) and then is analytically continued to Q or S.

The steps to calculate the path integral have many similarities to the AdS case con-
sidered previously and we will mainly emphasize some of the key new points below.

We first find a classical solution meeting our boundary conditions, obtain its contri-
bution to the action, then expand around it and compute the contributions due to the
quantum fluctuations.
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For the first contour, the classical equations are solved for the (2, 0) signature case by
the S2 with metric eq. (5.10) and dilaton,

φ0 = iAr (5.13)

On continuing to (1, 1) signature using eq. (5.11) we get Minkowski dS space with

φ0 = Ar. (5.14)

Note that if the boundary value φB is real, A must be real and therefore in the Euclidean
signature region the dilaton is imaginary. To meet the boundary conditions we take the
boundary to be at r = rB, where

l = 2π
√
r2
B + 1 (5.15)

and fix A to be
A = φB/rB . (5.16)

For the second contour, in the (0, 2) signature part the solution is also given by
eq. (5.13) (but now for r > 1) and again continuing to (1, 1) signature gives the same
result for the dilaton and the same values for rB, A as above.

The resulting classical action gives rise to a saddle point contribution of the wavefunc-
tion [24]

Scl = iφB
4G

√(
l

2π

)2
− 1 . (5.17)

For l� 1, the leading term denoted by Ŝcl, is given by

Ŝcl = iφBl

8πG . (5.18)

This saddle point contribution corresponds to a universe which is expanding with increas-
ing time.11

This contribution to the wavefunction is the same in the two contours [24, 114]. For
example, in figure 1, starting from the point P and reaching Q either along the blue contour
(HH contour) or along the green contour (Maldacena contour) gives the same contribution
to the wavefunction. This is because the value of the on-shell classical action only depends
on the data close to the boundary (φB and the extrinsic curvature of the surface of length
l) and these are determined by the dS part of the contour.12 However, this contribution
will in general differ from the contribution to the wavefunction obtained by starting from
P and ending at S.

11In the rest of the section also we will mostly analyze this branch of the wavefunction.
12More detailed analysis of the various saddle point contributions as well as the classically disallowed

region will be discussed in [116].
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5.2 Quantum fluctuations

Next, expanding about the classical part we compute the contributions due to the quantum
fluctuations in the path integral. The calculation is closely related to that in section 2.3.
We write the dilaton as

φ = φ0 + δφ (5.19)

where δφ is the fluctuation which we will integrate over. And we work in conformal gauge
by writing the metric as

gab = ĝabe
2σ (5.20)

where ĝab is a conformally flat metric of appropriate signature with curvature R̂ = 2.
The Liouville mode fluctuations can be expanded in eigenmodes of the operator ∇̂2+2.

δσ =
∑

cλφλ

(∇̂2 + 2)φλ = −λφλ (5.21)

where the modes φλ are regular at the north pole and the coefficients cλ, φλ are chosen so
that δσ is real for the (2, 0) or (0, 2) signature parts of the contour. For the Minkowski
(1, 1) part we take the modes to be given by analytic continuation from the value it takes
in the (2, 0) or (0, 2) segments of the geometry, depending on whether we are considering
the HH or Maldacena contours and impose Dirichlet boundary conditions,

φλ
∣∣
∂

= 0 (5.22)

at the boundary r = rB. This ensures δσ = 0 at the boundary. For the dilaton fluctuation
we do a similar expansion

δφ =
∑

dλφλ (5.23)

in terms of the same mode functions φλ, except that the expansion coefficients dλ are
chosen to be “phase mismatched” compared to cλ so that in the (2, 0) or (0, 2) parts the
dilaton fluctuation is purely imaginary. Again by analytic continuation we obtain δφ in
the (1, 1) region and impose Dirichlet boundary conditions on it as well.

The dilaton and Liouville mode path integrals can then be done in a way very similar
to the AdS case, leading to

ΨdS[φB, l] = e−Ŝcl

∫
D[PV ]

det
(
∇̂2 + 2

)
Vol(sdiffeo)

e−SJT,∂ (5.24)

where SJT,∂ , which arises entirely from the boundary term in eq. (5.1) and Ŝcl is given
in eq. (5.18). Note that when the boundary length l � 1 so that rB, eq. (5.15), meets
the condition, rB � 1, we get, as discussed in appendix B.3, that the boundary action is
given by

SJT,∂ = − iφBε8πG

∫
du Sch

(
tan

(
θ(u)

2

)
, u

)
(5.25)
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where the line element along the boundary is

ds2 = du2

ε2
' −dr

2

r2 + r2dθ2 (5.26)

with ε ∼ 1/rB � 1.
Let us also mention that since the contour goes over metrics with different signatures

care needs to be taken in how we define the operator (∇̂2 + 2) (similarly comments also
apply to to (P †P ) and ∇̂2 which will appear below). We do this by analytic continuation
as follows. Suppose we are working in the metric eq. (5.10) and its analytic continuation
eq. (5.12). We promote the radial variable which appears in the metric and in the operator
(∇̂2 + 2) to be a complex coordinate and analytically continue the operator as we go along
the contour. The eigenmodes φλ are constructed to be regular at the north pole or the
origin of the disk for the (2, 0) or (0, 2) signature regions respectively and then analytically
continued to dS spacetime. And the eigenvalues are then determined by imposing Dirichlet
boundary conditions at the boundary. Let us also note that the fluctuations φλ will not
be real everywhere along the two contours. We will take them to be real in the (2, 0) or
(0, 2) regions, this will result in them being complex, in general, in the dS region of the
path integral.

The vector fields V which appear in eq. (5.24) include large and small diffeomorphisms,
VL and Vs, respectively as in the AdS case. The small diffeomorphisms Vs, which satisfy
the boundary conditions eq. (2.19), generate the gauge transformations whose volume is in
the denominator in eq. (5.24). The large diffeomorphisms VL are zero modes of P †P and
correspond to different ways in which the boundary wiggles with φ = φB on the boundary.
The operators P, P † are given in eq. (2.12) and (2.13). These vector fields can be defined
in the (2, 0), (0, 2) signature regions as in the AdS case and are also then analytically
continued to the (1, 1) region.

More specifically, VL can be written as VL = ∗dψ where ψ is a zero mode of (∇̂2 + 2),
satisfying

(∇̂2 + 2)ψ = 0. (5.27)

In the (2, 0) or (0, 2) segments of the contour ψ is given from eq. (2.25) to be

ψ =
∑
|m|>1

ĉme
imθ(r + |m|)

(
r − 1
r + 1

) |m|
2

(5.28)

the m = 0, 1− 1 cases give rise to the Killing vectors. The solution for the dS segment of
signature (1, 1) is then obtained by analytic continuation after taking (r → −ir, θ → θ),
and becomes,

ψ =
∑
|m|>1

ĉme
imθ(−ir + |m|)

(
r − i
r + i

) |m|
2

(5.29)

with the coefficients ĉm being chosen so that ψ is real in the region r � 1 of the dS part
of the contour, which means the relation

ĉ−m = −ĉ∗m. (5.30)
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In general the vector field VL obtained from ψ is then complex in this region. It is given by

VL,m = ĉme
iθm

(
r − i
r + i

) |m|
2
(
m(r + i |m|), i

(
ir |m| −m2 + r2 + 1

)
r2 + 1

)
(5.31)

and the corresponding metric perturbations are given by

(PVL)ab = 2ĉmeiθm
(
m2 − 1

)
(r2 + 1)

(
r − i
r + i

) |m|
2
(
m(r2 + 1)−1 |m|
|m| m(r2 + 1)

)
. (5.32)

Now we come to a complication similar to what we found in the AdS case. While the
path integral is quite clearly defined as we have seen, evaluating it explicitly, for a fixed φB
and l is difficult even when l is large. This is because the metric perturbations resulting
from the small and large diffeomorphisms are not orthogonal resulting in a measure that
is difficult to calculate and also because evaluating the determinant (∇̂2 + 2) is non-trivial.

To simplify things we therefore consider the asymptotic limit, in which

φB →
2π
βJε

, l→ 2π
ε
. (5.33)

with
ε→ 0 . (5.34)

In this limit the inner product between metric perturbations generated by small and large
diffeomorphisms become orthogonal and the measure simplifies, as in section 2.5 above.
Doing the integral over the small diffeomorphisms then gives,

ΨdS = e−Ŝcl

∫
D[PVL]

√
det′(P †P )

det
(
∇̂2 + 2

)e−SJT,∂ . (5.35)

Moreover both det′(P †P ) and det
(
∇̂2 + 2

)
do not depend on VL in this limit and can

therefore be taken out of the integral over VL - the arguments leading to this conclusion
are analogous to the AdS case, see also appendix F. The measure for summing over the
diffeomorphisms is obtained from the measure for metric perturbations. This is given in
eq. (2.9) with δgab being given by eq. (2.27) for the (2, 0) or (0, 2) segment of the contour
and obtained in the (1, 1) segment by continuation. The resulting inner product is then
given by

〈PVL,m1PVL,m2〉 = δm1,−m2
−8iπĉm1 ĉm2 |m1|

(
m2

1 − 1
)

r2
B + 1

×
(
rB − i
rB + i

)|m1| (
2i|m1|rB − 2m2

1 + r2
B + 1

)
(5.36)

which in the rB →∞ limit becomes,

〈PVL,mPVL,−m〉 ' −8iπĉmĉ−m
(
m2 − 1

)
|m| (5.37)
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Thus the integral over the large diffeomorphisms reduces to the integral over the modes ĉm
with the standard well known measure [3, 13],

D[PVL] =
∏
|m|≥2

dĉmdĉ
∗
m8π|m|

(
m2 − 1

)
. (5.38)

The action in terms of the modes ĉm is obtained from eq. (5.25) by noting that θ(u) is
specified by eq. (2.32) and eq. (2.64). So we see that θ(u) ' u +

∑
m≥2mĉme

imu. The
action then becomes

SJT,∂ = − iφBε8G

[
1 + 2

∑
m≥2

ĉmĉ−m(m4 −m2)
]
. (5.39)

The integral of the Schwarzian action with the above measure is shown to be one-loop
exact [13], leading to the wavefunction in this limit being

ΨdS = exp
[
− iφBl8πG + iπφB

4Gl + φ0
4G

](−32iπGJβ)−3/2
√

2π

√
det′(P †P )

det(∇̂2 + 2)
(5.40)

where we have also added the contribution from Stop, and Ŝcl, eq. (5.8) and (5.17). Putting
in eq. (5.33) gives

ΨdS = exp
[
− iπ

2GβJε2 + iπ

4GβJ + φ0
4G

] (−32iπGJβ)−3/2
√

2π

√
det′(P †P )

det(∇̂2 + 2)
. (5.41)

More correctly, this is the value of Ψ upto an overall coefficient which we have not fixed.
Note that in the limit we are considering the first term in the exponent which arises from
eq. (5.18)

Scl = iπ

2GβJε2 →∞ (5.42)

and thus the wavefunction has very rapid fluctuations in its phase.
It is worth mentioning that the two determinants on the r.h.s. above in general depend

on l and can also give rise to a term diverging linearly like l in the exponent of Ψ, as is
discussed especially for the AdS case in appendix F.1 in considerable detail. There are
some subtle issues which arise in this context having to do with how the determinants are
regulated in the UV, and related to the order of limits involved while taking the asymptotic
dS limit. This is also connected to the discussion below.

It is worth emphasizing that while we have considered the asymptotic limit eq. (5.33),
eq. (5.34) since it is analogous to the asymptotic AdS limit which was also tractable, in
the context of cosmology one really wants to obtain Ψ for fixed values of l, φB. The l→∞
then is the limit of Ψ obtained first for such fixed values.

The case with l fixed is considerably more complicated, as was emphasized in the AdS
spacetime, and we unfortunately have to postpone such an investigation for the future.
It is however worth noting that the different order of limits required when we work at l
fixed and take the cut-off on the eigenvalues, which regulates the determinants, to infinity
first can yield a significantly different result. In this limit modes of the form eimθ with
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mode number m ≥ 1
l have a physical wavelength which lies within the universe and such

modes can play an important role in determining the behaviour of the determinants and
the resulting behaviour of the wavefunction. In contrast in the asymptotic limit, since
l →∞ first, all modes which are kept in the determinants have a diverging physical wave
length. To illustrate how the behaviour at fixed and large l might be different we evaluate
the integral over the large diffeomorphisms with a measure obtained from the inner product
eq. (5.36). We find that the behaviour of Ψ changes quite dramatically at large l and begins
to decay exponentially going like

ΨdS ∼ e−
l
4 (5.43)

due to the presence of the extra modes with

m ≥ 1
l

(5.44)

in the path integral, see eq. (H.16) in appendix H. We hasten to reiterate here that this
calculation is not really self consistent because these modes mix with small diffeomorphisms,
since we are at finite l (or non-zero ε), eq. (2.37), and this mixing needs to be included in
obtaining the correct measure while integrating over them. Our purpose in presenting the
discussion of appendix H is mainly to emphasize that a different result can be potentially
obtained with the different order of limits, due to such modes once they are correctly
included in the path integral.

5.3 Adding matter

We end this section by making some comments about the case with matter. We again
consider N free bosonic scalar fields, as in the AdS case with the action

SM = i
N∑
i=1

1
2

∫
d2x
√
−g(∂ϕi)2 . (5.45)

Although we will only discuss about bosonic fields for now, we mention the action for a
free fermionic field for completeness, which is given by

SM,f = i

∫
d2x
√
−gψ̄γµ∂µψ . (5.46)

At late times for rB � 1 the classical action for the bosonic fields as a functional of
their boundary values is given by

SM,cl = −1
2

∫
du1du2 θ

′(u1)θ′(u2)ϕ̂(u1)ϕ̂(u2)F (θ(u1), θ(u2)) (5.47)

where u is the rescaled proper length along the boundary, eq. (5.26), and ϕ̂i(u) is the late
time value of ϕi. The details of the above result can be found in appendix G, see eq. (G.17)
The quantity F in eq. (5.47) is given by eq. (G.7) of appendix G. To obtain the behaviour of
the wavefunction in the asymptotic dS limit we would couple the Schwarzian action to the
matter action above and integrate the large diffeomorphisms to obtain the wavefunction as
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a functional of the boundary values ϕ̂i(u). This was studied in considerable detail in [24].
We will not pursue this line of investigation further here.

One can also include quantum corrections due to the matter fields. The quantum
corrections come from (det(−∇̂2))−N/2 which arises when one integrates out the matter
fields. The dependence on the large diffeomorphisms of this determinant is suppressed at
large l going like O(1/rB) ∼ O(ε) analogous to the case of AdS disk, see discussion after
eq. (F.16). The resulting term to quadratic order in the diffeomorphisms vanishes in the
asymptotic dS limit. One can include the quantum effects of matter and neglect those
due to the other degrees of freedom, which are difficult to obtain at finite ε, as mentioned
above by working in the semi-classical limit where we take N → ∞ and G → 0 keeping
GN fixed. Solving the resulting saddle point equations now with the additional quantum
effective action to O(ε) yields the wavefunction as a function of φB for large values of l in
the theory. We leave further investigation of this interesting limit for the future.

One can also try to go beyond the semi-classical limit and include the quantum effects
of matter as well as the gravitational degrees by working at fixed and large l. However,
now modes within the horizon meeting the condition eq. (5.44) will need to be included
and this is more challenging as discussed above. We also leave an investigation of this
interesting case for the future.

Before ending let us give a few more details on the matter determinant calculation. To
calculate the matter path integral ∫

Dϕe−SM (5.48)

with the scalar ϕ being subject to Dirichlet boundary conditions at the dS boundary we
proceed as follows. We consider the operator ∇̂2 which is obtained in different regions of
spacetime along the contour by analytic continuation as per our discussion of the operator
(∇̂2 + 2) above. And expand φ in terms of the complete set of eigenmodes of this operator
which satisfy the equation ∇̂2ϕλ = −λϕλ. The eigenmodes are analytically continued from
the (2, 0) or (0, 2) regions to the (1, 1) region. Specifically in the (2, 0) or (0, 2) regions these
modes, which satisfy the regularity condition, at r = 1 (r being the radial coordinate in
eq. (5.10)) are given by P−|m|v−1/2(r)eimθ where P−|m|v−1/2(r) are associated Legendre functions,
with eigenvalue λ = v2− 1

4 . After analytic continuation to dS they become P−|m|v−1/2(±ir)eimθ.
The eigenvalues are obtained by imposing Dirichlet boundary conditions on these modes.

In the complex r plane shown in figure 1, P−|m|v−1/2(r) has singularities at ±1. The
contours shown in figure 3 illustrates how the analytic continuations we have in mind are
to be carried out. It also shows why the HH and Maldacena contours will agree since both
avoid any singularities and the solutions along these contours can be analytically continued
to each other. For completeness we should also mention that the inner product eq. (2.9)
which goes into defining the measure of the path integral, (5.38), should be analytically
continued as well along the contour.

6 de Sitter double trumpet

Let us now turn to discussing the analogue of the double trumpet spacetime in the context
of de Sitter space. More specifically, as in section 5 we will consider the no-boundary
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r → ±ir r → ±ir

Figure 2. dS double trumpet from AdS double trumpet.

proposal for calculating the wavefunction but now we ask about the amplitude for two
disconnected universes of length l1, l2 to arises when the dilaton takes values φB1, φB2
respectively. The result for this amplitude is suppressed by a factor of eSdS/2 where SdS
is given by eq. (5.9), compared to the amplitude for producing one universe. We will find
that the amplitude to produce two disconnected universes is non-zero in pure JT gravity.
Once matter is included the result for the double trumpet space can be finite, or have a
divergence of the kind we found in the AdS case which arises when the neck of the wormhole
shrinks to zero size due to quantum effects of the matter stress-tensor.

We will start by considering pure dS JT gravity and then add matter.
Let us note that the pure JT theory does not have a classical solution with the double

trumpet topology and the dilaton meeting its boundary conditions. For carrying out the
path integral in this case we have to use the Maldacena contour. Along this contour the
geometry has a segment with −AdS2 metric of signature (0, 2) which then connects to
dS space ending in two boundaries as shown in figure 2. The −AdS2 segment is now
described by the double trumpet geometry with signature (0, 2). One can think of doing
the path integral by starting with a fiducial metric of the form eq. (2.24), with ds2 → −ds2

for −AdS2 space, and incorporating fluctuations about this fiducial metric. To join this
spacetime to dS space with two disconnected boundaries we continue the two ends of the
double trumpet taking r → ±ir. This gives at each end the metric

ds2 ≡ ĝabdxadxb = − dr2

r2 − 1 + (r2 − 1)dθ2, θ ∼ θ + b (6.1)

which can be easily seen to be a metric with curvature R̂ = 2 describing the “Milne” region
of dS space. By taking the boundary to lie at r = rB1,2 and choosing rB1,2 suitably at the
two ends we can impose the condition that the two universes have lengths l1, l2. To carry
out the path integral for the dilaton we expand it about a background value, φ0, which is
the analogue of eq. (4.32), and which takes values, φB1, φB2 at the two ends of de Sitter
space. The fluctuation about this background is then given by δφ and both φ0 and δφ, are
analytically continued across the different regions of the spacetime with signatures (0, 2)
and (1, 1). Similarly the fluctuations in the conformal factor δσ are also defined across the
two regions with different signature by analytic continuation. Both δφ, δσ are expanded in
terms of the eigenmodes of the operator (∇̂2 + 2), with a relative factor of i between their
expansion coefficients, as for the dS integral with disk topology.
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The result of the path integral over the dilaton and the conformal factor then gives for
the wavefunction, ΨDDT, when l1, l2 � 1,

ΨDDT = e
−i
(
φB1l1
8πG +φB2l2

8πG

) ∫
D[g̃ab]

Vol(sdiffeo)det(∇̂2 + 2)
e−SJT,∂1−SJT,∂2 (6.2)

where
SJT,∂1,2 = − iφBε8πG

∫
∂1,2

du Sch
(

tan
(
θ(u)

2

)
, u

)
(6.3)

and D[g̃ab] is the measure for summing over traceless metric deformations which includes
small, large diffeomorphisms and the moduli.

As discussed in section 5 earlier in the dS case, the case of physical interest is one
where the lengths l1, l2 are finite. However this is a difficult situation in which to make
progress since there are modes meeting the condition, eq. (5.44), which have not yet ex-
ited the horizon. The dynamics of such short distance modes is difficult to evaluate. To
make progress we therefore consider the asymptotic limit where eq. (4.4) is met. In this
asymptotic limit all modes have exited the horizon and are frozen out by the exponential
expansion of the universe. It could be, as suggested in [24] eq. (2.12), that in fact this
asymptotic limit is the more fundamental quantity in dS space and the finite length case
should be thought of as arising from it by integrating back in some of the modes which are
yet to exit the horizon.

In the asymptotic limit, reasoning analogous to the AdS case in subsection 2.5, and
for the disk topology in dS, subsection 5.2, then leads to the conclusion that

ΨDDT = exp
[
− iφB1l1 + iφB2l2

8πG

]
Z∂,DDT (6.4)

where

Z∂,DDT =
∫
bdb e

− ib2
16πGJ

(
1
β1

+ 1
β2

)

×
∏
m≥1

dpm dqm
16bm̃(m̃2 + 1)
csch2(πm̃)

exp

− ib2

2πGJβ1

∑
m≥1

m̃2(m̃2 + 1)
csch2(πm̃)

(
p2
m + q2

m

)
×
∏
m≥1

drm dsm
16bm̃(m̃2 + 1)
csch2(πm̃)

exp

− ib2

2πGJβ2

∑
m≥1

m̃2(m̃2 + 1)
csch2(πm̃)

(
r2
m + s2

m

) .
(6.5)

Doing the integral over pm, qm etc in eq. (6.5) gives,

Z∂,DDT =
∫
bdbe

− ib2
16πGJ

(
1
β1

+ 1
β2

)
1

16iπ2GJ
√
β1β2

(6.6)

which in turn gives,

ΨDDT = exp
[
− iφB1l1 + iφB2l2

8πG

] 2
π

√
β1β2

(β1 + β2) (6.7)
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We can also consider adding matter. Consider a massless scalar field with action
eq. (5.45). We impose vanishing boundary conditions for the scalars at the two ends.
Other boundary conditions can also be similarly dealt with by a straightforward extension
of the methods discussed in this paper, but we will not do so here. These cases would give
rise to the wavefunction for two disconnected universes with the scalar field taking some
specified values in these universes.

The path integral can be carried out along the lines described above for this case too.
It follows from the previous section that in the asymptotic limit discussed above

ZDDT+M =
∫
bdb e

− ib2
16πGJ

(
1
β1

+ 1
β2

)
1

16iπ2GJ
√
β1β2

ZM,s[b] (6.8)

where
ZM,s[b] = 1

(det(−∇̂2))1/2
. (6.9)

As discussed in appendix J when b → 0, ZM,s diverges like eq. (4.48). As in the AdS
case this divergence arises due to the Casimir effect for matter which results in a diverging
stress tensor when the size of the neck in the wormhole goes to zero.

Now let us turn to the fermionic case with action (5.46). For AdS the anti-periodic
boundary condition along the θ direction is needed for computing the thermal partition
function, however here it is upto us to specify whether the fermion satisfies periodic or
anti-periodic boundary conditions along the θ direction. When the boundary condition
is anti-periodic the disk topology path integral corresponding to producing one universe
gives a well-defined result but the double trumpet has a divergence of the form eq. (4.53).
When the boundary condition is periodic (for both universes) the disk topology does not
contribute, since the θ circle shrinks to zero size and therefore the fermion must necessarily
having anti-periodic boundary conditions along it. The leading contribution then arises
from the double trumpet topology for two connected universes. In this case one cannot
produce one universe from nothing through quantum tunnelling they must come in at
least a pair!

Let us end with one comment. The continuation from the −AdS2 to dS2 can be done
by taking r → ±ir. We have not specified, either in the case of the disk or the double
trumpet, which of the two analytic continuations needs to be carried out. In the disk
topology, as far as we can tell, it does not make a difference and both are allowed. For the
double trumpet there are a total of four possibilities, see figure 3, since we have two choices
at either end. More precisely, as can be seen from the figure, we can start at r = −∞ from
either above the real axis at A (green contour) or below the real axis at E (blue contour).
In each case there are again two possibilities after going along the imaginary axis. For
example, for the blue contour, at B, we can continue to either A or F . All of these seem to
be allowed, as far as we can tell. When dealing with eigenmodes for various determinants,
e.g. a scalar laplacian, the modes need to be analytically continued, we find it is possible
to do so for all four continuations. A proper understanding of this issue is also left for
the future.
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1−1
A

B

C

D

E

F

G

Figure 3. dS double trumpet continuations from AdS double trumpet.

7 Conclusion

In this paper we have formulated the path integral for JT gravity in the second order
formalism working directly with the metric and the dilaton. This allows one to incorporate
matter easily as well. It also allows one to investigate whether spacetimes with different
topologies can contribute to the path integral. We considered both AdS and dS spacetimes
in our analysis. For matter, we have mostly considered free bosons or fermions, but many of
our conclusions extend more generally to conformal matter and some even more generally
to non-conformal matter.

Many questions remain to be followed up.
We found agreement with the first order formalism for the pure JT theory in the

asymptotic AdS or dS limits. Away from this limit the path integral is more complicated due
to the presence of modes whose wavelength along the boundary is short and in particular
smaller than the radius of AdS or dS. Understanding the dynamics of these modes and
carrying out the path integral more generally, is an important open question. One might
hope that some of the determinants which arise can be made more tractable by a general
analysis, of the kind that leads to a simplification in the ratio of determinants

√
det′(P †P )

det(−∇̂2+2) for
compact manifolds ([113, 119, 120]), and such simplifications might help with the problem.

In dS space the path integral is more non-trivial to define since the no-boundary
proposal, which is what we explored here, requires one to include regions of spacetime
with different signatures along the contour of the integral. In our formulation we continue
modes analytically between these regions while carrying out the path integral. While this
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means the general metric, dilaton and matter configurations we sum over are complex,
the resulting path integral is well defined, as best as we can tell. However, this needs to
be investigated more carefully further. Another issue for the dS case is how to deal with
the divergences which arise when we take the asymptotic limit. In AdS space these are
dealt with by the standard procedure of holographic re-normalization after adding suitable
counter-terms which are local on the boundary. But it is less clear if such a procedure is
the correct one to adopt in dS space. It would be worth understanding this issue better as
well. Calculating the path integral away from the asymptotic limit is especially important
in the dS case, since we are interested in the wavefunction for a universe of finite size and
at finite values of the dilaton. More generally, it will be worth establishing firmly whether
a precise and sensible formulation of JT gravity can be given in dS space, as a start even
for spacetimes with the topology of the disk.

Adding matter introduces some interesting new facets. Most important, as we have
seen above, is the divergence which arises in the integral over moduli space while computing
the path integral for the double trumpet topology in the presence of matter. This divergence
is due to the Casimir effect leading to a negative stress tensor which diverges when the
neck of the wormhole goes to zero size and is the analogue of the tachyon divergence in
Bosonic string theory. While the precise result we get is simply that the path integral is
ill-defined, the divergence suggests that perhaps the presence of matter would cause the
spacetime to disconnect into two pieces each of disk topology with one boundary. In fact,
taking a cue from the divergence one could simply posit that to get a well-defined theory
one should disallow higher topologies and only keep spacetimes with the topology of the
disk. However this is clearly too premature. Rather, further analysis is needed to see what
are the possible ways to make the path integral well-defined and whether the divergence
can be cured while still allowing the two boundaries to stay connected. It could well be
that the fate of the wormhole depends on the details of how the divergence is tamed. This
is an important issue which we hope to investigate more fully in later work.

The double trumpet geometry in AdS can be thought of as a contribution to the
connected two point function of the partition functions of the two boundary theories,
〈Z(β1)Z(β2)〉. If the double trumpet and more generally wormholes survive in the path
integral it would suggest that the boundary theories dual to JT gravity involve some uncon-
ventional features, for example random couplings over which one needs to sum, resulting
in this connected correlation. JT gravity can be obtained by dimensional reduction from
higher dimensional near-extremal black holes, [16, 17] and one expects that the higher di-
mensional systems which arise for example in string theory are more conventional with a
Hamiltonian with fixed coupling constants. The dimensional reduction gives rise typically
to a lot of extra matter. It would be satisfying if the presence of this matter itself causes
wormholes to pinch off and the two boundaries to disconnect. However, as was mentioned
above, this needs to be investigated further. It could also be that the dimensional reduc-
tion to two dimensions removes essential degrees of freedom in the system and thereafter
wormholes are allowed in the two dimensional theory.13

13Another possibility is that the higher dimensional theory itself has wormholes due to averaging over
the various ground states of the extremal system. We are grateful to Ashoke Sen for emphasizing this
possibility to us.
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It is also worth drawing attention to the fact that the divergence mentioned above does
not always arise. For example, in the double trumpet if one consider fermions instead of
bosons with periodic boundary conditions along the two boundaries then the Casimir effect
reverses its sign and the divergence goes away. The periodic boundary conditions in the
AdS context would be appropriate for computing an index Tr((−1)F e−βH) instead of the
partition function Tr(e−βH). Investigating the behavior of the divergence as we vary the
kind of matter and the boundary conditions we impose on it is another important direction
to pursue.

A similar divergence for the double trumpet also arises in the dS case. And as in
the AdS case with fermions, by imposing periodic boundary conditions along the spatial
boundary the divergence goes away. This suggests that for appropriate matter and bound-
ary conditions the wavefunction of the universe in the no-boundary proposal can have an
amplitude to create multiple universes. It is clearly important to understand this more
deeply. In this context one would also like to study the “pants diagram” which corre-
sponds to one universe tunnelling into two, and more generally study the role of higher
topologies. If wormhole do arise, the proper setting for quantum cosmology would be the
third quantized one, where one is dealing with a multiverse.

We have focussed on the no-boundary proposal in dS space here. There are other
possibilities that are also worth investigating [121–123] . One would also like to add an
inflaton to the theory and study the resulting dynamics of the system, including how it
behaves in the presence of a potential for the inflaton, with metastable minima. It would
also be interesting to explore the role of “bra-ket” wormholes and their contribution to
density matrices [58, 124, 125].

Finally, we have not explored the Lorentzian AdS theory here. The fact that the
quantum effects of matter only arise when we are away from the asymptotic AdS limit,
with a boundary of finite length, is true for the Lorentzian case as well, as was discussed
in [18]. Thus, for discussing the effects of Hawking radiation by coupling the JT system to
external radiation, as has been done quite extensively in recent literature, [8, 18, 27, 28, 34],
one needs to work away from the asymptotic limit. To incorporate corrections beyond the
leading semi-classical analysis (obtained with N matter species by taking N → ∞) one
would then also need to include the effects of the short wave length modes mentioned in the
first few paragraphs above. The dynamics of these modes might in fact play a key role in
the recovery of information during the evaporation process. A discussion of the Lorentzian
theory will also be of interest from the point of view of potentially taming moduli space
divergences that were discussed above, see [126].

Clearly two dimensional gravity is a rich and fascinating playground. While results
obtained in lower dimensional settings might not always apply to higher dimensions one
can hope to gain some important insights from them. We look forward eagerly to exploring
some of the questions mentioned above in the future.
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A Coordinate transformations

A.1 Euclidean AdS disk

The metric for the Euclidean AdS2 disk geometry is given by

ds2 = (r2 − 1)dt2 + dr2

(r2 − 1) . (A.1)

Redefining the coordinate t, r as

r = cosh(ρ), t = θ (A.2)

we get
ds2 = dρ2 + sinh2(ρ)dθ2 . (A.3)

Defining the coordinate r∗ as
r∗ = log

(
tanh

(
ρ

2

))
. (A.4)

The metric then becomes
ds2 = dθ2 + dr2

∗
sinh2(r∗)

. (A.5)

Writing in term of the complex coordinates defined as

ζ = θ − ir∗
2 (A.6)

we find that the metric is given by

ds2 = − 4dζ dζ̄
sin2(ζ − ζ̄)

. (A.7)

Futher doing a coordinate transformation

ζ = arctan(x), ζ̄ = arctan(x̄)⇒ x = tan(ζ), x̄ = tan ζ̄ (A.8)

it is easy to see that the metric becomes

ds2 = − 4dxdx̄
(x− x̄)2 = dt2 + dz2

z2 where x = t+ iz

2 (A.9)

which can further be written in terms of r̂ defined by

r̂ = exp(r∗) =
√
r − 1
r + 1 (A.10)

as
ds2 = 4dr̂

2 + r̂2dθ2

(1− r̂2)2 . (A.11)

– 50 –



J
H
E
P
1
0
(
2
0
2
1
)
2
0
4

A.2 Euclidean AdS double trumpet

The line element for this geometry is given by

ds2 = (r2 + 1)dt2 + dr2

(r2 + 1) . (A.12)

The two boundaries correspond to the limits r → ∞ and r → −∞. Performing the
coordinate transformations

r = sinh(ρ), t = θ, (A.13)

we find that the metric is given by

ds2 = dρ2 + cosh2(ρ)dθ2 . (A.14)

It has to be noted that the θ direction is periodic with period 2π. Defining r∗ coordinate as

dr∗ = dρ

cosh(ρ) → r∗ = 2 arctan
(

tanh
(
ρ

2

))
⇒ tan(r∗) = sinh(ρ) (A.15)

In term of the r∗ coordinates the metric becomes

ds2 = dr2
∗ + dθ2

cos2(r∗)
. (A.16)

This can be written in complex coordinates as

ζ = θ − ir∗
2 , ζ̄ = θ + ir∗

2 (A.17)

the metric becomes
ds2 = 4dζ dζ̄

cosh2(ζ − ζ̄)
. (A.18)

To get it to the Poincare form, consider the further coordinate transformation

x = coth(ζ), x̄ = tanh ζ̄ (A.19)

and hence the metric becomes
ds2 = − 4dxdx̄

(x− x̄)2 . (A.20)

A.3 de Sitter

The metric for the de Sitter spacetime in 2 dimensions, for Lorentzian signature, is given
in the global coordinates as

ds2 = −dτ2 + cosh2(τ)dθ2 . (A.21)

As before, we define the coordinate r∗ as

dr∗ = dτ

cosh(τ) = 2 arctan
(

tanh
(
τ

2

))
⇒ cosh τ cos r∗ = 1 (A.22)
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and the metric in the r∗ becomes

ds2 = dθ2 − dr2
∗

cos2(r∗)
. (A.23)

Doing the transformation

r∗ = arctan(r) (A.24)

gives us

ds2 = (1 + r2)dθ2 − dr2

r2 + 1 . (A.25)

From eq. (A.22) and (A.24), we find

r = sinh τ . (A.26)

Defining the null coordinates
ζ± = θ ± r∗

2 (A.27)

the line element becomes in these coordinates,

ds2 = 4dζ+dζ−

cos2(ζ+ − ζ−) . (A.28)

The coordinate transformation

x+
p = cot ζ+, x−p = − tan ζ− . (A.29)

The line element eq. (A.28) becomes

ds2 = 4
dx+

p dx
−
p

(x+
p − x−p )2 . (A.30)

B Extrinsic trace and Schwarzian action

B.1 Euclidean AdS disk

Consider the metric
ds2 = dr2

r2 − 1 + (r2 − 1)dθ2 . (B.1)

The boundary is located in the region where r → ∞. The general boundary curve is
specified by (r(u), θ(u)) where u is the proper boundary time. The line element on the
boundary is

ds2
∣∣∣∣
∂

= du2

ε2
(B.2)

where ε� 1. The tangent vector to the boundary curve is given by

V ≡ ∂u = r′(u)∂r + θ′(u)∂θ . (B.3)
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The unit normalized normal vector is then given by

nr = (r2 − 1)
3
2 θ′√

θ′2(r2 − 1)2 + r′2
nθ = − r′√

(r2 − 1)
√
θ′2(r2 − 1)2 + r′2

. (B.4)

The extrinsic trace is given by

K = ∇µnµ = ∂rn
r = ∂un

r

r′

=

√
r2 − 1

((
r2 − 1

)
r′θ′′(u) + θ′

(
r′′ + r

(
−rr′′ + 3r′2 +

(
r2 − 1

)2
θ′2
)))

(
r′2 + (r2 − 1)2 θ′2

)3/2 (B.5)

where it is understood that r, θ are functions of u. Differentiating the line element relation
gives

2
(
rr′θ′2 − rr′3

(r2 − 1)2 + r′r′′

r2 − 1 +
(
r2 − 1

)
θ′θ′′(u)

)
= 0 . (B.6)

Using this to simplify the eq. (B.5), we get

K = r − ε2r′′

(r2 − 1)εθ′ . (B.7)

Noting from eq. (B.1) and eq. (B.2) that to leading order

r2θ′2 ' ε−2 ⇒ r ' 1
εθ′

. (B.8)

The above relation need to be extended to one higher to obtain the leading schwarzian
term in the extrinsic trace. Doing so gives

r ' 1
εθ′(u) + ε

(
θ′(u)

2 − θ′′(u)2

2θ′(u)3

)
. (B.9)

With this relation between θ, r, expanding the extrinsic trace to quadratic order in ε, we get

K = 1 + ε2

(
−3θ′′(u)2 + θ′4 + 2θ(3)(u)θ′

)
2θ′2 +O

(
ε3
)

= 1 + ε2
(
Sch

(
tan

(
θ(u)

2

)
, u

))
+O(ε3) . (B.10)

We will now provide some formulae that will be useful later on in appendix H.

B.2 Euclidean AdS double trumpet

The line element is given by eq. (4.2). The geometry now has two boundaries in the
asymptotic region, i.e near r → ±∞. We need to be a bit careful when evaluating the
boundary terms in the JT action as the relative signs play a crucial role in the final result
of the path integral. Consider a curve given by (r(u), θ(u)) where u is proportional to the
boundary proper time. We have

∂u = r′(u)∂r + θ′(u)∂θ . (B.11)
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The unit normalized normal vector is then given by

nr = ± (r2 + 1)
3
2 θ′√

θ′2(r2 + 1)2 + r′2
nθ = ∓ r′√

(r2 + 1)
√
θ′2(r2 + 1)2 + r′2

(B.12)

where the upper sign corresponds to the right boundary and the lower sign to the left
boundary. The extrinsic trace is given by

K = ∇µnµ = ∂rn
r = ∂un

r

r′

=

√
r2 + 1

((
r2 + 1

)
r′θ′′ + θ′

(
r
(
3r′2 +

(
r2 + 1

)2
θ′2
)
−
(
r2 + 1

)
r′′
))

(
r′2 + (r2 + 1)2 θ′2

)3/2 (B.13)

where it is understood that r, θ are functions of u. Consider the situation when both the
boundaries of the double trumpet geometry have the line element as given in eq. (B.2) with
the same parameter ε. The coordinate u is chosen such that its range is same as the range
of the θ coordinate. From eq. (4.2), we have to leading order

r2θ′2 ' 1
ε2
⇒ r ' ± 1

εθ′
(B.14)

where we need to use + sign at the right boundary and − at the left boundary. More
generally, the parameter ε need not be same at both boundaries. The above relation need
to be extended to one higher to obtain the leading Schwarzian term in the extrinsic trace.
Doing so gives

r ' ±
(

1
εθ′(u) − ε

(
θ′(u)

2 + θ′′(u)2

2θ′(u)3

))
. (B.15)

With this relation between θ, r, expanding the extrinsic trace to quadratic order in ε, we get

K = 1− ε2
(
3θ′′2 + θ′4 − 2θ(3)θ′

)
2θ′2 +O

(
ε3
)

= 1 + ε2Sch
(

tanh
(
θ(u)

2

)
, u

)
+O(ε3) . (B.16)

We get the above action for both the signs in eq. (B.15), or in other words, at both the
boundaries. This relative plus sign in between the boundary terms at both the bound-
aries is important because of the dependence on the moduli of the integral over the large
diffeomorphisms as we shall see later in appendix I. The boundary term of the JT action
eq. (2.53), at either boundary, then becomes

SJT,∂ = − φBε8πG

∫
du Sch

(
tanh

(
θ(u)

2

)
, u

)
. (B.17)

Denoting the boundaries ∂1, ∂2 and writing the two boundary terms explicitly we have

SJT,∂ =SJT,∂1 + SJT,∂2

= − φBε

8πG

(∫
∂1
du Sch

(
tanh

(
θ(u)

2

)
, u

)
+
∫
∂2
du Sch

(
tanh

(
θ(u)

2

)
, u

))
. (B.18)
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B.3 de Sitter

Consider the metric in global coordinates given by

ds2 = −dτ2 + cosh2 τdθ2 . (B.19)

The general boundary curve is specified by (τ(u), θ(u)) where u is the proper boundary
time. The line element on the boundary is given by

ds2
∣∣∣∣
∂

= du2

ε2
. (B.20)

The tangent vector to the boundary curve is given by

V ≡ ∂u = τ ′(u)∂τ + θ′(u)∂θ . (B.21)

The unit normalized normal vector is then given by

nτ = − θ′(u) cosh τ√
θ′(u)2 cosh2 τ − τ ′(u)2

nθ = − τ ′(u)

cosh τ
√
θ′(u)2 cosh2 τ − τ ′(u)2

. (B.22)

The extrinsic trace is given by

K = −θ
′′τ ′ cosh τ + θ′

(
τ ′′ cosh τ − 2τ ′2 sinh τ

)
+ θ′3 sinh τ cosh2 τ(

θ′2 cosh2 τ − τ ′2
)3/2 (B.23)

where it is understood that τ, θ are functions of u. Noting from eq. (B.19) and eq. (B.20)
that to leading order

e2τ

4 θ′(u)2 ' ε−2 ⇒ τ(u) ' − log
(
εθ′

2

)
. (B.24)

Correcting this relation to one higher order in ε, we have

τ(u) = − ln
(
εθ′

2

)
+ ε2

2

(
θ′′2

θ′2
− θ′2

2

)
(B.25)

and expanding to quadratic order in ε, we get

K = 1− ε2
(
−3θ′′2 + θ′4 + 2θ′′′θ′

)
2θ′2 +O

(
ε3
)

= 1− ε2Sch
(

tan
(
θ(u)

2

)
, u

)
+O(ε3) .

(B.26)

Also, we can simplify the extrinsic trace formula eq. (B.23) as follows using eq. (B.19) and
eq. (B.20). Doing so, we get

K = τ ′′ + (ε−2 + τ ′2) tanh τ
ε−1
√
ε−2 + τ ′2

(B.27)
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We now provide some useful formulae of the same calculations in the metric eq. (5.12).
The unit normal vector components are given by

nr = (
√
r2 + 1)3θ′√

(r2 + 1)2 θ′2 − r′2
, nθ = r′

√
r2 + 1

√
(r2 + 1)2 θ′2 − r′2

. (B.28)

The extrinsic trace is then given by

K =

√
r2 + 1

(
θ′
((
r2 + 1

)
r′′ + r

((
r2 + 1

)2
θ′2 − 3r′2

))
−
(
r2 + 1

)
r′θ′′

)
(
(r2 + 1)2 θ′2 − r′2

)3/2 . (B.29)

Expanding r(u) in terms of θ(u) as

r(u) = 1
εθ′

+ ε

2θ′(u)

(
θ′′(u)
θ′(u)

)2
− 1

2εθ
′(u) +O(ε2) (B.30)

we get the extrinsic trace as in eq. (B.26). We now derive some formulae that will be used
in appendix H. Taking

τ → τ − iπ2 (B.31)

we see that the metric in eq. (B.19) becomes

ds2 = −(dτ2 + sinh2 τdθ2) (B.32)

which is negative of the metric for global AdS2. Using eq. (B.31) then becomes

K = −
τ ′ sinh(τ)θ′′ + θ′

(
cosh(τ)

(
2τ ′2 + sinh2(τ)θ′2

)
− τ ′′ sinh(τ)

)
(
τ ′2 + sinh2(τ)θ′2

)3/2 . (B.33)

Now, taking the line element on the boundary to be

ds2 = − sinh2 τ0 du
2 (B.34)

where τ0 is an arbitrary fixed value of τ . The boundary relation then reads

−τ ′2 − sinh2 τ θ2 = − sinh2 τ0 (B.35)

where τ0 is an arbitrary value. Expanding τ and θ as

τ = τ0 + δτ, θ = u+ δθ (B.36)

and solving for δτ iteratively to quadratic order in δθ, we get

δτ(u) = − tanh τ0δθ
′(u) + 1

4 tanh τ0sech2τ0
(
(cosh(2τ0) + 3)δθ′(u)2 − 2δθ′′(u)2

)
+O

(
κ3
)

(B.37)

Using eq. (B.37) to expand the extrinsic trace eq. (B.33) to quadratic order in δθ, we find

K =− coth τ0 − cschτ0sechτ0
(
δθ(3)(u) + δθ′(u)

)
− 1

4
cschτ0

cosh3τ0

(
4δθ′′′2 + 4δθ(4)δθ′′ − (3 cosh(2τ0) + 5)δθ′′2

+ 2 sinh2 τ0δθ
′2 − 2(cosh(2τ0) + 3)δθ(3)δθ′

)
. (B.38)
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C Zeta-function regularization

In this appendix, we mention some useful formulae pertaining to Zeta-function regulariza-
tion that are used in this work. The Riemann-zeta function, denoted by ζ(s) is, given by

ζ(s) =
∑
m=1

1
ms

, (C.1)

and it has the specific values

ζ(0) = −1
2 , ζ

′(0) = − ln
√

2π. (C.2)

The generalized Zeta function, ζ(s,m0) is given by

ζ(s,m0) =
∑
m=0

1
(m+m0)s , ζ ′(0,m0) = ln Γ(m0)√

2π
. (C.3)

Consider the sum
∑
m>1 ln

(
α
m

)
. Defining ζA(s) as

ζA(s) =
∑
m=1

1
λsm
⇒

∑
m=2

log λm = −ζ ′A(0)− ln λ1 (C.4)

and using λm = α
m in the above, we get that

ζA(s) =
∑
m=1

ms

αs
= ζ(−s)

αs
⇒ ζ ′A(0) = −ζ ′(0)− ζ(0) lnα = ln

(√
2πα

)
. (C.5)

Using the result eq. (C.5) in eq. (C.4), we get∑
m=2

ln
(
α

m

)
= − ln

√
2πα− lnα = − ln

√
2πα3 . (C.6)

Now consider the sum
∑
m=2 ln(m−m0). Defining ζB(s,m0) as

ζB(s,m0) =
∑
m=0

1
λsm
⇒

∑
m=2

log λm = −ζ ′B(0,m0)− ln λ1 − ln λ0 . (C.7)

Using the value of λm = m−m0, we see that

ζB(s,m0) =
∑
m=0

1
(m−m0)s = ζ(s,−m0)⇒ ζ ′B(0,m0) = ζ ′(0,−m0) = ln Γ(−m0)√

2π
. (C.8)

Using the result of eq. (C.8) in eq. (C.7), we get

∑
m=2

ln(m−m0) = − ln Γ(−m0)√
2π

− ln(1−m0)− ln(−m0) = − ln
(Γ(2−m0)√

2π

)
. (C.9)

Generalizing the above results, we note here a general formula for the zeta function-
regularized product,

∏
m≥2

α

m

(m−m1) . . . (m−mp)
(m− m̃1) . . . (m− m̃q)

→ (2π)
p−q

2
√

2πα3
Γ(2− m̃1) . . .Γ(2− m̃q)
Γ(2−m1) . . .Γ(2−mp)

. (C.10)
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D Conformal killing vectors in the Euclidean AdS disk

In this appendix, we shall explicitly evaluate the conformal Killing vectors for the Euclidean
AdS disk topology with the metric given in polar coordinates as in eq. (2.24). First, note
that conformal Killing vectors satisfy the condition PV = 0. This immediately implies
that P †PV = 0 for a CKV. Thus, we only look for CKVs in the sector of zero modes of the
operator P †P . For a general zero mode of this operator, we can write the vector field as

V a
m = k1∇aψm + k2ε

ab∇bψm (D.1)

where ψm is given in eq. (2.25) and the condition that the vector field be real means that
k1, k2 are real. The metric components are then given by

(PVm)rr =
2ĉm

(
m2 − 1

)
eiθm

(
r−1
r+1

) |m|
2 (k1|m|+ ik2m)

(r2 − 1)2

(PVm)rθ =
2iĉm

(
m2 − 1

)
eiθm

(
r−1
r+1

) |m|
2 (k1m+ ik2|m|)

r2 − 1

(PVm)θθ = −2iĉm
(
m2 − 1

)
eiθm

(
r − 1
r + 1

) |m|
2

(k2m− ik1|m|) . (D.2)

It can be seen from the above that if all the metric components δgab = (PVm)ab were to
vanish, the possibilities are

m = 0, 1,−1, k1 6= 0, k2 = 0 (D.3)

or

k2 = ik1sign(m) . (D.4)

The diffeomorphisms corresponding to k2 6= 0, k1 = 0 in eq. (D.3) are exact isometries of
AdS2. This is straightforward to see since ifm = 0±1 it follows from eq. (D.2) that PV = 0,
and with k1 = 0 is follows that ∇ ·V = 0, leading to the conclusion that ∇aVb +∇bVa = 0.

Among the set of CKVs those given by eq. (D.3) correspond to vector fields of the form

Vµ = q0∇µψ̂0 + q1∇µψ̂1 + q2∇µψ̂2 (D.5)

where
ψ̂0 = r, ψ̂1 =

√
r2 − 1 cos θ, ψ̂2 =

√
r2 − 1 sin θ (D.6)

and qi are arbitrary real constants. These give rise to an SL(2, R) algebra. The above
functions ψ̂i are in fact linear combinations of the solutions appearing in eq. (2.25) for
m = 1,−1, 0 modes.

An important observation to note here is the following. The CKVs both in eq. (D.3)
and eq. (D.4) do not satisfy the boundary conditions eq. (2.19) corresponding to that of
allowed small diffeomorphisms. Thus on the disk the operator P †P has no zero modes.
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E Estimate of the inner product of metric perturbations arising from
large and small diffeomorphism

We are interested in calculating the inner product

〈PVs, PVL〉√
〈PVs, PVs〉〈PVL, PVL〉 .

(E.1)

Let us calculate each of the terms in the above expression. In terms of scalar field, ψ0,
ξλ, ψλ, the vector fields corresponding to large and small diffeomorphisms are given by

V a
L = εab∇bψ0 (E.2)

and

V a
s,λ,m = ∇aξλ,m + εab∇bψλ,m (E.3)

respectively.
The large diffeomorphism V a

L being a zero mode of the P †P translates into the condi-
tion that

∇2ψ0 = 2ψ0 (E.4)

and the small diffeomorphism being an eigenmode of P †P with eigenvalue λ, i.e P †PVs =
λVs translates into

∇2ψλ,m = (2 + λ)ψλ,m
∇2ξλ,m = (2 + λ)ξλ,m . (E.5)

The first of the boundary conditions for the small diffeomorphisms in eq. (2.19) just becomes

V · n = 0⇒ V r
s,λ,m = 0

⇒ grr∂rξλ,m + ∂θψλ,m = 0 (E.6)

which gives
grr∂rξλ,m + imψλ,m = 0 . (E.7)

at the boundary r = rB. The second condition becomes

tanb(PVs,λ,m)ab = 0⇒ (PVs,λ,m)θr = 0
⇒ ∇θ(Vs,λ,m)r +∇r(Vs,λ,m)θ = 0
⇒ ∂rV

θ
s,λ,m = 0 , (E.8)

at r = rB, where the last line is obtained by using the first condition in eq. (E.7). Expressed
in terms of the ξλ,m, ψλ,m, this condition becomes

∂rV
θ
s,λ,m = 0⇒ im∂r(gθθξλ,m)− ∂2

rψλ,m = 0 . (E.9)
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To understand how these conditions can be met in the asymptotic AdS limit when rB →∞
more clearly, let us first examine the scalar field equation for ψλ,m carefully. The general
solution is given by

ψλ,m = eimθ
(
c1P

m
v− 1

2
(r) + c2Q

m
v− 1

2
(r)
)

(E.10)

where

v = 1
2
√

9 + 4λ (E.11)

and Pmα , Qmα are the associated Legendre functions of the first and second kind respectively.
Regularity at the origin of the above solution forces us to choose c2 = 0. Then behaviour
of this solution for r � 1 can be immediately obtained from the asymptotic forms of the
associated Legendre function and is given by

ψλ,m(r) = c1(r−
1
2−vf1(λ,m) + r−

1
2 +vg1(λ,m)) (E.12)

where f1(λ,m), g1(λ,m) are some specific expressions which can be read off from the asymp-
totic behaviour of the associated Legendre functions and the θ dependence is not explicitly
shown. From the above, it is clear that if v is imaginary, the expression has the func-
tional form

ψλ,m(r) = c1√
r
F cos(w log r − β) (E.13)

where w = −iv and F, β are given by

F = 2
√
f1g1, tan β = i(g1 − f1)

g1 + f1
. (E.14)

It is clear from the expression eq. (E.13) that the magnitude of the scalar field solution
ψλ,m ∼ c1√

r
. The same analysis holds for ξλ,m, albeit with a different constant instead of

c1, say d1. It is now clear that one way to satisfy the conditions eq. (E.7) and eq. (E.9)
is to choose the constants c1, d1 such that d1 ∼ c1

rB
so that in eq. (E.7), the two terms are

comparable and cancel each other whereas in eq. (E.9), the second term dominates, giving
rise to the condition

∂2
rψλ,m

∣∣∣
r=rB

' 0 (E.15)

which determines eigenvalue λ. The alternate way is to choose the constants c1, d1 such
that c1 ∼ d1

rB
so that in eq. (E.9), the terms are comparable and cancel each other whereas

in eq. (E.7), the first term dominates giving rise to the condition

∂rξλ,m
∣∣∣
r=rB

' 0 (E.16)

thus determining the eigenvalue λ. These two ways of meeting the conditions eq. (E.7) and
eq. (E.9) give rise to two sets of eigenvalues and in fact exhaust all the possibilities.
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We now proceed to evaluate the various inner products. We shall first evaluate the
expressions in general and then take the asymptotic AdS limit to get the estimates. Con-
sider the inner product of two metric perturbations, one with a large diffeomorphism and
one with a small diffeomorphism.

〈PVs,λ,m, PVL,−m〉 = 〈Vs,λ,m, P †PVL,−m〉+
∫
∂
dsnaV b

s,λ,m(PVL,−m)ab

=
∫
r=rB

dθ
√
γnrV θ

s,λ,m(PVL,−m)rθ

= 2πr2
BV

θ
s,λ,m(PVL,−m)rθ

∣∣∣∣
r=rB

. (E.17)

In the large rB limit, from eq. (2.27), we have

(PVL,−m)r,θ = −2ĉ−m|m|(m2 − 1)
r2
B

. (E.18)

From the eq. (E.2), we get

V θ
s,λ,m = gθθimξλ,m − ∂rψλ,m '

im

r2 ξλ,m − ∂rψλ,m (E.19)

which for either set of eigenvalues determined by eq. (E.15) or eq. (E.16) becomes, using
the equations of motion,

V θ
s,λ,m

∣∣∣∣
∂

' −(λ+ 2)ψλ,m(rB)
2rB

(E.20)

Then, using eq. (E.18) and eq. (E.20) in eq. (E.17), we get

〈PVs,λ,m, PVL,−m〉 = 2π(λ+ 2)ψλ,m(rB)ĉ−m|m|(m2 − 1)
rB

. (E.21)

The inner product of two metric deformations both corresponding to large diffeomorphisms
has already been obtained in eq. (2.35) which in the asymptotic AdS limit becomes

〈PVL,m, PVL,−m〉 ' 4πĉmĉ−m|m|(m2 − 1) . (E.22)

We now are left to calculate inner product of two metric perturbations corresponding to
small diffeomorphisms. This is given by

〈PVs,λ1,m1 , PVs,λ2,m2〉 = λ1δλ1,λ2δm1,−m2〈Vs,λ1,m1 , Vs,λ2,m2〉 . (E.23)

The inner product of two small diffeomorphisms can be manipulated as follows.

〈Vs,λ,m, Vs,λ,−m〉 =
∫
d2x
√
g(∇aξλ,m(Vs,λ,−m)a + εab∇bψλ,m(Vs,λ,−m)a)

= −
∫
d2x
√
g(ξλ,mgab + εabψλ,m)∇b(Vs,λ,−m)a

+
∫
∂
ds nb(gabξλ,m + εabψλ,m)(Vs,λ,−m)a
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= −
∫
d2x
√
g(ξλ,m∇2ξλ,−m + ψλ,m∇2ψλ,−m)

+
∫
∂
dθ rB nb(εabψλ,m(Vs,λ,−m)a) (E.24)

= −(λ+ 2)
(∫

d2x
√
g(ξλ,mξλ,−m + ψλ,mψλ,−m)

)
+ 2π r2

B ψλ,m(Vs,λ,−m)θ
∣∣∣∣
∂

= −(λ+ 2)
(
π rB ψλ,mψλ,−m

∣∣∣∣
∂

+
∫
d2x
√
g(ξλ,mξλ,−m + ψλ,mψλ,−m)

)
.

For either set of eigenvalues, only one of the term in the bulk integral dominates. Since,
the bulk integral is positive definite we see that

|〈PVs,λ,m, PVs,λ,−m〉| ≥ |(λ+ 2)rBψλ,m(rB)ψλ,−m(rB)| . (E.25)

Putting together eq. (E.21), (E.22) and eq. (E.25), we find in the asymptotic AdS limit,
that

〈PVs, PVL〉√
〈PVs, PVs〉〈PVL, PVL〉

≤ O(r−
3
2

B ) . (E.26)

Let us now consider the case when there are some modes such that

m ∼ rB � 1 . (E.27)

This modes will need to be included when we are considering the general case with a bound-
ary of finite length. Our estimates need to be revised for such modes. We will examine
below the case where the eigenvalue λ� m2 while m becomes big meeting eq. (E.27).

We start with the analysis of the scalar field solution. For r ∼ O(1), and λ such that
m2 � λ , the equation eq. (E.5) for the scalar field ψλ,m, with θ dependence being eimθ, is

∂r((r2 − 1)∂rψλ,m)− m2

r2 − 1ψλ,m = 0 (E.28)

the solution for which we take to be

ψλ,m =
(
r − 1
r + 1

) |m|
2
. (E.29)

This solution can be extended till the region where r is such that

1� r2 � m2

λ
. (E.30)

So, in this region, the solution eq. (E.29) becomes

ψλ,m = exp
(
−|m|

r

)
. (E.31)
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The scalar field equation, eq. (E.5), for r � 1 is

∂r(r2∂rψλ,m)− m2

r2 ψλ,m = (2 + λ)ψλ,m (E.32)

the solution for which is given by

ψλ,m =

√
|m|
r

(
c1Γ(1 + v)Iv

( |m|
r

)
+ c2Γ(1− v)I−v

( |m|
r

))
(E.33)

where Ia is the modified Bessel function of the first kind and v is as defined in eq. (E.11).
Matching this with the solution eq. (E.31) in the region 1� r � m, we find

c2 = Γ(v)√
2π
, c1 = −c2

Γ(1− v)
Γ(1 + v) (E.34)

and so the scalar solution becomes

ψλ,m(r) =

√
|m|π
2r cosec(πv)

(
I−v

( |m|
r

)
− Iv

( |m|
r

))
=

√
2|m|
πr

Kv

( |m|
r

)
(E.35)

where Kv is the modified Bessel function of the second kind. The scalar ξλ.m will also
behave in the same way. We also see from eq. (E.35) that the scalar field solution ψλ,m is a
function of the combination

(
m
r

)
∼ O(1) near the boundary. We also see from eq. (E.15),

eq. (E.16) that the boundary conditions can be met when the relative coefficient between
ψλ,m, ξλ,m is order unity.

We can now estimate the magnitudes of the required quantities. First, from eq. (E.18)
and (E.22), we find that

(PVL,−m)rθ√
〈PVL,m, PVL,−m〉

∼ O
( 1√

m

)
. (E.36)

To estimate the magnitude of Vs,λ,m, we note as mentioned above that scalar fields
ψλ,m, ξλ,m in eq. (E.35) are a function of the combination

(
m
r

)
∼ O(1) near the boundary.

This gives,

V θ
s,λ,m =

(
im

r

ξλ,m
r
−
ψ′λ,m
m

)
∼ O

( 1
m

)
(E.37)

where the prime is a derivative with respect to the quantity
(
r
m

)
. To estimate the value of

〈PVs,λ,m, PVs,λ,−m〉, we show using eq. (E.24) that this quantity is of O(
√
m). To see this,

consider the bulk integral in eq. (E.24)

∫
d2x
√
gψλ,mψλ,−m = 2π

∫ rc

1

(
r − 1
r + 1

) |m|
2

+
∫ rB

rc
ψλ,mψλ,−m

(
m

r

)
dr


' 2πm

∫ rB
m

rc
m

dxψλ,m(x)ψλ,−m(x)

' O(m) (E.38)
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where rc is such that 1 � rc � m. It is also easy to see, by noting eq. (E.37) that the
boundary term is also of the same order as above and so√

〈PVs,λ,m, PVs,λ,−m〉 ' O(
√
m) . (E.39)

Thus putting together eq. (E.39), eq. (E.37) and eq. (E.36) and noting eq. (E.17), we
find that

〈PVs, PVL〉√
〈PVs, PVs〉〈PVL, PVL〉

' O(1) . (E.40)

We can easily extend the above analysis for the case of Double trumpet topology
in Euclidean AdS spacetime discussed in 4. To evaluate the quantity in eq. (E.1), we
would proceed as before. The discussion till eq. (E.16) continues to hold true except that
the eigenvalues are now determined by imposing either eq. (E.15) or eq. (E.16) at both
the boundaries. Taking the left and right boundaries to be located at r = −rB1 and
r = rB2 respectively. Since the vector fields for small and large diffeomorphisms can be
chosen so that the modes corresponding to left and right boundaries can be decoupled, the
corresponding boundary terms in eq. (E.17) will be independent of each other. The inner
product of two large diffeomorphisms in the basis in eq. (4.15) is calculated in detail in
appendix I.1, the final result appearing in eq. (I.11). The calculation of inner product of
small diffeomorphisms is again analogous to the disk case with the expression in eq. (E.24)
interpreted as having two boundary terms which again are independent of each other. Thus
it immediately follows that we will have the result analogous to eq. (E.26) in the present
case of double trumpet topology also.

F Estimation of various determinants in Euclidean AdS disk

In this section we shall discuss the computation of various determinants in detail in AdS
spacetime for the Euler characteristic χ = 1 corresponding to the disk topology. To begin
with, we will compute the determinant of the scalar Laplacian. This requires the specifica-
tion of appropriate boundary conditions which we take to be Dirichlet boundary conditions.
We will mostly consider the case when the boundary has large length l ∼ 1

ε � 1 and obtain
the dependence of the determinant on the large diffeomorphisms discussed above. In the
asymptotic AdS limit, where ε → 0, we will find that a length dependent counter-term
needs to be added to get a finite result, and that the dependence on large diffeomorphisms
vanishes. We will make essential use of the conformal anomaly in the analysis.

Similar results will also be obtained for det′(P †P ). For det(−∇̂2 + 2), on general
grounds, upto O(ε), the dependence of the large diffeomorphisms will be shown to be of
the form of the Schwarzian action with a coefficient which is linear in ε, but we will not be
able to obtain the precise value of this coefficient.

Coming back to the scalar case, we are interested in the dependence of det(−∇̂2) on
the large diffeomorphisms. On general grounds this dependence should be a functional
of Diff(S1)/SL(2, R), since it is easy to see that diffeomorphisms lying in the SL(2, R)
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isometry group of AdS2 must leave the determinant unchanged.14 This imposes a strong
restriction on the kind of terms that appear in the final result for the determinant. The
simplest such term that one can write is proportional to length of the boundary. The
next term, which involves two derivative with respect to u, eq. (2.42) - the rescaled proper
time along the boundary- is uniquely given by the Schwarzian action. On dimensional
grounds its coefficient must go like ε, and by using the conformal anomaly we can obtain
the coefficient in front of this action as we show below. Beyond this, in general additional
terms will also be present - these will involve additional derivatives of u and correspondingly
additional powers of ε. If we consider modes whose mode number m, eq. (2.26) is small
enough meeting the condition

mε� 1, (F.1)
so that their wavelength meets the condition, Λ� RAdS, eq. (2.58), then these additional
terms will be suppressed. For modes of higher mode number where eq. (F.1) is not met
these higher order terms must all be retained and the resulting behaviour of the determi-
nant is much more non-trivial to obtain. These arguments can also be applied to the double
trumpet with two boundaries and de Sitter case when we calculate the no-boundary wave-
function by analytic continuation from the (2, 0) or (0, 2) signature metrics as discussed
in 5.1.

Let us now show how the conformal anomaly can be used to obtain the coefficient of
the first two terms mentioned above, involving the boundary length and the Schwarzian
derivative. We can expand the determinant

ln det(−∇̂2) = c1

∫
ds+ ε c2

∫
du Sch

(
tan

(
θ(u)

2

)
, u

)
+O(ε2) (F.2)

where u is renormalized boundary proper time, eq. (2.42), and θ is the coordinate appearing
in the line element of the AdS metric in eq. (2.24). Our task now simplifies to evaluating
the constants c1 and c2. To fix the constants we consider a non-wavy boundary specified
by r = rB, and use the conformal transformation property of the determinant to fix its
dependence on the value rB. For this it is convenient to work in the coordinate system r̂, θ

in which the line element is given by eq. (A.11).

ds2 = 4
(1− r̂2)2 (dr̂2 + r̂2dθ2), r̂ ∈ [0, 1] . (F.3)

The boundary r = rB in the metric eq. (2.24) is specified in terms of r̂ coordinate as

r̂ = r̂B =
√
rB − 1
rB + 1 . (F.4)

Defining the coordinate ρ̄ as r̂ = ρ̄r̂B, we find that the boundary specification now becomes
ρ̄ = 1. The line element becomes

ds2 = ĝabdx
adxb = 4r̂2

B

(1− r̂2
B ρ̄

2)2 (dρ̄2 + ρ̄2dθ2) ≡ e2σ ḡabdx
adxb (F.5)

14To be very explicit, suppose the initial metric is taken as eq. (2.24) with the boundary specified as
r = rB . Let the new coordinates after the SL(2, R) transformation be r̃, θ̃. The boundary is now specified
to be r̃ = rB . Since neither the metric nor the specification of the boundary in terms of the coordinate has
changed, it naturally follows that the value of the determinant of the laplacian operator will not change.
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where ḡab is defined as

ds̄2 = ḡabdx
adxb = dρ̄2 + ρ̄2dθ2, ρ̄ ∈ [0, 1], θ ∈ [0, 2π] (F.6)

where as mentioned earlier the boundary is located at ρ̄ = 1. It is easy to see from eq. (F.5)
that rB-dependence is entirely in the conformal factor with the flat metric ḡab independent
of rB. Now, we note that the conformal transformation property of the determinant of a
scalar laplacian with Dirichlet boundary conditions for conformally related metrics

ĝab = e2σ ḡab (F.7)

is given by

det(−∇̂2)ĝ
det(−∇̄2)ḡ

= exp{−Sσ} (F.8)

where Sσ is given by

Sσ = 1
6π

[1
2

∫
d2x

√
ḡ(ḡab∂aσ∂bσ + R̄σ) +

∫
∂
ds̄K̄σ

]
. (F.9)

From eq. (F.5) and eq. (F.6), we note that

e2σ = 4r̂2
B

(1− r̂2
B ρ̄

2)2 , R̄ = 0 (F.10)

and normal vector to the boundary normalized with ḡab and the corresponding extrinsic
trace are

n̄ρ̄ = 1, K̄ = 1
ρ̄

= 1, K̂ = e−σ(K̄ + n̄a∂aσ) = 1
2r̂B

+ r̂B
2 . (F.11)

Using these results, we get

det(−∇̂2)ĝ
det(−∇̄2)ḡ

= exp
{
−1

3

(
r̂2
B

1− r̂2
B

)
− 1

3 ln 2r̂B

}
. (F.12)

Now, take the case where rB = 1
ε � 1, so that the boundary length l � 1. To be more

precise, this ε defined by the boundary value of rB is the same as that in eq. (2.42) to
leading order, there will be subleading corrections between the two variables. However, we
shall work, for now, consistently with it being defined as defined by the value of rB. But,
Using eq. (F.4) we get

det(−∇̂2)ĝ
det(−∇̄2)ḡ

= exp
(
− 1

6ε + 1
6 ln

(4
e

)
+ ε

3

)
(F.13)

where we used eq. (2.8) to obtain final equality. Note that det(−∇̄2)ḡ is some constant
independent of rB and hence ε. From eq. (F.2), for the boundary at rB = ε−1, we get

det(−∇̂2) = exp
(2πc1

ε
+ πε(c2 − c1)

)
(F.14)
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So comparing, we get

c1 = − 1
12π , c2 = 1

4π (F.15)

and so we have

ln det(−∇̂2) = − 1
12π

∫
ds+ ε

4π

∫
du Sch

(
tan

(
θ(u)

2

)
, u

)
+O(ε2) . (F.16)

Note that the dimensional analysis we had mentioned above which fixes the powers
of ε in each term in eq. (F.14) can be understood as follows. The line element eq. (2.42)
is invariant under (ε, u) → (λε, λu). Under this rescaling (with tan(θ/2) unchanged )
the Schwarzian term, Sch(tan(θ/2), u) → 1

λ2Sch(tan(θ/2), u), while the line element ds is
invariant. This fixes the powers of ε appearing in the coefficients. Also note that after
adding a counter term to cancel the length dependent first term in eq. (F.16) which goes
like 1/ε, we get are left with the Schwarzian term and additional subleading corrections
which all vanish in the asymptotic AdS limit where ε→ 0.

It is also easy to see that with this result for the determinant, the on-shell action, SOS
for the JT gravity in the presence of matter fields satisfying vanishing Dirichlet boundary
conditions at finite temperature in the semi-classical limit, G→ 0, N →∞ with fixed GN
is given by

SOS = SJT,∂ + SM,qm (F.17)

where SJT,∂ is given by first line in eq. (2.67) and SM,qm is given by

SM,qm = N

2 ln det(−∇̂2). (F.18)

For the finite temperature case taking θ(u) = 2π
β u, φB = 1

Jε + GN
3 , and introducing the

counterterm mentioned to cancel the first term in det(−∇̂2) which is length-dependent, we
see that the value of the on-shell action becomes

SOS = − π

4GJβ

(
1− 2GNJε

3

)
(F.19)

which indeed matches with the results in [18].
We should alert the reader to an important issue connected to the above calculation.

The formula relating the scalar laplacian determinant for conformally related metrics given
in eq. (F.9) is different from the one appearing in [127] by an extra term

∆Sσ = − 1
4π

∫
K̂ds. (F.20)

Indeed, in general, the bulk conformal anomaly and Wess-Zumino consistency condi-
tions [128] fix the form of the action Sσ completely upto the possibility of an additional
term of this type. While [127] do report that such a term arises for the determinant with
Dirichlet boundary conditions we find that its presence leads to disagreement with the
semi-classical results in [18], and have accordingly not included it here.
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We now extend the above considerations to compute the value of the determinant of the
operator P †P . This is in fact straightforward. Once again, we can expand the determinant
in powers of ε, with the first two terms being,

ln det′(P †P ) = k1

∫
ds+ k2ε

∫
Sch

(
tan

(
θ(u)

2

)
, u

)
. (F.21)

We will now use the same trick of considering a non-wavy boundary and use the conformal
transformation property of det′ P †P to compute its rB dependence and then match the
coefficients by expanding in ε where rB = 1

ε . For conformally related metrics in eq. (F.7)
the determinants of the operator P †P are related as [127]

(det′P †P )ĝ
(det′P †P )ḡ

= exp{−26Sσ} . (F.22)

We note that only the prefactor in the exponent in eq. (F.22) is different from the scalar
case due to the difference in the central charges.15 So again by comparing eq. (F.21)
and eq. (F.22) for the geometry, eq. (2.24) with boundary at rB = 1

ε , we get, upto an ε

independent prefactor which we are not retaining,

det′(P †P ) = exp
(
− 26

12π

∫
ds+ 26

4πε
∫

Sch
(

tan
(
θ(u)

2

)
, u

))
. (F.23)

This is of the same form as in the scalar case and once the first term is removed by a
suitable counter term again vanishes in the ε→ 0 limit.

The determinant det(−∇̂2 + 2) is more complicated. Since it arises after doing the
path integral for a massive scalar of mass 2, we cannot use the conformal anomaly to obtain
useful information about it . However, we can still argue from the requirement that the
determinant is valued in Diff(S1)/SL(2, R) that it can be expanded as

ln det(−∇̂2 + 2) = q1

∫
ds+ q2ε

8π

∫
du Sch

(
tan

(
θ(u)

2

)
, u

)
(F.24)

where q1, q2 ∼ O(1) constants. Once again it then follows that the dependence on the large
diffeomorphisms vanishes in the asymptotic AdS limit.

To reiterate a point made earlier, note that the length-dependent terms in various
determinants eq. (F.16), eq. (F.23) and eq. (F.24) grow like 1

ε , i.e. linearly in the length
of the boundary, and thus diverge in the asymptotic AdS limit, ε → 0. To obtain a finite
result in this limit we need to add a boundary term to the JT action, eq. (2.53),

δSJT,∂ = A

∫
∂
ds (F.25)

and fix the constant A appropriately so as to cancel this divergence.

15We must mention though that we have not been too careful about the possible presence of a counter
term of the form eq. (F.20) in eq. (F.22). Also there could be some subtleties due to zero modes.
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F.1 Asymptotic AdS limit case

We now come to a subtlety having to do with the order in which various limits are being
taken while evaluating the determinants. The computations above of the determinants
used the Weyl anomaly and are valid for an arbitrary boundary. We see above that the
result at leading order in the length l for the determinants go like

det Ô ∼ e(Cl) (F.26)

where C is a constant which depends on the operator Ô. More precisely the determinants
above are obtained for the case of a given geometry with a finite length boundary by
introducing a cut-off (for large eigenvalues ), regulating the product of eigenvalues of the
relevant operators and then taking the cut-off to infinity in a manner which is consistent
with the Weyl anomaly. In contrast, in the asymptotic AdS limit, as was mentioned above,
we are interested in first taking the limit when the boundary length l → ∞, keeping
the cut-off on eigenvalues fixed, and thereafter taking the limit where this cut-off goes
to infinity.16

Here we will show that this second order of limits can give a different result, and in
particular the leading term, eq. (F.26), which is exponential in l can be absent in the
asymptotic AdS limit. To carry out the calculations in this limit we will use a method first
discussed by Coleman [129].

Let us illustrate this method for the Simple Harmonic Oscillator (SHO). Consider two
simple harmonic oscillators with frequencies w1 and w2 constrained to move between x = 0
and x = L. Let ψ(1)

λ be the solution to the equation

(−∂2
x + w2

1 − λ)ψ(1)
λ (x) = 0 (F.27)

with the appropriate boundary conditions. ψ(2)
λ satisfies a similar equation with the fre-

quency w2. Suppose we impose Dirichlet boundary conditions at both ends. Coleman’s
formula then states that

det(−∂2
x + w2

1 − λ)
det(−∂2

x + w2
2 − λ)

= ψ
(1)
λ (L)

ψ
(2)
λ (L)

. (F.28)

In the above formula the left and right hand sides are to be regarded as a function of the
complex variable λ. The formula follows from noting that the zeros and poles of the left
and right hand slides are the same, and that both sides go to unity as λ → ∞ in any
direction except the real axis. It then also follows that upto a constant independent of ω

det(−∂2
x + w2

1) = ψ(λ=0)(L) (F.29)

where the r.h.s. is the value of the wavefunction obtained at x = L for the operator with
frequency ω by starting at x = 0 with the correct boundary conditions. One important
point to note here is that the normalization of the solution ψλ(x) should be fixed in such

16As we will see below after expanding modes along the θ direction in their Fourier components eimθ, the
cut-off on the eigenvalues of relevance will be on the mode number m .
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a way that when viewed as a function of λ, any spurious zeros or poles, other than those
corresponding to the actual eigenvalues of the operator (−∂2

x + ω2
1) in the solution ψλ(x)

are cancelled and that the ratio of two solutions with different frequencies goes to unity
as λ → ∞ in any direction other than along the real axis.17 The solution ψλ=0 is then
obtained by taking the λ = 0 limit of this appropriately normalized ψλ solution.

A similar formula also follows for Neumann boundary conditions or mixed boundary
conditions where we set aψ+bψ′ = 0 (at say both x = 0, L) with eq. (F.29) being replaced by

det(−∂2
x + w2

1) = aψ0(L) + bψ′0(L). (F.30)

where the subscript refers to taking the λ = 0 solution as in eq. (F.29). The normalization
of the solution ψ0 is fixed as explained before.

We will now adopt the same strategy to calculate the determinants det(−∇̂2),
det(−∇̂2 + 2) and det′(P †P ), in the case of the asymptotic AdS spacetime. In apply-
ing this method to the AdS case we expand the modes for the operator in the basis of
modes in the θ direction, eimθ , and then working for any fixed value of m obtain a one-
dimensional problem in the radial direction. In this one -dimensional problem we take
the boundary to go to infinity l → ∞ and then use the Coleman method to obtain the
determinant of the radial operator. The full determinant is then be obtained by taking the
product of contributions over all values of the mode number m, and then taking in this
product |m| → ∞. We see therefore that in the calculations below while working in the
asymptotic AdS limit with the order of limits mentioned above, first taking l → ∞ and
then taking mode number m→∞.

Let us first compute det(−∇̂2) in this manner. The boundary condition at x = 0 in
the SHO is now replaced by the requirement of the regularity of the solution in the interior.
The solution to the eigenvalue equation ∇̂2ψλ = −λψλ for fixed mode number m which is
regular everywhere in the interior, chosen such that the ratio of two solutions with different
mode numbers goes to unity as |λ| → ∞ other than along the real axis, and without have
any spurious zeros, poles or branch points in the variable λ, is given by

ψλ,m =


P
−|m|
v− 1

2
(r), m 6= 0

P 0
v− 1

2
(r), m = 0

v = 1
2
√

1− 4λ (F.31)

and P βα is the associated Legendre function of the first kind. In fact, using the asymptotic
form of the P−|m|

v− 1
2

(r),18

P
−|m|
v− 1

2
(r) =

 (2r)−v−
1
2 Γ(−v)

√
πΓ
(
−v + |m|+ 1

2

)
+O

(
r−v−3/2

)

+

 (2r)v−
1
2 Γ(v)

√
πΓ
(
v + |m|+ 1

2

)
+O

(
rv−3/2

)
(F.32)

17In the present case we achieve this by taking ∂xψ(x = 0) = 1.
18We have followed the conventions of [130] in obtaining the asymptotic forms here and elsewhere in this

manuscript.

– 70 –



J
H
E
P
1
0
(
2
0
2
1
)
2
0
4

we see that the asymptotic form has v → −v symmetry. For the case of Dirichlet boundary
condition at r = rB, the eigenvalues are obtained by solving

ψλ,m(rB) = 0 . (F.33)

Let the eigenvalue be labelled by λm,n. The subscript m in λm,n denotes mode number
m and the n labels the various eigenvalues for this particular mode number. To compute
the determinant in the asymptotic AdS limit we take the asymptotic form of the solution
eq. (F.31), with λ = 0, which is given by

ψ0,m =


1

Γ(|m|+ 1) −
1

Γ(|m|)r +O(r−2) m 6= 0

1 m = 0
. (F.34)

Using this asymptotic form, the determinant computed using eq. (F.28) reads

ln det(−∇̂2) = −
∞∑

m=−∞,m 6=0
ln(Γ(|m|+ 1)) (F.35)

which is manifestly independent of rB.
Next consider the determinant for the operator (−∇̂2 + 2). The eigenvalue equation

for the operator reads

(∇̂2 − 2)ψλ = −λψλ (F.36)

which for the mode number m now has the regular solution

ψλ,m =


P
−|m|
v− 1

2
(r), m 6= 0

P 0
v− 1

2
(r), m = 0

v = 1
2
√

9− 4λ . (F.37)

To compute the determinant in the asymptotic AdS limit we take the asymptotic form of
the solution eq. (F.37), with λ = 0, which is given by

ψ0,m =


1

Γ(|m|+ 2)r −
3|m|2

4rΓ(|2 +m|) +O
(
r−2

)
m 6= 0

r m = 0
. (F.38)

We now use this to compute det
(
−∇̂2 + 2

)
with the Dirichlet boundary condition eq. (F.33)

using eq. (F.28). This gives

ln det(−∇̂2 + 2) = −2
∞∑
m=1

ln(Γ(2 + |m|)) +
m=∞∑
m=−∞

ln rB (F.39)

which is independent of rB since
∑m=∞
m=−∞ ln rB = 0.

Thus we see that for both the operators considered above, we get no dependence
growing exponentially as in eq. (F.26), in the asymptotic AdS limit. For det(−∇̂2) we saw
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in the previous subsections that such a dependence does arise when we consider a different
order of limits.

The computation of the determinant det′ P †P is very similar. Let us first study the
case when the index v in eq. (F.37) is imaginary. We shall later see that there exist one
eigenvalue when v is real. For v imaginary, the main difference in this computation would
be the boundary conditions on the scalar field. For a general vector field decomposed as
in eq. (2.22) the boundary conditions eq. (2.19), in the asymptotic AdS limit gives two
possible conditions on the scalar fields.These are

∂2
rψλ,m = 0, ξλ,m ∼

ψλ,m
rB

∂rξλ,m = 0, ψλ,m ∼
ξλ,m
rB

. (F.40)

The determinant of the eigenvalues determined by the second of the condition
above,∂rξλ,m = 0, is straightforward to compute. The appropriately normalized solution
is again given by eq. (F.38) and so, the product of these eigenvalues is given by taking the
derivative of eq. (F.38) which still gives eq. (F.39).

The contribution from the other set of eigenvalues ∂2
rψλ,m = 0 are more complicated.

First, let us note that even though the boundary condition is a second order equation,
it can be understood as a mixed boundary condition of the form eq. (F.30) upon using
the eigenvalue equation eq. (F.36) for ψλ,m. The contribution from the modes m 6= 0 is
straightforward to obtain by taking the second derivative of the corresponding asymptotic
expression in eq. (F.38). However, for m = 0 mode, since the solution is just ψ0,0 = r,
taking the double derivative gives zero, which using the analog of eq. (F.29) then shows
that the determinant for the m = 0 sector is zero. The zero mode is in fact ψ0,0 itself
and it corresponds to the U(1) isometry of AdS2 under which θ → θ + c. We are actually
interested in evaluating det′(P †P ) and would therefore need to evaluate the determinant
without the zero eigenmode.

We have not been able to find a fully satisfactory way of dealing with this complication.
One might hope to proceed as follows. We consider in the m = 0 sector the operator
det(−∇̂2 + 2 − λ) for non-zero λ and then take the λ → 0 suitably, removing the extra
zero mode and thereby obtaining the determinant for non-zero modes. For non-zero λ the
arguments above lead to the conclusion that

det(−∇̂2 + 2− λ)
λ

= ∂2
rψλ,0
λ

(F.41)

and so we get

det(−∇̂2 + 2) = lim
λ→0

∂2
rψλ,0
λ

. (F.42)

Computing the solution ψλ,0 in a perturbation series in λ near λ = 0 by imposing regularity
near the origin, we get the solution to O(λ) to be

ψλ,0 = r + λ

3 (1− r ln(1 + r)) (F.43)
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and hence

lim
λ→0

∂2
rψλ,0
λ

' − 1
3rB

. (F.44)

So, the net value of the determinant det′(P †P ) becomes

ln det′(P †P ) = −2
∞∑
m=1

ln(Γ(2 + |m|)) + 2
∞∑
m=1

ln
(
− 3|m|2

2Γ(2 + |m|)r3
B

)
+ ln

( −1
3rB

)
. (F.45)

The resulting rB dependence, after doing the sum by zeta function regularization, is then
given by

ln det′(P †P ) = 2 ln rB . (F.46)

This is not a very satisfactory result though since in the rB → ∞ limit the resulting
divergence in the determinant cannot be removed by a local counter-term (unlike for a
term which is growing linearly with rB). We leave a proper resolution of this puzzle for
the future.

Let us end with some comments. It is easy to see that there exists one additional
discrete eigenvalue when v = 1

2 corresponding to λ = 2. Consider the scalar fields ψλ,m, ξλ,m
that satisfy the equation ∇̂2ψλ,m = 0 = ∇̂2ξλ,m with mode number m, the regular solutions
for which are taken to be

ψλ,m = αme
imθ
(
r − 1
r + 1

) |m|
2
, ξλ,m = βme

imθ
(
r − 1
r + 1

) |m|
2
. (F.47)

It is then easy to see that near the boundary r � 1, with the choice of constants
βm = i sgn(m)αm, the boundary conditions (2.19) are satisfied thus showing that λ = 2
is a genuine eigenvalue, which does not belong to the either of the sets of eigenvalues in
eq. (F.40). Also, note that this discrete eigenvalue exists only for m 6= 0, since when m = 0
the vector field constructed out of these scalar fields vanishes identically everywhere. Fur-
ther, there are no other eigenvalues apart from the ones we have obtained so far. Including
this eigenvalue of course does not change the rB dependence obtained above.

The calculation of determinants discussed in this subsection can be easily extended to
the general case when the boundary is located at large but finite value of rB, and also to
de Sitter spacetime.

G Matter coupling to the time reparametrization modes in AdS

In this appendix we will describe in more detail the coupling of the matter to the time
reparametrization modes in the classical action eq. (3.9). The result can be obtained for
a general boundary of length l but for simplicity we will work out the case l � 1 below.
We begin with the metric eq. (2.24) in which the boundary is at rB given by eq. (2.31)
in terms of l, so that rB � 1. We next turn on a large diffeomorphism. Under such a
diffeomorphism the new coordinates asymptotically close to the boundary are given by

θ̃ = f(θ), r̃ = r/f ′(θ) (G.1)
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with the boundary lying at r̃ = rB. f ′(θ) denotes a derivative of f(θ) with respect to θ. It is
easy to see from our definition of the rescaled proper time u, eq. (2.42), and eq. (2.33) that

u = θ̃ = f(θ) . (G.2)

The infinitesimal version of these transformations follows from eq. (2.28) and is discussed in
eq. (2.44) eq. (2.45). Note that the coordinate r varies along the resulting wavy boundary as

r(θ) = rBf
′(θ) . (G.3)

We will consider one massless scalar ϕ here. A general solution to the massless scalar
equation ∇2ϕ = 0 is given by

ϕ(0)(r, θ) =
∑
m

pme
imθ
(
r − 1
r + 1

) |m|
2

(G.4)

where pm are coefficients which are fixed by the form of ϕ at the boundary. Near the
boundary at large r we get

ϕ(0) =
∑
m

pme
imθ
(

1− |m|
r

)
≡ ϕ−(θ)− 1

r
ϕ+(θ) (G.5)

where

ϕ−(θ) =
∑
m

pme
imθ, ϕ+ =

∑
m

|m|pmeimθ =
∫
dθ′F (θ, θ′)ϕ−(θ′) (G.6)

and

F (θ, θ′) =
∞∑

m=−∞
|m|eim(θ−θ′) . (G.7)

If ϕ is given by the function ϕ̂(u) along the boundary, with u being the rescaled proper
length as above, then we get (to leading order )

ϕ−(θ) =
∑
m

pme
imθ = ϕ̂(f(θ)) (G.8)

which determines the Fourier coefficients pm in terms of the functions ϕ̂ and f . It is easy
to see that the classical action for the scalar

S = 1
2

∫ √
gd2x(∂ϕ)2 (G.9)

reduces on shell to a boundary term,

S = 1
2

∫
dsϕnµ∂µϕ (G.10)

where ds is the line element along the boundary and nµ the unit normal. This gives

S = 1
2

∫
dθ1dθ2ϕ−(θ1)ϕ−(θ2)F (θ1, θ2) (G.11)
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where ϕ−(θ) is given in terms of the boundary function ϕ̂(u) and f(u) by eq. (G.8).
Inverting eq. (G.2) we can express θ as a function of u

θ(u) = f−1(u) (G.12)

which allows us to also express eq. (G.11) as

S = 1
2

∫
du1du2θ

′(u1)θ′(u2)ϕ̂(u1)ϕ̂(u2)F (θ(u1), θ(u2)) . (G.13)

This gives the classical action in terms of the boundary time reparametrizations specified
by θ(u) and the boundary value of the scalar ϕ̂(u).

At linear order in the diffeomorphisms we have θ̃ given in terms of θ in eq. (2.44), (2.45),
inserting this in eq. (G.13) gives

S =
∫
∂
du1du2ϕ̂(u1)ϕ̂(u2)(δθ′(u1)F (u1, u2) + δθ(u1)∂u1F (u1, u2)) . (G.14)

This result agrees with (3.12) in subsection 3, after being generalised to N scalar fields.
Also, for the discussion in subsection (3.1) these formulas need to be extended to O(ε)

if we are to include the dependence on the large diffeomorphisms coming from the quantum
part, i.e. the scalar laplacian determinant in (3.10). This can be done in a straightforward
fashion along the lines above, but we spare the reader the details.

Now, in the case of de Sitter spacetime, the matter coupling to the time reparametriza-
tion modes can be obtained in an almost similar fashion. The massless scalar field equation
in the coordinate system eq. (5.12) now has the solution

ϕ(r, θ) =
∑
m

pm

(
r − i
r + i

) |m|
2
eimθ . (G.15)

This in the limit r � 1 has the asymptotic form

ϕ(r, θ) =
∑
m

pme
imθ
(

1− i|m|
r

)
= ϕ−(θ)− i

r
ϕ+(θ) (G.16)

where ϕ−, ϕ+ are as before in eq. (G.5). The matter coupling can then be obtained in a
manner analogous to that in the AdS case above. Doing so, we get

SM,cl = i

2

∫
dθ1dθ2ϕ−(θ1)ϕ−(θ2)F (θ1, θ2) (G.17)

where F is as defined in eq. (G.7). So, comparing eq. (G.11) and (G.17), we see that the
expressions upto the factor of i and so the linearized version in eq. (G.14) will also have
an additional factor of i.

H de Sitter wavefunction using Euclidean AdS contour

In this appendix we calculate the wavefunction for the de Sitter spacetime in the non-
asymptotic limit, by considering modes which have m > l where l is the length of the

– 75 –



J
H
E
P
1
0
(
2
0
2
1
)
2
0
4

boundary. Although in such a case we need to carefully calculate various quantities such
as determinants, measure for large and small diffeomorphisms which does not decouple,
we ignore all such subtleties and evaluate the measure for large diffeomorphisms and try
to do the path integral. To evaluate the wavefunction, we follow the Maldacena contour,
described in subsection 5.1 and so we first do the computation in the negative AdS metric
of signature (0,2) and then analytically continue to the (1,1) de Sitter spacetime. Consider
the metric given by

ds2 = −(dτ2 + sinh2 τdθ2) . (H.1)
It is easy to compute the Ricci scalar for this metric which turns out to have the value
R = 2. This metric is the negative of the AdS metric written in global coordinates. As
before, we find that the zero modes of the operator P †P are given by the vector field as
either the gradient or the curl of a scalar which satisfies the scalar Laplacian equation in
the background eq. (H.1). So, we get the vector field as

V a = εab∇bψ, ψ = −eimθ ĉm(|m|+ r)
(
r − 1
r + 1

) |m|
2
, r = cosh τ (H.2)

where ε12 = − 1
|√g| and ĉ−m = ĉ∗m so that the scalar field and the vector field constructed

out of it is real. The components of the vector field written explicitly are

V a =
(
iĉmme

imθ(|m|+ cosh τ) tanh|m|
(
τ
2
)

sinh τ ,

−
ĉme

imθ
(
|m| cosh τ +m2 + sinh2 τ

)
tanh|m|

(
τ
2
)

sinh2 τ

)
. (H.3)

The coefficients The corresponding metric perturbations are given by

δgττ =−2iĉmm(m2 − 1)csch2τ tanh|m|
(
τ

2

)
eimθ

δgτθ =2ĉm(m2 − 1)|m|cschτ tanh|m|
(
τ

2

)
eimθ

δgθθ =2iĉmm(m2 − 1) tanh|m|
(
τ

2

)
eimθ . (H.4)

For an arbitrary τ = τ0, we have the boundary term for the inner product of two metric
perturbations analogous to that of the eq. (2.17) to be

〈PVL,m, PVL,−m〉 = 2
∫
τ=τ0

dθ
√
ggττ (V τδgττ + V θδgτθ)

=
∑
|m|>1

8πĉmĉ−m|m|(m2 − 1) (H.5)

× tanh2|m|
(
τ0
2

)(
2|m|2csch2(τ0) + 1 + 2|m| coth(τ0)csch(τ0)

)
.

So the measure for the path integral over ĉm is given by

M̂ =
∑
m>1

16πĉmĉ−m|m|(m2 − 1)

× tanh2|m|
(
τ0
2

)(
2|m|2csch2(τ0) + 1 + 2|m| coth(τ0)csch(τ0)

)
. (H.6)
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The extrinsic for the fluctuations around the saddle τ = τ0 is obtained in eq. (B.33), which
expressed in terms of an expansion

δθ(u) =
∑
m

c̃me
imu (H.7)

is given by
δK(2) = −

∑
m≥2

c̃−mc̃mm
2
(
m2 − 1

)
tanh τ0sech2τ0 (H.8)

where the superscript on δK is to indicate that this is the quadratic term in time
reparametrization modes c̃m. The relation between ĉm and ĉm is obtained by noting that
δθ = V θ and is given by

c̃m = −ĉmcsch2τ
(
|m| cosh τ + sinh2 τ +m2

)
tanh|m|

(
τ

2

)
. (H.9)

Using this to find the quadratic action in terms of the variables ĉm, we obtain

δK(2) = −
∑
m≥1

ĉmĉ−m|m|2(m2 − 1)csch3τ0

× sech3τ0
(
|m| cosh τ0 + sinh2 τ0 +m2

)2
tanh2|m|

(
τ0
2

)
. (H.10)

The path integral over the modes ĉm is given by,ΨnAdS ,

ΨnAdS = exp
[
φB cosh τ0

8πG

] ∫
M̂dĉmdĉ

∗
m exp

{
γ̃

∫ 2π

0
du φB sinh τ0δK

(2)
}

= exp
[
φB cosh τ0

8πG

] ∏
m>1

32π cosh3 τ0
(

1
2 sinh2 τ0 +m2 + |m| cosh τ0

)
γ̃mφB

(
|m| cosh τ0 +m2 + sinh2 τ0

)2 (H.11)

where u is related to the proper time on the boundary and is defined through the rela-
tion eq. (B.34). Note that we have ignored the contribution from the topological term
eq. (2.3) and the exponential prefactor above is the classical contribution coming from the
leading term in the extrinsic trace eq. (B.33). The product in eq. (H.11) can be regulated
using zeta-function regularization, in particolar using eq. (C.10). Defining the variables
α,m1,m2,m3,m4, as

α = 32π cosh3 τ0
γ̃φB

, γ̃ = 1
8πG

m1 = 1
4

(
−2 cosh τ0 −

√
2
√

3− cosh(2τ0)
)
, m2 = 1

4

(√
2
√

3− cosh(2τ0)− 2 cosh τ0

)
m3 = 1

4

(
−2 cosh τ0 −

√
10− 6 cosh(2τ0)

)
, m4 = 1

4

(√
10− 6 cosh(2τ0)− 2 cosh τ0

)
(H.12)

we get the regularized value to be

ΨnAdS = exp[γ̃φB cosh τ0]√
(2πα)3

Γ(2−m3)2Γ(2−m4)2

Γ(2−m1)Γ(2−m2) (H.13)
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For evaluating large τ0 � 1 behaviour, we note that πeτ0 = l, and so we get, using the
Stirling approximation for the Gamma functions,

ΨnAdS
τ0�1−−−→ l3

32
√
π

√
(γ̃φB)3

l9
exp

(
γ̃φBl

2π + l

2π ln
(

l

π
√

2e

)
+ l

(1
8 −

1√
3

))
. (H.14)

Now doing a continuation to the Lorentzian de Sitter by taking

τ0 → τ0 ±
iπ

2 ⇒ l→ ±il (H.15)

we get

ΨdS = ± l3

32πi

√
(γ̃φB)3

(±il9) exp
(
− l4 ±

γ̃φBl

2π ± il

2π ln
(

l

π
√

2e

)
± il

(1
8 −

1√
3

))
(H.16)

We see that there is an exponential damping term for large l. The ± signs in the above
expression correspond to the ± signs in eq. (H.15) for the different ways of analytic continu-
ation. As can be seen from eq. (H.16), we find that the exponential damping is independent
of the choice of analytic continuation. Moreover this exponential damping cannot be re-
moved by adding a length-dependent counterterm with a real coefficient as that would have
an explicit factor of i as in the action eq. (5.1).

I More on AdS double trumpet calculations

I.1 Measure for large diffeomorphisms and Schwarzian action

In this appendix we will elaborate more on the calculation of the measure for the large
diffeomorphisms in the double trumpet topology and also show the calculation of the
Schwarzian action in explicit detail. The line element is given by eq. (4.2) The solutions
for the scalar field ψ satisfying eq. (2.23) is given in eq. (4.15). We will use the form in
eq. (4.9) to calculate the measure and the form in eq. (4.15) to evaluate the Schwarzian
action and finally relate them using eq. (4.16). We can now construct the vector field
corresponding to the large diffeomorphisms. In the disk topology, the modes m = ±1, 0
for the vector field taken as the curl of the scalar field turned out to be isometries for the
spacetime. However, we now have only one isometry corresponding to the m = 0 mode.
So, the large diffeomorphisms correspond to modes with |m| ≥ 1. The components of the
vector field eq. (4.8) computed in terms of the solution eq. (4.9) is given by

V r
L = ∂θψ = im̃eim̃θ

(
r − i
r + i

)− 1
2 (im̃)

×
(
Am(m̃+ r) +Bm(r − m̃)

(
r − i
r + i

)im̃)

V θ
L = −∂rψ = − eim̃θ

r2 + 1

(
r − i
r + i

)− 1
2 (im̃)

(I.1)

×
(
Am

(
m̃2 + m̃r + r2 + 1

)
+Bm

(
m̃2 − m̃r + r2 + 1

)(r − i
r + i

)im̃)
.
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The metric perturbations obtained by δgab = (PV )ab is given by

(PVL)rr =2i
(
m̃3 + m̃

)
(r2 + 1)2 eim̃θ

(
r − i
r + i

)− 1
2 (im̃)

(
Am +Bm

(
r − i
r + i

)im̃)

(PVL)rθ =− 2
(
m̃3 + m̃

)
r2 + 1 eim̃θ

(
r − i
r + i

)− 1
2 (im̃)

(
Am −Bm

(
r − i
r + i

)im̃)

(PVL)θθ =− 2i
(
m̃3 + m̃

)
eim̃θ

(
r − i
r + i

)− 1
2 (im̃)

(
Am +Bm

(
r − i
r + i

)im̃)
. (I.2)

It is now straightforward to compute the measure for the modes corresponding to the
large diffeomorphisms. The measure is obtained by taking the inner product of two metric
perturbations PV (1)

L and PV
(2)
L using eq. (2.9), which just becomes the boundary term

given in eq. (2.17). We now have two boundary terms due to the two boundaries as
r → ±∞. The value of this boundary term at a single boundary is given by

BT =±
∑
|m|>0

2bm̃(m̃2 + 1)

AmA−m −BmB−m +
AmB−m

(
2m̃2 + 2m̃r + r2 + 1

) (
r−i
r+i

)−im̃
r2 + 1


∓ 2bm̃(m̃2 + 1)

A−mBm (2m̃2 − 2m̃r + r2 + 1
) (

r−i
r+i

)im̃
r2 + 1

 (I.3)

where the upper sign is to be used at the right boundary (r → ∞) and the lower sign at
the left boundary (r → −∞). The relative sign between the two boundaries arises due
to the change in the sign of the outward normal used to compute this boundary term in
eq. (2.17). In the asymptotic limit, eq. (I.3) becomes,

BT = ±2bm̃(m̃2+1)
(
−BmB−m+AmA−m+AmB−m

(
r − i
r + i

)−im̃
−A−mBm

(
r − i
r + i

)im̃)
.

(I.4)

We will now evaluate each of the boundary terms separately. The contribution to the
measure coming from the boundary term at r → ∞, denoted M2, can be evaluated by
following the conventions in eq. (4.12), (4.13). We see that as r →∞

(
r − i
r + i

)± im̃2
= exp

(±im̃
2 ln

(
r − i
r + i

))
' 1 (I.5)

and so from eq. (I.5), we find

M2 =
∑
|m|≥1

4bm̃(m̃2 + 1)AmB−m . (I.6)

Noting that as r → −∞,(
r − i
r + i

)± im̃2
= exp

(±im̃
2 ln

(
r − i
r + i

))
' exp(±m̃π) (I.7)
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the contribution to the measure from the boundary term at r → −∞, denoted M1, is
given by

M1 = −
∑
|m|≥1

4bm̃(m̃2 + 1)AmB−me−2m̃π . (I.8)

So the total measure, M , becomes

M = M1 +M2 =
∑
|m|≥1

4bm̃(m̃2 + 1)AmB−m(1− e−2m̃π‘) . (I.9)

Noting that

δm = −δ∗−m, γm = −γ∗−m (I.10)

which follow from the requirement that the solution eq. (4.15) be real, we can rewrite this
in term of the modes γm, δm using eq. (4.16) as

M =
∑
|m|≥1

4bm̃(m̃2 + 1)((γmγ∗m + δmδ
∗
m) sinh(2m̃π) + 2(γmδ∗m + δmγ

∗
m) sinh(m̃π)) . (I.11)

Further expressing the complex variables γm, δm in terms of the real variables pm, qm, rm, sm
as in eq. (4.27) we find that the measure becomes

M =
∑
m≥1

16bm̃(m̃2 + 1) sinh(m̃π)
(
(p2
m + q2

m + r2
m + s2

m) cosh(m̃π) + 2(pmrm + qmsm)
)
.

(I.12)

Reading off the measure for the large diffeomorphism modes pm, qm, rm, sm, from the above,
we have ∫

D[PVL] =
∫ ∏

m≥1

[
(16bm̃

(
m̃2 + 1

)
sinh(πm̃))2dpm dqm drm dsm

]
. (I.13)

We will now evaluate the action for the large diffeomorphisms. The action is given by the
boundary term in the JT action eq. (2.53). Using eq. (I.5), (I.7), we see that the scalar
field solution eq. (4.15) as r →∞ becomes

ψ
∣∣
r→∞ ' 2

∑
m

eim̃θδmr sinh(m̃π) (I.14)

and at r → −∞, we get

ψ
∣∣
r→−∞ ' −2

∑
m

eim̃θγmr sinh(m̃π) (I.15)

which shows that the large diffeomorphism at the left and right boundaries are indepen-
dent and so we can independently compute the action at each of the boundaries. In the
asymptotic AdS limit, for the parametrization of θ(u) in terms of the diffeomorphism as

θ(u) = b

2πu+ V θ
L (u) (I.16)
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the boundary term in the JT action, eq. (B.17) to the quadratic order in large diffeomor-
phisms, becomes

SJT,∂ = b2

16πGJβ + 1
8GJβ

∫ 2π

0
du

[
(∂uV θ

L )2 +
(2π
b

)2
(∂2
uV

θ
L )2

]
(I.17)

where we used the fact the dilaton is of the form eq. (2.7) at the boundary in the asymptotic
AdS limit. Noting that near the boundary at r →∞, the large diffeomorphism is given by

V θ
L (u) ' 2

∑
m

ei
m̃b
2π uδm sinh(m̃π) (I.18)

the term quadratic in the large diffeomorphism in the action is given by

SJT,∂2 = b2

16πGJβ1
+ 1

2πG
b2

Jβ1

∑
m≥1

m̃2(m̃2 + 1) sinh2(m̃π)δmδ∗m (I.19)

where we have used eq. (I.10) and the first line in eq. (4.4) to obtain the above equation.
Similarly the action for the boundary term near r → −∞ can be obtained by noting the
vector field corresponding to the large diffeomorphisms is given by

V θ
L (u) ' −2

∑
m

eim̃uγm sinh(m̃π) (I.20)

and the term quadratic in the large diffeomorphism in the action is given by

SJT,∂1 = b2

16πGJβ2
+ 1

2πG
b2

Jβ2

∑
m≥1

m̃2(m̃2 + 1) sinh2(m̃π)γmγ∗m (I.21)

where again we have used eq. (I.10) and the second line in eq. (4.4) to obtain the above
result. Combining eq. (I.21) and eq. (I.19) and expressing in terms of pm, qm, rm, sm using
eq. (4.27), the net action then becomes

SJT,∂ = b2

16πGJ

( 1
β1

+ 1
β2

)
+
∑
m≥1

1
2πG

b2

J
m̃2(m̃2 + 1) sinh2(m̃π)

(
p2
m + q2

m

β1
+ r2

m + s2
m

β2

)
.

(I.22)

We will now elaborate on the orthogonality of different classes of metric perturbations
namely, those corresponding to twist, b-modulus, small and large diffeomorphisms. The
discussion regarding the inner product of small and large diffeomorphisms is presented
towards the end of appendix E which in the asymptotic AdS limit satisfies the inequality

〈PVs, PVL〉√
〈PVs, PVs〉〈PVL, PVL〉

≤ O(r−
3
2 ) (I.23)

with the notation being the same as in appendix E. Let us first consider the inner prod-
uct of the metric perturbation corresponding to b-modulus with others. From eq. (4.22),
eq. (4.20), noting the metric eq. (4.2) and using the definition eq. (2.9), it is straightforward
to see that

〈PVmod, PVtw〉 = 0 . (I.24)
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Further since there is not θ dependence in PVb where as the large diffeomorphisms have
the dependence on θ as eimθ,m ≥ 1, we have

〈PVb, PVL,m〉 = 0 . (I.25)

Considering the inner product of a metric perturbation for small diffeomorphism with
PVmod we get

〈PVb, PVs,λ,m〉 =〈P †PVb, Vs,λ,m〉+
∫
∂
V a
s,λ,mn

b(PVb)ab

=
∫
∂
V θ
s,λ,mn

r(PVb)θr = 0 (I.26)

where in obtaining the second line we used eq. (4.23) and for a small diffeomorphism that
eq. (E.6) is satisfied at the boundary. The vanishing of the second line then follows by noting
that PVb does not have off-diagonal components, see eq. (4.20). Now, we shall consider
the inner product of Vtw with other metric perturbations. The inner product with PVb
is already obtained in eq. (I.24). The inner product of PVtw with large diffeomorphisms
also vanishes since as before the large diffeomorphisms have a non-trivial θ dependence
whereas the twist perturbation has no θ dependence as it corresponds to m = 0 sector, see
eq. (4.20). The inner product of PVtw and PVs,λ,m, can be simplified following the steps
in eq. (I.26) to obtain

〈PVtw, PVs,λ,m〉 =
∫
∂
V θ
s,λ,mn

r(PVtw)θr (I.27)

which is non-zero for m = 0 mode of Vs,λ,m after noting eq. (4.20). So, to estimate it, we
consider the quantity,

〈PVtw, PVs,λ,m〉√
〈PVtw, PVtw〉〈PVs,λ,−m, PVs,λ,m〉 .

(I.28)

We shall show that in the asymptotic AdS limit, the above quantity goes as O(r−3/2).
The quantity 〈PVtw, PVtw〉 has already been computed in eq. (4.29). For m = 0, using
eq. (E.3), we have that

V θ
s,λ,0 = ∂rψλ,0 ∼ O(r−3/2) . (I.29)

It is also easy to see from line element eq. (4.2) that the normal vector at either of the
boundaries r = −rB1 or r = rB2, has the behaviour

nr ∼ O(r) (I.30)

The analog of the calculation leading to eq. (E.24) for the double trumpet shows that

|〈PVs,λ,−m, PVs,λ,m〉| ≥
∣∣∣∣∣(λ+ 2)πrψλ,mψλ,−m

∣∣∣∣
∂

∣∣∣∣∣ ∼ O(r0) (I.31)
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where ∂ stands for both the boundaries. From eq. (4.20), we have

(PVtw)r,θ = − 2t
π(r2 + 1) ∼ O(r−2) (I.32)

Further noting that 〈PVtw, PVtw〉 ∼ O(r0) from eq. (4.29), we have, combining
eq. (I.29), (I.30), (I.31) that

〈PVtw, PVs,λ,m〉√
〈PVtw, PVtw〉〈PVs,λ,m, PVs,λ,−m〉

∼ O(r−3/2) (I.33)

which vanishes in the asymptotic AdS limit. So, in total, noting all the above results,
eq. (4.25) then follows immediately.

I.2 Matter in double trumpet calculations

In this appendix we shall elaborate on the details used in the discussion in subsection 4.2.
We shall carefully evaluate the determinant of scalar laplacian, det(−∇̂2). We will consider
massless scalar in the background of the double trumpet topology with the metric written
in conformally flat coordinate system, eq. (A.16), as

ds2 = dr2
∗ + dθ2

cos2 r∗
, r∗ ∈

[
−π2 ,

π

2

]
, θ ∈ [0, b] . (I.34)

We can compute the dependence on b by noting that the metric above is conformally
flat and so we can use the conformal anomaly to evaluate the contribution due to the
conformal factor and then compute the contribution from the flat metric separately. The
b dependence coming from the conformal anomaly can be evaluated using the conformal
anomaly since the theory of a massless scalar field is a conformal field theory. The relation
between determinants of conformally related metrics ĝab = e2σ ḡab is given by

det(−∇̂2)
det(−∇̄2)

= exp
{
− 1

6π

[1
2

∫
d2x

√
ḡ(ḡab∂aσ∂bσ + R̄σ) +

∫
∂
ds̄K̄σ

]}
(I.35)

where quantities denoted by hats are calculated with respect to the metric ĝ. In the case
at hand

σ = − ln cos r∗ (I.36)

and R̄ = 0. For a non-wavy boundary, the boundary can be specified by

r∗ = −r∗1, r∗ = r∗2, r∗1,2 > 0 (I.37)

where the subscripts 1 and 2 correspond to the left and right boundaries respectively.
The normal vector normalized with respect to the flat metric, ḡ, at the left and the right
boundaries is given by

n̄µ2 = (1, 0), n̄µ1 = (−1, 0) (I.38)

– 83 –



J
H
E
P
1
0
(
2
0
2
1
)
2
0
4

and the extrinsic curvature K̄ = 0. So, we have

det(−∇̂2)
det(−∇̄2)

= exp
(
− b

12π

∫ r∗2

−r∗1
(∂r∗σ)2

)
= exp

[
− b

12π (tan r∗1 + tan r∗2 − r∗1 − r∗2)
]
. (I.39)

We shall now show the computation of the b dependence in the determinant coming from
the flat metric given by

ds2 = dr2
∗ + dθ2 r∗ ∈ [0, π], θ ∈ [0, b] (I.40)

where we have shifted the range of r∗ by π
2 so as to simplify the computations. Taking

θ circle as the time direction in the Euclidean scalar field theory, the periodicity of the
θ circle determines the temperature at which we need to calculate the thermal partition
function. So, we have ∫

Dϕe−
1
2

∫
(∇̂ϕ)2

= ZM,flat[b] = Tr
(
e−bH

)
(I.41)

the subscript f in Zf to denote that the computation is being done for the flat metric, H
is the Hamiltonian given by

H =
∫
dr∗(π2

ϕ + (∂r∗ϕ)2)) (I.42)

where

πϕ = ∂tϕ, t = θ . (I.43)

The solution for the matter equation

∇̄2ϕ = 0 (I.44)

with the boundary conditions

ϕ(0, t) = 0 = ϕ(π, t) (I.45)

is given by

ϕ =
∞∑
n=0

sin(nr∗)
n
√
π

(
αne

−iωnt + α−ne
iwnt

)
, ωn = n . (I.46)

The Hamiltonian in terms of the modes is then given by

H = 1
2

∞∑
n=1

(αnα†n + α†nαn) =
∞∑
n=1

α†nαn −
1
24 . (I.47)

The partition function then becomes

ZM,flat[b] = Tr(e−bH) =
∞∏
n=1

e
b
24

1− e−bn = 1
η(τ) (I.48)
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where η(τ) is the Dedekind eta function and τ is related to b by

τ = ib

2π . (I.49)

Using the modular transformation property of η(τ), we can study the behaviour of the
partition function near b = 0. So, we have

ZM,flat[b] = 1
η(τ) =

√
−iτ

η(−τ−1) =

√
b

2πZM,flat

[
4π2

b

]

⇒ lim
b→0

ZM,flat[b] =

√
b

2π lim
b→0

ZM,flat

[
4π2

b

]
=

√
b

2πe
π2
6b . (I.50)

Putting together eq. (I.39) and eq. (I.48), we get the full dependence of det
(
−∇̂2

)
as

det(−∇̂2) =
(
η

(
ib

2π

))2
exp

[
− b

12π (tan r∗1 + tan r∗2 − r∗1 − r∗2)
]
. (I.51)

The terms tan r∗1, tan r∗2 in the exponent above diverges when r∗1, r∗2 → π
2 . This can

be avoided by adding a length-dependent term with the appropriate coefficient, following
which we have, in the limit r∗1, r∗2 → π

2 ,

det(−∇̂2) =
(
η

(
ib

2π

))2
exp

[
− b

12π (tan r∗1 − sec r∗1 + tan r∗2 − sec r∗2 − π)
]

'
(
η

(
ib

2π

))2
e
b
12 . (I.52)

One can also compute the contribution to the determinant from the flat metric
eq. (I.40) directly by noting that the eigenvalues in the geometry eq. (I.40) with Dirichlet
boundary conditions along the θ and r∗ directions are given by

λ = n2 + m̃2 (I.53)

where n is the mode number along the r∗ direction and m̃ is related to the mode number
m in the θ direction by eq. (4.10).

I.3 Coleman method for computing determinants in AdS double trumpet

In this section, we shall show in detail how to evaluate the various determinants in the
Euclidean AdS double trumpet geometry. The metric for the double trumpet geometry is
given by

ds2 = dr2

r2 + 1 + (r2 + 1)dθ2 . (I.54)

The left and right boundaries are taken to be located at r = −rB1 and r = rB2 respectively
where rB1, rB2 > 0. The solution for the wave equation

∇̂2ψ = −λψ (I.55)
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for the modes of the form eim̃θ for the θ dependence is given by

ψλ,m = k1P
im̃
v− 1

2
(ir) + k2Q

im̃
v− 1

2
(ir) (I.56)

where

v =
√

1
4 − λ, m̃ = 2πm

b
. (I.57)

For m 6= 0 an equivalently good independent basis of solutions is

ψλ,m = k1P
im̃
v− 1

2
(ir) + k2P

−im̃
v− 1

2
(ir) . (I.58)

We shall use this form of the general solution to compute the determinants of (−∇̂2) and
(−∇̂2 + 2) with Dirichlet boundary conditions. To begin with, let us compute the value of
the determinant of (−∇̂2) using Coleman Trick. To do this, we need to impose the required
boundary conditions and find the appropriately normalized solution to get the correct m̃
dependence. We note however, that the overall rB normalization of the solution, where
rB > 0 referring to either rB1 or rB2 is the location of the boundary, cannot be uniquely
fixed. We will discuss more about this point later. Consider first the case of m̃ 6= 0 modes.
For this, imposing the Dirichlet boundary conditions at the left boundary, say specified as
r = −rB1 we get the relation between the constant k1 and k2 as

k2 = −k1
P im̃
v− 1

2
(−irB1)

P−im̃
v− 1

2
(−irB1)

(I.59)

and so the solution becomes

ψλ,m = k1

P−im̃
v− 1

2
(−irB1)

(
P im̃
v− 1

2
(ir)P−im̃

v− 1
2

(−irB1)− P−im̃
v− 1

2
(ir)P im̃

v− 1
2
(−irB1)

)
. (I.60)

Choose k2 = kP−im̃
v− 1

2
(−irB1) and so the solution becomes

ψλ,m = k

(
P im̃
v− 1

2
(ir)P−im̃

v− 1
2

(−irB1)− P−im̃
v− 1

2
(ir)P im̃

v− 1
2
(−irB1)

)
. (I.61)

Now, we need to fix the constant k based on the following requirements. Viewed as a
complex function of λ, the ratio of two solutions with different mode numbers m1 and
m2, should have no extra poles of zeroes other those corresponding to the eigenvalues of
the operator (−∇̂2). Also, the ratio of two solutions should approach unity as |λ| goes
to infinity in any direction other than the positive real axis. This completely fixed the m̃
dependence of the constant k although the rB1, rB2 dependence is ambiguous. This can be
fixed by the requirement that the final answer should be independent of rB since otherwise,
in the asymptotic AdS limit that would mean that we would get a ln rB divergence in the
net action, which cannot be cancelled away by a local counterterm. First, it is useful
to note the asymptotic expansions of the associated Legendre functions P ba(±irB). From
eq.8.1.5 of [130], we see that for at the left boundary,

Pµν (z) =
2−ν−1Γ(−1

2 − ν)zµ−1−ν
√
π(z2 − 1)

µ
2 Γ(−ν − µ)

F

(1 + ν − µ
2 ,

2 + ν − µ
2 , ν + 3

2 , z
−2
)

2νΓ(1
2 + ν)zµ+ν

√
π(z2 − 1)

µ
2 Γ(1 + ν − µ)

F

(−ν − µ
2 ,

1− ν − µ
2 ,−ν + 1

2 , z
−2
)
. (I.62)
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Using this and the fact that F (a, b, c, z) ' 1+O(z) for small z, we find that the asymptotic
forms at −irB1 and irB2 are

P im̃
v− 1

2
(±irB) = e

∓iπ
4

(
e
∓iπv

2
(2rB)−v−

1
2

√
π

Γ(−v)
Γ(1

2 − im̃− v)
+ e

±iπv
2

(2rB)v−
1
2

√
π

Γ(v)
Γ(1

2 − im̃+ v)

)
.

(I.63)

However, there is a small subtlety which is as follows. After imposing the Dirichlet bound-
ary conditions at the left boundary and relating the coefficients, the solution has to be
continued through r = 0 to the right boundary. In doing so, one has to use eq.8.1.4 of [130]
and so our asymptotic expansions will have a relative factor of em̃π between z = −irB and
z = irB due to the presence of the branch cut between (1,−∞). The physics problem of
continuing the solution through r = 0 is unambiguous as it is perfectly well-defined point
in the double trumpet, where as the expansions in [130] are defined with a different choice
of branch which can be seen from the factor (z2 − 1)−

µ
2 in eq 8.1.4 and 8.1.5 . Thus, the

solution is not continuous across r = 0. So, to get rid of this problem, we multiply the
asymptotic form at irB by an extra factor of eπm̃. Doing so, we have

P im̃
v− 1

2
(−irB) = e

iπ
4

(
e
iπv
2

(2rB)−v−
1
2

√
π

Γ(−v)
Γ(1

2 − im̃− v)
+e

−iπv
2

(2rB)v−
1
2

√
π

Γ(v)
Γ(1

2 − im̃+ v)

)

P im̃
v− 1

2
(irB) = eπm̃e

−iπ
4

(
e
−iπv

2
(2rB)−v−

1
2

√
π

Γ(−v)
Γ(1

2 − im̃− v)
+e

iπv
2

(2rB)v−
1
2

√
π

Γ(v)
Γ(1

2 − im̃+ v)

)
.

(I.64)

Using these asymptotic forms, we can immediately calculate the solution at r = irB2 to be

ψλ,m = k

(
P im̃
v− 1

2
(irB2)P−im̃

v− 1
2

(−irB1)− P−im̃
v− 1

2
(irB2)P im̃

v− 1
2
(−irB1)

)

= k

π
(4rB2rB1)−

1
2

(
2 sinh(m̃π)(4rB2rB1)vΓ(v)2

Γ(1
2 − im̃+ v)Γ(1

2 − im̃+ v)

− e2πiv sinh(2m̃π)
v sin(πv)

(
rB2
rB1

)v
+ (v → −v)

)
. (I.65)

From the above we see that as |v| → ∞, the second term and the corresponding v → −v
are subleading and so we need to choose k such that m̃ dependence in the remaining terms
cancels in this limit and that there are no extra poles or zeroes. So, in the limit |λ| → ∞,
we get

ψλ,m =2 sinh(m̃π)k
π
√

4rB2rB1

(
(4rB2rB2)v + (4rB2rB2)−v

)
. (I.66)

From the above expression, we see that there will be no spurious poles or zeroes in the
ratio of two solutions. So we choose k as

k = 1
2 sinh(m̃π) (I.67)
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The solution then becomes

ψλ,m =(4rB2rB1)−
1
2

2π sinh(m̃π)

(
2 sinh(m̃π)(4rB2rB1)vΓ(v)2

Γ(1
2 − im̃+ v)Γ(1

2 + im̃+ v)

− e2πiv sinh(2m̃π)
v sin(πv)

(
rB2
rB1

)v
+ (v → −v)

)
. (I.68)

Now, the final step in the Coleman method is to evaluate the solution at λ = 0 to get the
value of the determinant. Doing so, we have v = 1

2 , the expression in eq. (I.65) becomes to
leading order

ψ0,m̃ = 1
Γ(1− im̃)Γ(1 + im̃) = sinh(m̃π)

m̃π
. (I.69)

Now, it remains to evaluate the contribution from the m̃ = 0 sector. The contribution
from this sector can only be dependent on rB2, rB1. We shall choose the normalization so
as to cancel this dependence. Thus, we can ignore the contribution from the m̃ = 0 sector.
So, the value of the determinant for the operator (−∇̂2) is given by

ln det(−∇̂2) =
m=∞∑

m=−∞,m 6=0
ln sinh(m̃π)

m̃π
= 2 ln η

(
ib

2π

)
− ln 2π3/2 (I.70)

which in the limit b→ 0 gives

det(−∇̂2) ' 1
b
e−

π2
3b . (I.71)

Comparing this with the answer obtained earlier for the determinant in eq. (I.51), we see
that there is a mismatch of the exponential term coming from the conformal part of the
metric in the earlier calculation. We could not satisfactorily establish the reason for this but
it could be due to the different order of limits that are being implemented in the Coleman
method used above in calculating the determinant, as was also mentioned in eq. (F.1).
Now, we will evaluate det(−∇̂2 +2) in the same manner for Dirichlet boundary conditions.
The solution is the same as in eq. (I.58) except that the value of v is now given by

v =
√

9
4 − λ . (I.72)

The arguments leading to eq. (I.68) remain the same and hence we get the same expression
as in eq. (I.68). In the final step of computing the determinant when we set λ = 0, we get
v = 3

2 and so the leading term in the solution becomes

ψ0,m̃ = rB2rB1
Γ(2− im̃)Γ(2 + im̃) = sinh(m̃π)

πm̃(1 + m̃2)rB2rB1 . (I.73)

To get rid of the rB1, rB2 dependence, we can further normalize the solution by a factor
of 1

rB1rB2
. The reasoning for this is same as in the calculation of (−∇̂2), namely that the

absence of local counterterms to cancel ln rB divergent term in the determinant. We would
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also get dependence on rB2, rB1 from the m̃ = 0 sector which can again be normalized
to unity and so we will ignore the contribution from the m̃ = 0 sector. The value of the
determinant of (−∇̂2 + 2) is then given by

ln det(−∇̂2 + 2) =
m=∞∑

m=−∞,m 6=0
ln sinh(m̃π)
m̃π(1 + m̃2) = 2 ln η

(
ib

2π

)
− ln

(
2
√
πb sinh(b/2)

)
(I.74)

which in the limit b→ 0 gives

det(−∇̂2 + 2) ' 1
b3
e−

π2
3b . (I.75)

Now, we shall repeat the steps for the operator P †P . As in the case of the disk, we have
two sets of eigenvalues corresponding to the boundary conditions ∂rξ = 0 and ∂2

rψ = 0,
see eq. (E.15), (E.16). Let us first compute the contribution to the eigenvalues from ξ with
the boundary condition

∂rξ = 0 . (I.76)

The solution for ξ is given

ξλ,m = k1P
im̃
v− 1

2
(ir) + k2P

−im̃
v− 1

2
(ir) . (I.77)

Now, imposing the boundary condition eq. (I.76), the constants k1, k2 are related by

k2 = −k1
∂rB1P

im̃
v− 1

2
(−irB1)

∂rB1P
−im̃
v− 1

2
(−irB1)

. (I.78)

Choosing k1 = k∂rB1P
−im̃
v− 1

2
(−irB1), we get the solution to be

ξλ,m = k

(
P im̃
v− 1

2
(ir)∂rB1P

−im̃
v− 1

2
(−irB1)− P−im̃

v− 1
2

(ir)∂rB1P
im̃
v− 1

2
(−irB1)

)
. (I.79)

So, we have

∂rξλ,m(r)
∣∣
r=rB2

= k
(
∂rB2P

im̃
v− 1

2
(irB2)∂rB1P

−im̃
v− 1

2
(−irB1)

− ∂rB2P
−im̃
v− 1

2
(irB2)∂rB1P

im̃
v− 1

2
(−irB1)

)
(I.80)

which using eq. (I.64) becomes

∂rξλ,m(r)
∣∣
r=rB2

= k

(4rB1rB2)
3
2

(
2 sinh(m̃π)(2v − 1)2Γ(v)2(4rB1rB2)v

Γ(1
2 − im̃+ v)Γ(1

2 + im̃+ v)

− π sinh(2m̃π)(1− 4v2)
ve−2πiv sin(πv)

(
rB2
rB1

)v)
+ (v → −v) . (I.81)

From the above expression it is easy to see that for large |λ|, we need to choose k as in
eq. (I.67). Doing so and setting λ = 0⇒ v = 3

2 in eq. (I.81), we get the leading term to be

∂rB2ξ(rB2) = sinh(m̃π)
πm̃(1 + m̃2) . (I.82)
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We see that there is no rB1, rB2 dependence in the above expression. Again, we ignore
the m̃ = 0 sector with the understanding that it only gives an rB dependence which can
be cancelled away by an appropriate normalization. Let us now evaluate the value of the
determinant coming from the eigenvalues corresponding to the boundary condition

∂2
rψ = 0 (I.83)

at both the ends. The solution to begin with is given in eq. (I.58). Imposing the boundary
condition eq. (I.83) at the left end r = −rB1 gives the relation

k2 = −k1
∂2
rB1P

im̃
v− 1

2
(−irB1)

∂2
rB1P

−im̃
v− 1

2
(−irB1)

(I.84)

Choosing k1 = k∂2
rB1P

−im̃
v− 1

2
(−irB1), we get the solution to be

ψλ,m = k

(
P im̃
v− 1

2
(ir)∂2

rB1P
−im̃
v− 1

2
(−irB1)− P−im̃

v− 1
2

(ir)∂2
rB1P

im̃
v− 1

2
(−irB1)

)
. (I.85)

So, we have

∂2
rψλ,m(r)

∣∣
r=rB2

= k
(
∂2
rB2P

im̃
v− 1

2
(irB2)∂2

rB1P
−im̃
v− 1

2
(−irB1)

− ∂2
rB2P

−im̃
v− 1

2
(irB2)∂2

rB1P
im̃
v− 1

2
(−irB1)

)
(I.86)

which using eq. (I.64) becomes

∂2
rψλ,m(r)

∣∣
r=rB2

= k(4rB1rB2)−
5
2

(
2 sinh(m̃π)(2v − 1)2(2v − 3)2Γ(v)2(4rB1rB2)v

Γ(1
2 − im̃+ v)Γ(1

2 + im̃+ v)

)

+ k(4rB1rB2)−
5
2

(
−πe

2πiv sinh(2m̃π)(1− 4v2)(9− 4v2)
v sin(πv)

(
rB2
rB1

)v)
+ (v → −v) . (I.87)

Again noting that in the limit of |λ| � 1, the first terms dominates and so we choose k
as in eq. (I.67). With this choice of normalization in eq. (I.85), setting λ = 0, we get the
leading term as

∂2
rψλ,m(r)

∣∣
r=rB2

= m̃ sinh(m̃π)
πr3

B1r
3
B2

. (I.88)

In getting the above result, one has to keep the subleading terms arising from expanding
the hypergeometric functions appearing in eq. (I.62) when evaluated for ν = v − 1

2 = 1.
Again ignoring the rB1, rB2 dependence with the understanding that they can be cancelled
by an appropriate normalization and also the m̃ = 0 sector, we get the total value of the
determinant of P †P as

ln det′P †P =
m=∞∑

m=−∞,m 6=0

(
ln
( sinh(m̃π)
m̃π(1 + m̃2)

)
+ ln

(
m̃ sinh(m̃π)

π

))
. (I.89)
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The prime in the determinant is to indicate the exclusion of zero modes that appear in the
m = 0 sector. Using eq. (I.89) and eq. (I.74), we get

ln
√
det′P †P

det(−∇̂2 + 2)
=

m=∞∑
m=−∞,m 6=0

1
2 ln

(
m̃2(1 + m̃2)

)
b→0−−→ 2 ln b

4π2 . (I.90)

So, we find that there is a non-trivial b-dependence in the ratio
√

det′P †P
det(−∇̂2+2) . However, using

results in string theory for the partition function of the ghost fields, it straightforward to
compute the determinant of the operator P †P directly. To do so we use the conformally
flat form of the double trumpet geometry as in eq. (I.34). The contribution due to the
conformal factor is same as in eq. (I.39) with a factor of −26 multiplied in the exponent.
The contribution from the flat part is then obtained by reading off the result from eq.7.4.1
of [128], the string theory vacuum amplitude for open strings on a cylinder which gives

√
det′(P †P ) '

(
η( ib2π )
b

)2

(I.91)

which then has the correct b→ 0 limit as in eq. (I.75).

J dS double trumpet determinants

J.1 Coleman method computation

In this section, we shall compute the determinants in the de Sitter double trumpet topology.
We will find that the computation of the determinants is very similar to that in the case
of AdS double trumpet and so we shall only work out in detail the case of scalar laplacian
determinant. To do so, we shall view the metric of the de Sitter double trumpet as arising
from the analytic continuation of the −AdS double trumpet which is given by

ds2 = − dr2

1 + r2 − (1 + r2)dθ2 (J.1)

and continuing by

r → ±ir (J.2)

at both the ends of the AdS double trumpet, we get the metric of dS double trumpet as

ds2 = − dr2

r2 − 1 + (r2 − 1)dθ2, θ ∼ θ + b . (J.3)

The solutions for an eigenvector of the scalar laplacian in the AdS double trumpet, with
mode number m, satisfying the equation

∇̂2ψ = −λψ (J.4)

whose solution is given in eq. (I.56). Continuing this solution by analytic continuation we
get the eigenvector for the dS double trumpet topology as

ψλ,m = k1P
im̃
v− 1

2
(r) + k2Q

im̃
v− 1

2
(r) (J.5)
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where

v =
√

1
4 + λ, m̃ = 2πm

b
. (J.6)

An equivalently good basis of solution for m̃ 6= 0 is P±m̃
v− 1

2
in which the solution above

becomes

ψλ,m = k1P
im̃
v− 1

2
(r) + k2P

−im̃
v− 1

2
(r) . (J.7)

Now, to have the correct asymptotic expansions at the left and the right boundaries, we
need to look at the contour a bit more carefully. Due to the presence of the branch
cut from (−1,∞) in the complex r plane, we take the contour for the de Sitter double
trumpet to start at r = −∞ just below the real axis and first rotate counterclockwise to
r = −irB1, rB1 → ∞. We then end up in the AdS double trumpet geometry in which
we go from the left end to the right end along the imaginary axis from which we pick a
relative factor of em̃π, see discussion after eq. (I.63). From the point r = irB2, rB2 → ∞,
we rotate clockwise to end up at r = ∞. However, note that there are other equivalently
good choices of contour, say rotating counterclockwise in the last step or beginning from
above the cut at r = −∞. In total, we have four possible choices of contours, which are
depicted in figure 3. Our choice corresponds to the path EDCBF . Other choices will only
change the phase factor e±iπv and will end up giving the same final answer. Now, following
the same steps as in the AdS double trumpet, imposing the Dirichlet boundary conditions
at one end of the boundary r = −rB1, we get the form of the solution in eq. (I.61) as

ψλ,m = k

(
P im̃
v− 1

2
(r)P−im̃

v− 1
2

(−rB1)− P−im̃
v− 1

2
(r)P im̃

v− 1
2
(−rB1)

)
. (J.8)

With the choice of contour we made, the asymptotic forms of the associated Legendre
functions now read

P im̃
v− 1

2
(−rB) = e

iπ
2

(
(2rB)−v−

1
2

√
π

Γ(−v)eiπv

Γ(1
2 − im̃− v)

+ (2rB)v−
1
2

√
π

Γ(v)e−iπv

Γ(1
2 − im̃+ v)

)

P im̃
v− 1

2
(rB) = eπm̃

(
(2rB)−v−

1
2

√
π

Γ(−v)
Γ(1

2 − im̃− v)
+ (2rB)v−

1
2

√
π

Γ(v)
Γ(1

2 − im̃+ v)

)
(J.9)

and hence we get, at r = rB2 � 1, the value of the scalar field solution as

ψλ,m̃ = k

(
P im̃
v− 1

2
(rB2)P−im̃

v− 1
2

(−rB1)− P−im̃
v− 1

2
(rB2)P im̃

v− 1
2
(−rB1)

)

= k

π
(4rB2rB1)−

1
2 e

iπ
2

(
2 sinh(m̃π)(4rB2rB1)vΓ(v)2

Γ(1
2 − im̃+ v)Γ(1

2 + im̃+ v)
e−iπv

− e2iπv sinh(2m̃π)
v sin(πv)

(
rB2
rB1

)v
+ (v → −v)

)
. (J.10)

The same reasoning as in the case of AdS double trumpet, around eq. (I.66) shows that k
should be chosen as in eq. (I.67) and so the wavefunction and consequently, the laplacian
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determinant are as given by eq. (I.70). It should be noted that the only difference in
the associated Legendre function expansions in the two cases as seen from eq. (I.64) and
eq. (J.9) is only in the overall constant phases and factors of v-dependent exponentials,
due to the fact that argument of the associated Legendre function is imaginary and real in
the AdS and dS double trumpets respectively. However, this doesn’t make a difference in
the value of k and hence the value of the solution ψλ,m for v = 1

2 becomes

ψ0,m̃ =sinh m̃π
m̃π

(J.11)

which is the same as in eq. (I.69). It then immediately follows that the value of the scalar
laplacian determinant is same as before eq. (I.70) upto an irrelevant numerical constant.19

The limit b→ 0 of this determinant is therefore same as before as in eq. (I.70). To calculate
the determinant of the operator (−∇̂2 + 2), we can use the same result in eq. (J.10) except
that the definition of v becomes

v =
√

9
4 + λ (J.12)

and hence we get the same result again for (−∇̂2 + 2) as in eq. (I.74) upto irrelevant
numerical constant. The same arguments apply for the operator P †P and so we get the
result eq. (I.89) for this operator.

J.2 Direct calculation of scalar laplacian

We shall now show an alternative but direct way of evaluating the scalar determinant with
Dirichlet boundary conditions at both ends. This calculations is analogous to the one in
AdS double trumpet in appendix I.2 by writing the metric in conformally flat form and
then separately evaluating the conformal factor and flat metric contributions. We consider
the analogue of the Maldacena contour here where we consider the −AdS metric for the
double trumpet and analytically continue it to the dS double trumpet. The −AdS double
trumpet meric is given by

ds2 = − 1
sin2 r∗,AdS

(dr2
∗,AdS + dθ2), r∗,AdS ∈ [0, π], θ ∈ [0, b] . (J.13)

Now we first do the analytic continuation at the left end of the above −AdS line element
by doing

r∗,AdS = ±ir∗,dS . (J.14)

The double trumpet metric in the conformally flat form is given by

ds2 = 1
sinh2 r∗,dS

(−dr2
∗,dS + dθ2) . (J.15)

19It can be argued easily that the other choices of contours in figure 3 will only result in an overall
unimportant constant in the final value of the determinant.
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The contribution from the conformal factor can be obtained by using eq. (F.8) with the
conformal factor given by

e2σ = − 1
sin2 r∗,AdS

(J.16)

for the part of the contour through AdS double trumpet. We are then left to evaluate
the contribution from flat part of the line element. Taking the solution for the eigenvalue
equation of −∇̂2 with the mode number m, the equation for which reads

∇̂2ψ = −λψ (J.17)

the solution satisfying the Dirichlet boundary conditions is given by

ψ ∼ eim̃θ sin
(√

λ− m̃2r∗,AdS
)

(J.18)

where m̃ is related to m by eq. (J.6). Continuing this solution to the dS using
eq. (J.14) gives

ψ ∼ ±eim̃θ sinh
(√

λ− m̃2r∗,dS
)

(J.19)

which correctly satisfies the Dirichlet boundary conditions as r∗,dS → 0. Now to obtain the
continuation at the right end where r∗,AdS → π, we do the continuation

r∗,AdS = π ± ir∗,dS (J.20)

as a result of which the solution eq. (J.18) then becomes

ψ ' eim̃θ sin
(√

λ− m̃2(π ± ir∗,dS)
)

(J.21)

Requiring this to vanish at r∗,dS = 0 then gives

λ = m̃2 + n2 (J.22)

which are the same as one would get in the case of AdS double trumpet and so we get

ln det(−∇̂2) =
∑
m,n

ln
(
m̃2 + n2

)
(J.23)

which combined with the contribution from the conformal factor gives the full dependence.
Note the flat part contribution is the same as in the AdS case since the eigenvalues are
the same and hence we will get the same b → 0 dependence as in eq. (I.50) for the scalar
partition function.
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