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## 1 Introduction

Four-dimensional gauge theories with a high amount of supersymmetry, such as $\mathcal{N}=4$ and $\mathcal{N}=2$ super Yang-Mills (SYM) theories, represent a formidable playground in the quest for exact results at the quantum level and for ways to control the strong-coupling regime. Among the powerful tools at our disposal to study these theories are the use of localization techniques [1] and, in some cases, the use of a holographic description [2].

Localization allows one to map the partition function and other protected observables of a supersymmetric gauge theory defined on a four-sphere to quantities in a matrix model [3]; when the quantum theory is conformal, this matrix model captures also the corresponding observables in flat space. While the matrix model associated to the $\mathcal{N}=4$ SYM theory is Gaussian, the one for $\mathcal{N}=2$ theories has a complicated potential with contributions at any order in the gauge coupling constant $g$. Nevertheless, it can be efficiently used to study a whole set of observables, like for instance the Wilson loop vacuum expectation value [4-7], the chiral/anti-chiral correlators [8-16], the correlators of chiral operators and Wilson loops [17, 18], as well as the Bremsstrahlung function [19-22].

Even if most of these results have been obtained at weak coupling, it is obviously interesting to extend them also at strong coupling. Within the matrix model approach, some important progress in this direction has been achieved in the large- $N$ limit, where $N$ is the number of colors, keeping the 't Hooft coupling $\lambda=N g^{2}$ fixed. ${ }^{1}$ However, if the supersymmetry is not maximal, finding precise and explicit results when $\lambda$ is large, is not trivial.

In this work we focus on a particular class of theories which are "very close" to the $\mathcal{N}=4$ SYM theory, namely the $\mathcal{N}=2$ superconformal quiver theories with gauge group $\mathrm{SU}(N)^{M}$ and bi-fundamental matter. These theories, which can be obtained from D3branes in Type II B string theory on a $\mathbb{Z}_{M}$ orbifold background [23-27], have been extensively studied in integrability contexts [28-38] as well as using localization [39-45], but mostly at the perturbative level. A related class of models is represented by the $\mathcal{N}=2$ theories on orientifolds (see for example [27]). Recently, in the specific instance of orientifold theory with gauge group $\operatorname{SU}(N)$ and matter in the symmetric and anti-symmetric representations, which was dubbed $\mathbf{E}$ theory in [15], significant progress has been made in extracting exact results from the localization matrix model in the large- $N$ limit and in exploring the strong-coupling regime [46-49]. Here we will extend this analysis to the $\mathcal{N}=2$ quiver theories.

One key advantage of dealing with the quiver theories is that, being obtained from the $\mathcal{N}=4$ SYM theory by means of a simple orbifold projection, they inherit from it a holographic dual, namely the near-horizon limit of the Type II B string theory in presence of D3-branes on a $\mathbb{Z}_{M}$ orbifold background [24-26]. The holographic description of a conformal theory in four dimensions has its paradigm in the representation of the $\mathcal{N}=4$ SYM theory as Type II B string theory on the $\mathrm{AdS}_{5} \times S^{5}$ background [50]. In the large- $N$ limit and for large values of the ' $t$ Hooft coupling, both string loop corrections and worldsheet corrections are suppressed, so that the theory reduces to Type II B supergravity on $\operatorname{AdS}_{5} \times S^{5}$. In the case of $\mathcal{N}=2$ superconformal quiver theories with gauge group $\operatorname{SU}(N)^{M}$, the holographic dual organizes itself in one untwisted and $(M-1)$ twisted sectors. In the near-horizon limit, the untwisted sector corresponds to the $\mathbb{Z}_{M}$-invariant part of the $\operatorname{AdS}_{5} \times S^{5}$ theory, while the twisted sectors are described by a six-dimensional supergravity model on $\mathrm{AdS}_{5} \times S^{1}$ [26].

[^0]In the weak-coupling regime, the constituent fields of the quiver theories can be given a simple interpretation in terms of open strings attached to fractional D3- branes in the orbifold background [23]; in fact the adjoint fields arise from open strings starting and ending on the same fractional brane, while the bi- fundamental matter field correspond to open string stretching between two different branes. This open-string description has a closed-string counterpart in terms of boundary states (for a review see for instance [51]). As discussed in [52], the consistent boundary states corresponding to the fractional branes of the $\mathbb{Z}_{M}$ orbifold are simple combinations, dictated by the Cardy formula, of the so-called Ishibashi states in the various (un)twisted closed string sectors. Here we take inspiration from this fact and do not work directly with the single-trace gauge invariant chiral operators defined in each node. Rather we consider (un)twisted combinations which are precisely constructed according to the Cardy formula.

This change of basis in the space of chiral operators makes the computation of the twisted correlators much more transparent. We show this by first working directly with the Feynman diagrams of the gauge theory in the large- $N$ limit and at the lowest perturbative orders, where the correlators factorize in the various sectors. Indeed, within each sector, the perturbative expansion has always the same structure, the difference between the various sectors being captured by a single numerical factor. To proceed further, we then resort to the matrix model description, and also in this context we introduce (un)twisted combinations of the matrix operators defined in each node of the quiver. At tree level the multiple correlators of such operators factorize in the various sectors and their expressions become very simple in the planar limit and are captured by an effective Wick rule. This allows us to obtain closed-form expressions for the correlators also when the effects of the interaction terms in the matrix model are included. In this way we are able to show that in the large- $N$ limit the untwisted correlators do not depart from the corresponding ones in the $\mathcal{N}=4$ SYM theory, while the twisted ones can be written in terms of an infinite matrix which is the same in all sectors and whose elements are given by integrals of products of Bessel functions.

This closed-form expression, which is one of the main results of this paper, contains the entire dependence on the 't Hooft coupling of the twisted correlators and thus can be used to explore them in the various regimes of the theory. At weak coupling, we can expand the closed-form formula in powers of $\lambda$ and push the computation to any desired perturbative order without any difficulty. The resulting series, whose lowest terms perfectly agree with the Feynman diagram calculations, have a convergence radius $\lambda=\pi^{2}$, but they can be resummed à la Padé to obtain expressions that remain stable well beyond this limit. If $\lambda$ is large, we can instead exploit the properties of the Bessel functions to obtain the leading term of the twisted correlators in the asymptotic expansion at strong coupling, which turns out to be proportional to $1 / \lambda$ if one normalizes with respect to the $\mathcal{N}=4$ correlators. We successfully test our matrix model results for the twisted correlators, namely the Padéresummed perturbative expansions and the leading strong-coupling behavior, comparing them to a direct numerical evaluation of the matrix integral by means of Monte Carlo methods. Of course, our Monte Carlo simulation is carried out at finite $N$ and without instantons, but when we increase the value of $N$ we find that the agreement becomes better and better. This check represents a clear indication of the validity of our manipulations.

The strong-coupling behavior of the correlators should be accessible also from the holographic perspective. We have already mentioned that it is the holographic prescription that suggests to consider the particular (un)twisted combinations of chiral operators in the first place. Moreover, the spectrum of the $\operatorname{AdS}_{5} \times S^{1}$ supergravity [26] does indeed contain scalar fields of squared mass $n(n-4)$ in one-to-one correspondence with the twisted operators of dimension $n$ of the quiver gauge theory. Correlators of the latter should then be captured, according to the general AdS/CFT philosophy, by the value of effective action for these fields with prescribed boundary conditions. However, if we only consider the 2-point functions, there is a normalization ambiguity. Despite this, we find interesting that the twisted effective supergravity action is quadratic and that its relative overall normalization with respect to the untwisted Type II B supergravity action is proportional to $1 / \lambda$. These two features are in qualitative agreement with our results obtained from the localization approach.

The paper is organized as follows: in section 2 we define the quiver theory, introduce the (un)twisted operators and present their description in terms of the holographic dual supergravity fields; in section 3 we sketch the calculation of the first perturbative terms in the (un)twisted correlators using Feynman diagrams in the planar limit; in section 4 we introduce the matrix model and discuss the properties of the (un)twisted correlators in the large- $N$ limit; in section 5 we derive the exact closed-form expression for the twisted correlators, discuss their leading strong-coupling term and report the results of the numerical evaluations with Monte Carlo methods; in section 6 we present our conclusion and discuss how our strong-coupling extrapolation qualitatively agrees with the holographic picture. More technical details are collected in the appendices, where we also show how the orientifold $\mathbf{E}$ theory is obtained from the 2-node quiver model with a suitable projection.

## 2 The quiver gauge theory

We consider the $\mathcal{N}=2$ quiver theory described by the diagram in figure 1 , where each node represents a gauge group factor $\mathrm{SU}(N)$ and each line represents a hypermultiplet in the bi-fundamental representation ( $\mathbf{N}, \mathbf{N}$ ). In total there are $M$ nodes (labeled by an index $I=0, \ldots, M-1), M$ adjoint vector multiplets and $M$ bi-fundamental hypermultiplets. We take all gauge coupling constants to be equal in all nodes and call them $g$. This quiver theory is superconformal since there are $2 N$ fundamental flavors at each $\operatorname{SU}(N)$ node, and thus the coupling constant $g$ does not run.

Denoting the complex scalar field of the $I$-th vector multiplet by $\Phi_{I}(\vec{x})$, we construct the single-trace chiral and anti-chiral operators

$$
\begin{equation*}
O_{n}^{(I)}(\vec{x})=\operatorname{tr} \Phi_{I}(\vec{x})^{n} \quad \text { and } \quad \bar{O}_{n}^{(I)}(\vec{x})=\operatorname{tr} \Phi_{I}^{\dagger}(\vec{x})^{n} \tag{2.1}
\end{equation*}
$$

for $n \geq 2$, and re-organize them in the following combinations

$$
\begin{align*}
U_{n}(\vec{x}) & =\frac{1}{\sqrt{M}}\left(O_{n}^{(0)}(\vec{x})+O_{n}^{(1)}(\vec{x})+\ldots+O_{n}^{(M-1)}(\vec{x})\right),  \tag{2.2a}\\
T_{\alpha, n}(\vec{x}) & =\frac{1}{\sqrt{M}} \sum_{I=0}^{M-1} \rho^{-\alpha I} O_{n}^{(I)}(\vec{x}), \tag{2.2b}
\end{align*}
$$



Figure 1: The quiver diagram representing the $\mathcal{N}=2$ superconformal theory with gauge group $\mathrm{SU}(N) \times \mathrm{SU}(N) \times \ldots \times \mathrm{SU}(N)$ and matter multiplets in the bi-fundamental representation.
where $\alpha=1, \ldots, M-1$ and $\rho$ is the $M$-th root of unity:

$$
\begin{equation*}
\rho=\mathrm{e}^{\frac{2 \pi \mathrm{i}}{M}} . \tag{2.3}
\end{equation*}
$$

For reasons that will be clear in the following, the operators $U_{n}$ are called "untwisted", while the operators $T_{\alpha, n}$ are called "twisted". The anti-chiral operators $\bar{U}_{n}$ and $\bar{T}_{\alpha, n}$ are defined in a similar way with $O_{n}^{(I)}$ replaced by $\bar{O}_{n}^{(I)}$. All these operators are conformal primary operators with dimension $n$.

For example, in the $M=3$ quiver theory we have

$$
\begin{align*}
U_{n}(\vec{x}) & =\frac{1}{\sqrt{3}}\left(O_{n}^{(0)}(\vec{x})+O_{n}^{(1)}(\vec{x})+O_{n}^{(2)}(\vec{x})\right), \\
T_{1, n}(\vec{x}) & =\frac{1}{\sqrt{3}}\left(O_{n}^{(0)}(\vec{x})+\rho^{2} O_{n}^{(1)}(\vec{x})+\rho O_{n}^{(2)}(\vec{x})\right),  \tag{2.4}\\
T_{2, n}(\vec{x}) & =\frac{1}{\sqrt{3}}\left(O_{n}^{(0)}(\vec{x})+\rho O_{n}^{(1)}(\vec{x})+\rho^{2} O_{n}^{(2)}(\vec{x})\right),
\end{align*}
$$

and

$$
\begin{align*}
\bar{U}_{n}(\vec{x}) & =\frac{1}{\sqrt{3}}\left(\bar{O}_{n}^{(0)}(\vec{x})+\bar{O}_{n}^{(1)}(\vec{x})+\bar{O}_{n}^{(2)}(\vec{x})\right), \\
\bar{T}_{1, n}(\vec{x}) & =\frac{1}{\sqrt{3}}\left(\bar{O}_{n}^{(0)}(\vec{x})+\rho^{2} \bar{O}_{n}^{(1)}(\vec{x})+\rho \bar{O}_{n}^{(2)}(\vec{x})\right),  \tag{2.5}\\
\bar{T}_{2, n}(\vec{x}) & =\frac{1}{\sqrt{3}}\left(\bar{O}_{n}^{(0)}(\vec{x})+\rho \bar{O}_{n}^{(1)}(\vec{x})+\rho^{2} \bar{O}_{n}^{(2)}(\vec{x})\right),
\end{align*}
$$

with $\rho=\mathrm{e}^{\frac{2 \pi \mathrm{i}}{3}}$. Notice that $\bar{U}_{n}=U_{n}^{\dagger}, \bar{T}_{1, n}=T_{2, n}^{\dagger}$ and $\bar{T}_{2, n}=T_{1, n}^{\dagger}$. For a generic $M$, these complex conjugations become

$$
\begin{equation*}
\bar{U}_{n}=U_{n}^{\dagger} \quad \text { and } \quad \bar{T}_{\alpha, n}=T_{M-\alpha, n}^{\dagger} \tag{2.6}
\end{equation*}
$$

Our goal is to compute the 2-point functions of these operators and study them in the large- $N$ limit. Of course, only the 2-point functions between chiral and anti-chiral operators are non-vanishing. Furthermore, it is not difficult to realize that the twisted and untwisted operators are mutually orthogonal, namely

$$
\begin{equation*}
\left\langle U_{n}(\vec{x}) T_{\alpha, m}^{\dagger}(\overrightarrow{0})\right\rangle=\left\langle T_{\alpha, n}(\vec{x}) U_{m}^{\dagger}(\overrightarrow{0})\right\rangle=0 \tag{2.7}
\end{equation*}
$$

for any $\alpha, n$ and $m$. Thus, we are left to compute the 2 -point functions of two untwisted and two twisted operators, which take the form

$$
\begin{align*}
\left\langle U_{n}(\vec{x}) U_{m}^{\dagger}(\overrightarrow{0})\right\rangle & =\frac{G_{n}}{\left(4 \pi^{2} \vec{x}^{2}\right)^{n}} \delta_{n, m},  \tag{2.8a}\\
\left\langle T_{\alpha, n}(\vec{x}) T_{\beta, m}^{\dagger}(\overrightarrow{0})\right\rangle & =\frac{G_{\alpha, n}}{\left(4 \pi^{2} \vec{x}^{2}\right)^{n}} \delta_{n, m} \delta_{\alpha, \beta}, \tag{2.8b}
\end{align*}
$$

where $G_{n}$ and $G_{\alpha, n}$ are non-trivial functions of the gauge coupling $g$ and of $N$. A few specific examples of these 2 -point functions have been considered at large $N$ in [39] and at finite $N$ in [37], while a more systematic study has been recently presented in [43]. In both cases, however, only the first few perturbative orders at weak coupling have been computed using the matrix model provided by the localization procedure [3]. Our purpose here is, instead, to discuss these functions beyond perturbation theory in the large- $N$ limit and eventually find their strong-coupling behavior. To this aim it is convenient to first recall a few properties of the quiver construction, most of them suggested by string theory.

### 2.1 Fractional branes and twisted sectors

The quiver theory under consideration can be obtained with a $\mathbb{Z}_{M}$ orbifold projection starting from a parent $\mathcal{N}=4$ SYM theory with gauge group $\operatorname{SU}(N)$. This fact can be easily shown by taking Type II B string theory on a $\mathbb{C}^{2} / \mathbb{Z}_{M}$ orbifold singularity and a stack of $N$ regular D3-branes that engineer the $\mathcal{N}=4$ SYM theory. If we break this configuration into $M$ different stacks, each one containing $N$ fractional D3-branes located at the orbifold fixed-point, we obtain the quiver theory (see for instance [23, 24]). The fractional D3-branes carry an irreducible one-dimensional representation of $\mathbb{Z}_{M}$ and are associated to the nodes of the quiver. Thus, they can be labeled by the same index $I$ introduced above. In the field-theory limit, the massless open string starting and ending on the $I$-th branes give rise to the adjoint vector multiplet of the $I$-th node of the quiver, while the massless open strings stretching between the $I$-th branes and the ( $I \pm 1$ )-th branes yield the bi-fundamental hypermultiplets.

From a geometrical point of view, the fractional D3-branes can be interpreted as D5branes wrapped around the exceptional 2-cycles $e_{i}$ (with $i=1, \ldots, M-1$ ) of the $\mathbb{Z}_{M}$ orbifold singularity. These 2 -cycles are associated to anti-self dual normalizable 2 -forms $\omega^{i}$ in the sense that

$$
\begin{equation*}
\int_{e_{i}} \omega^{j}=\delta_{i}^{j} \tag{2.9}
\end{equation*}
$$

and are normalized in such a way that

$$
\begin{equation*}
\int_{\mathcal{M}} \omega^{i} \wedge \omega^{j}=-\left(C^{-1}\right)^{i j} . \tag{2.10}
\end{equation*}
$$

Here $\mathcal{M}$ is the ALE space obtained by resolving the $\mathbb{C}^{2} / \mathbb{Z}_{M}$ orbifold singularity and $C$ is the Cartan matrix of the $\mathfrak{s u}(M)$ algebra, namely

$$
C=\left(\begin{array}{cccccc}
2 & -1 & 0 & 0 & 0 & \ldots  \tag{2.11}\\
-1 & 2 & -1 & 0 & 0 & \cdots \\
0 & -1 & 2 & -1 & 0 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Note that there are $M$ types of fractional branes but there are only $(M-1) 2$-cycles $e_{i}$. In fact, the fractional branes corresponding to the trivial representation, i.e. those with $I=0$ in our conventions, are D5-branes wrapped around the 2-cycle $e_{0}=-\sum_{i} e_{i}$ (in presence of an additional magnetic background flux on the world-volume).

As extensively discussed in the literature (see for example [53-57] and the review [51]), the fractional D3-branes admit a simple description from the closed string point of view in terms of "boundary states". These boundary states, denoted as $|D 3\rangle_{I}$, have a component $|U\rangle$, which corresponds to the untwisted sector of the closed string and is the same for all types of branes, and a component, which is a combination of the Ishibashi states $\left|T_{\alpha}\right\rangle$ corresponding to the twisted sectors of the closed string in the $\mathbb{Z}_{M}$ orbifold $[58,59]$ and is different for the different branes. In a very schematic notation, in which all inessential normalization factors are not exhibited, we have

$$
\begin{equation*}
|D 3\rangle_{I}=\frac{1}{\sqrt{M}}\left(|U\rangle+\sum_{\alpha=1}^{M-1} \rho^{\alpha I}\left|T_{\alpha}\right\rangle\right) . \tag{2.12}
\end{equation*}
$$

Inverting this formula, we obtain

$$
\begin{align*}
|U\rangle & =\frac{1}{\sqrt{M}}\left(|D 3\rangle_{0}+|D 3\rangle_{1}+\ldots|D 3\rangle_{M-1}\right)  \tag{2.13a}\\
\left|T_{\alpha}\right\rangle & =\frac{1}{\sqrt{M}} \sum_{I=0}^{M-1} \rho^{-\alpha I}|D 3\rangle_{I} \tag{2.13b}
\end{align*}
$$

Here we recognize exactly the same structure of the chiral primary operators (2.2), and this fact explains why the operators $U_{n}$ have been called untwisted and the operators $T_{\alpha, n}$ have been called twisted.

### 2.2 Near-horizon description

From a geometrical point of view, the fractional D3-branes can be interpreted also as extended solitonic configurations of Type II B supergravity. In particular they emit the scalar fields corresponding to the wrapping of the 2-forms $B_{(2)}$ and $C_{(2)}$ of the Neveu-Schwarz/Neveu-Schwarz (NS/NS) and Ramond/Ramond (R/R) sectors, respectively,
around the exceptional 2-cycles $e_{i}$ of the orbifold. This wrapping gives rise to the scalars ${ }^{2}$

$$
\begin{equation*}
\hat{b}_{i}=\frac{1}{2 \pi \alpha^{\prime}} \int_{e_{i}} B_{(2)} \quad \text { and } \quad \hat{c}_{i}=\frac{1}{2 \pi \alpha^{\prime}} \int_{e_{i}} C_{(2)}, \tag{2.14}
\end{equation*}
$$

where $\alpha^{\prime}$ is the square of the string length. In addition, one can introduce also the following scalars ${ }^{3}$

$$
\begin{equation*}
\hat{b}_{0}=\frac{1}{2 \pi \alpha^{\prime}} \int_{e_{0}} B_{(2)}^{\prime} \quad \text { and } \quad \hat{c}_{0}=\frac{1}{2 \pi \alpha^{\prime}} \int_{e_{0}} C_{(2)} \tag{2.15}
\end{equation*}
$$

associated to the cycle $e_{0}=-\sum_{i} e_{i}$. Of course $b_{0}$ and $c_{0}$ are not independent fields, since

$$
\begin{equation*}
\hat{b}_{0}=1-\sum_{i=1}^{M-1} \hat{b}_{i} \quad \text { and } \quad \hat{c}_{0}=-\sum_{i=1}^{M-1} \hat{c}_{i} . \tag{2.16}
\end{equation*}
$$

Nevertheless, it is useful to consider them because, in complete analogy with (2.2) and (2.13), we can define the following untwisted and twisted combinations ${ }^{4}$

$$
\begin{align*}
b & =\frac{1}{2 \sqrt{M}}\left(\hat{b}_{0}+\hat{b}_{1}+\ldots \hat{b}_{M-1}\right), & c & =\frac{1}{2 \sqrt{M}}\left(\hat{c}_{0}+\hat{c}_{1}+\ldots \hat{c}_{M-1}\right),  \tag{2.17a}\\
b_{\alpha} & =\frac{1}{2 \sqrt{M}} \sum_{I=0}^{M-1} \rho^{-\alpha I} \hat{b}_{I}, & , c_{\alpha} & =\frac{1}{2 \sqrt{M}} \sum_{I=0}^{M-1} \rho^{-\alpha I} \hat{c}_{I} . \tag{2.17b}
\end{align*}
$$

Note that, in view of (2.15), bis constant and $c$ vanishes. Notice also that $b_{\alpha}$ and $c_{\alpha}$ are complex fields, satisfying the following conjugation rules

$$
\begin{equation*}
b_{\alpha}^{*}=b_{M-\alpha} \quad \text { and } \quad c_{\alpha}^{*}=c_{M-\alpha} . \tag{2.18}
\end{equation*}
$$

To proceed, following [26], we consider the terms of the Type II B supergravity action in ten dimensions that yield the linearized field equations for the 2-forms $B_{(2)}$ and $C_{(2)}$, namely

$$
\begin{equation*}
S_{10}=\frac{1}{2 \kappa_{10}^{2}}\left[\int d^{10} x \sqrt{G_{10}}\left(\frac{1}{12}\left(d B_{(2)}\right)^{2}+\frac{1}{12}\left(d C_{(2)}\right)^{2}\right)-\int 4 C_{(4)} \wedge d B_{(2)} \wedge d C_{(2)}\right] \tag{2.19}
\end{equation*}
$$

where

$$
\begin{equation*}
2 \kappa_{10}^{2}=(2 \pi)^{7} \alpha^{\prime 4} g_{s}^{2} \tag{2.20}
\end{equation*}
$$

is the gravitational constant in ten dimensions, $g_{s}$ is the string coupling, $G_{10}$ is the determinant of the ten-dimensional metric and $C_{(4)}$ is the 4 -form of the $\mathrm{R} / \mathrm{R}$ sector with a self-dual field strength $F_{(5)}$. We recall that in the presence of fractional D3-branes the dilaton and the $\mathrm{R} / \mathrm{R} 0$-form are both constant. Therefore, the only dilaton dependence in $S_{10}$ is through $g_{s}$ which is the exponential of the vacuum expectation value of the dilaton. Moreover, without any loss of generality, we can set the constant $\mathrm{R} / \mathrm{R} 0$-form to zero, so that the $\mathrm{R} / \mathrm{R} 3$-form field strength is just the exterior derivative of $C_{(2)}$.

[^1]Wrapping the 2-forms on the exceptional cycles of the $\mathbb{Z}_{M}$ orbifold singularity, making use of (2.14), (2.9) and (2.10), and discarding a total derivative term, we obtain from $S_{10}$ the following six-dimensional action

$$
\begin{equation*}
S_{6}=\frac{1}{2 \kappa_{6}^{2}} \sum_{i, j=1}^{M-1}\left[\int d^{6} x \sqrt{G_{6}}\left(\frac{1}{2} \partial \hat{b}_{i} \cdot \partial \hat{b}_{j}+\frac{1}{2} \partial \hat{c}_{i} \cdot \partial \hat{c}_{j}\right)+\int 4 F_{(5)} \wedge d \hat{b}_{i} \wedge \hat{c}_{j}\right]\left(C^{-1}\right)^{i j} \tag{2.21}
\end{equation*}
$$

where

$$
\begin{equation*}
2 \kappa_{6}^{2}=\frac{2 \kappa_{10}^{2}}{\left(2 \pi \alpha^{\prime}\right)^{2}}=(2 \pi)^{5} \alpha^{\prime 2} g_{s}^{2} . \tag{2.22}
\end{equation*}
$$

Now we rewrite $\hat{b}_{i}$ and $\hat{c}_{i}$ in terms of the complex scalars $b_{\alpha}$ and $c_{\alpha}$ using the inverse of (2.17b) and, after some simple algebra, we find

$$
\begin{equation*}
S_{6}=\frac{1}{2} \sum_{\alpha=1}^{M-1} \frac{1}{2 \kappa_{6}^{2}} \frac{1}{\sin ^{2}\left(\frac{\pi \alpha}{M}\right)}\left[\int d^{6} x \sqrt{G_{6}}\left(\partial b_{\alpha}^{*} \cdot \partial b_{\alpha}+\partial c_{\alpha}^{*} \cdot \partial c_{\alpha}\right)+\int 8 F_{(5)} \wedge d b_{\alpha}^{*} \wedge c_{\alpha}\right] . \tag{2.23}
\end{equation*}
$$

Up to this point the space-time geometry has not been specified (we only took into account the fact that the dilaton and the $\mathrm{R} / \mathrm{R} 0$-form are constant in the presence of fractional D3branes). Now, instead, following again [26] we assume that the space where the scalars $b_{\alpha}$ and $c_{\alpha}$ propagate is of the form

$$
\begin{equation*}
\operatorname{AdS}_{5} \times S^{1} \tag{2.24}
\end{equation*}
$$

This represents the near-horizon geometry for the twisted fields. Indeed, as discussed in [24], the gravity dual of the quiver gauge theory realized by the fractional D3-branes of $\mathbb{Z}_{M}$ is Type II B string theory on $\operatorname{AdS}_{5} \times\left(S^{5} / \mathbb{Z}_{M}\right)$ in which the orbifold does not act on the AdS space but only on the 5 -sphere. Then, it is easy to realize that the orbifold fixed point where the twisted fields are located is precisely the six-dimensional space in (2.24) with $S^{1} \subset S^{5}$. Furthermore, the $\mathrm{R} / \mathrm{R} 5$-form $F_{(5)}$ is non-vanishing and is proportional to the volume form of the AdS space.

We now insert this information in $S_{6}$ and perform a Kaluza-Klein compactification on $S^{1}$ by writing

$$
\begin{equation*}
b_{\alpha}=\frac{1}{\sqrt{2 \pi}} \sum_{n \in \mathbb{Z}} b_{\alpha, n} \mathrm{e}^{\mathrm{i} n \theta} \quad \text { and } \quad c_{\alpha}=\frac{1}{\sqrt{2 \pi}} \sum_{n \in \mathbb{Z}} c_{\alpha, n} \mathrm{e}^{\mathrm{i} n \theta} \tag{2.25}
\end{equation*}
$$

where $\theta$ is the coordinate of the circle and the Fourier modes are functions only on $\operatorname{AdS}_{5}$ which satisfy the following complex conjugation rules

$$
\begin{equation*}
b_{\alpha, n}^{*}=b_{M-\alpha,-n} \quad \text { and } \quad c_{\alpha, n}^{*}=c_{M-\alpha,-n} . \tag{2.26}
\end{equation*}
$$

In this way, the action $S_{6}$ reduces to

$$
\begin{equation*}
S_{\mathrm{AdS}_{5}}=\frac{1}{2} \sum_{\alpha=1}^{M-1} \sum_{n \in \mathbb{Z}} \int_{\mathrm{AdS}_{5}} d^{5} x \sqrt{G_{\mathrm{AdS}_{5}}} \mathcal{L}_{\alpha, n} \tag{2.27}
\end{equation*}
$$

where the Lagrangian $\mathcal{L}_{\alpha, n}$ is

$$
\mathcal{L}_{\alpha, n}=\frac{1}{2 \kappa_{6}^{2}} \frac{1}{\sin ^{2}\left(\frac{\pi \alpha}{M}\right)}\left(b_{\alpha, n}^{*}, c_{\alpha, n}^{*}\right) \cdot\left(\begin{array}{cc}
-\Delta+n^{2} & -4 \mathrm{i} n  \tag{2.28}\\
4 \mathrm{i} n & -\Delta+n^{2}
\end{array}\right) \cdot\binom{b_{\alpha, n}}{c_{\alpha, n}}
$$

with $\Delta$ being the Laplace operator in $\operatorname{AdS}_{5}$. It is convenient to diagonalize the quadratic form and introduce the following combinations

$$
\begin{align*}
& \gamma_{\alpha, n}=c_{\alpha, n}+\mathrm{i} b_{\alpha, n} .  \tag{2.29a}\\
& \eta_{\alpha, n}=c_{\alpha, n}-\mathrm{i} b_{\alpha, n}, \tag{2.29b}
\end{align*}
$$

which are eigenvectors of the mass matrix corresponding to the following eigenvalues

$$
\begin{align*}
& m_{\gamma_{\alpha, n}}^{2}=n(n+4),  \tag{2.30a}\\
& m_{\eta_{\alpha, n}}^{2}=n(n-4) . \tag{2.30b}
\end{align*}
$$

As discussed in [26], this mass spectrum perfectly accounts for the scalar operators of the quiver gauge theory. In particular, applying the AdS/CFT dictionary [60, 61], we see from (2.30b) that the modes $\eta_{\alpha, n}$ are dual to conformal operators of dimension $n$ and these are precisely the twisted operators $T_{\alpha, n}(\vec{x})$ defined in (2.2b) for $n \geq 2$. Therefore, in order to obtain information on the correlation functions of these operators at strong-coupling within the AdS/CFT correspondence, one can use the following action on the AdS side

$$
\begin{equation*}
S[\eta]=\frac{1}{2} \sum_{\alpha=1}^{M-1} \sum_{n=2}^{\infty} \int_{\mathrm{AdS}_{5}} d^{5} x \sqrt{G_{\mathrm{AdS}_{5}}}\left[\frac{1}{2 \kappa_{6}^{2}} \frac{1}{\sin ^{2}\left(\frac{\pi \alpha}{M}\right)}\left(\partial \eta_{\alpha, n}^{*} \cdot \partial \eta_{\alpha, n}+n(n-4) \eta_{\alpha, n}^{*} \eta_{\alpha, n}\right)\right], \tag{2.31}
\end{equation*}
$$

supplemented by a term describing the coupling between $\eta_{\alpha, n}$ and $T_{\alpha, n}$ on the boundary of $\operatorname{AdS}_{5}$ which is proportional to

$$
\begin{equation*}
\sum_{\alpha=1}^{M-1} \sum_{n=2}^{\infty} \int_{\partial\left(\mathrm{AdS}_{5}\right)} d^{4} x\left[T_{\alpha, n}(\vec{x}) \eta_{\alpha, n}(\vec{x})+\text { c.c. }\right] . \tag{2.32}
\end{equation*}
$$

We conclude by observing that the scalar modes $\gamma_{\alpha, n}$ are dual to conformal operators of dimension $(n+4)$ as one can see from (2.30a). Such operators can be obtained starting from

$$
\begin{equation*}
\operatorname{tr}\left[\left(F_{I}^{2}+\mathrm{i} F_{I} \widetilde{F}_{I}\right) \Phi_{I}(\vec{x})^{n}\right] \tag{2.33}
\end{equation*}
$$

for $n \geq 0$, where $F_{I}$ and $\widetilde{F}_{I}$ are, respectively, the gauge field strength and its dual [26], and summing them over all nodes of the quiver with weights $\rho^{-\alpha I}$ in analogy with what we did in (2.2b) with the operators $O_{n}^{(I)}(\vec{x})$. When $n=0$, the field $\gamma_{\alpha, 0}$ is dual to the (complexified) gauge coupling constants of the quiver model, and this fact is the nearhorizon counterpart of what was found in $[54-56,62]$ when the geometry produced by the fractional D3-branes was analyzed in the probe approximation.

## 3 Perturbative analysis from Feynman diagrams

In this section we give a derivation of the first perturbative contributions to the 2-point functions (2.8) using Feynman diagrams. In order to be brief, we present only the essential ingredients of the calculation and refer to [43, 45] for details and further elements.

### 3.1 Feynman rules

To write the Feynman rules it is convenient to decompose the field content of the $\mathcal{N}=2$ quiver theory in terms of $\mathcal{N}=1$ superfields as follows:

$$
\begin{align*}
& \mathcal{N}=2 \text { vector superfield in the } I \text {-th node }=\left(V_{I}, \Phi_{I}\right) \\
& \mathcal{N}=2 \text { hypermultiplet connecting the } I \text { - and }(I+1) \text {-th nodes }=\left(Q_{I}, \widetilde{Q}_{I}\right), \tag{3.1}
\end{align*}
$$

where $V_{I}$ is a $\mathcal{N}=1$ vector superfield, while $\Phi_{I}, Q_{I}$ and $\widetilde{Q}_{I}$ are $\mathcal{N}=1$ chiral superfields. ${ }^{5}$ The multiplets $V_{I}$ and $\Phi_{I}$ transform in the adjoint representation of $\mathrm{SU}(N)_{I}$, while $Q_{I}$ and $\widetilde{Q}_{I}$ are in the bi-fundamental of $\mathrm{SU}(N)_{I} \times \mathrm{SU}(N)_{I+1}$. Thus, they can be written as ${ }^{6}$

$$
\begin{equation*}
V_{I}=V_{I}^{a}\left(T_{a}\right)_{v}^{u}, \quad \Phi_{I}=\Phi_{I}^{a}\left(T_{a}\right)_{v}^{u}, \quad Q_{I}=Q_{I}^{A}\left(B_{A}\right)_{\hat{v}}^{u}, \quad \widetilde{Q}_{I}=\widetilde{Q}_{I, A}\left(B^{A}\right)_{v}^{\hat{u}} \tag{3.2}
\end{equation*}
$$

where $T_{a}$ are the generators of $\mathfrak{s u}(N)$, while $B_{A}$ and $B^{A}$ are such that $\left(B_{A}\right)_{\hat{v}}^{u}\left(B^{A}\right)^{\hat{u}}{ }_{v}=\delta_{v}^{u} \delta_{\hat{v}}^{\hat{u}}$.
From the action of the generic quiver theory, which can be found for example in section 2 of [43], one can derive the Feynman rules. Those that will be useful for us are:

where $\theta$ and $\bar{\theta}$ are the super-space coordinates. With these Feynman rules it is possible to compute the first perturbative contributions to the correlation functions of the gauge invariant operators (2.1) of the quiver theory, as we are going to discuss.

### 3.2 Twisted and untwisted correlators at the perturbative level

The starting point for the evaluation of the chiral/anti-chiral 2-point functions is the vacuum expectation value $\left\langle O_{n}^{(I)}(\vec{x}) \bar{O}_{n}^{(J)}(\overrightarrow{0})\right\rangle$, represented by the diagram in figure 2 .

In the $\mathcal{N}=4 \mathrm{SYM}$ theory the full result is obtained by closing the above diagram with $n$ tree-level scalar propagators, since in this case all loop corrections vanish [63]. We
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Figure 2: The diagram representing the insertion of a chiral operator $O_{n}^{(I)}$ from the $I$ -th node in $\vec{x}$ and of the anti-chiral operator $\bar{O}_{n}^{(J)}$ from the $J$-th node in the origin. The number of propagators connecting the insertion points is $n$.
denote the $\mathcal{N}=4$ correlators as $\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}$. In $\mathcal{N}=2$ theories, like the quiver model we are considering, there are instead perturbative contributions at all loops. However, in the large- $N$ limit the number of terms that remain at leading order drastically reduces and one is left with a few building blocks that contribute in a simple and controlled way.

Using the results of section 5 of [43], one can show that at large $N$ the non-trivial contributions to the 2-point function $\left\langle O_{n}^{(I)}(\vec{x}) \bar{O}_{n}^{(J)}(\overrightarrow{0})\right\rangle$ arise only from diagrams that contain the following sub-diagrams, built using the vertices (3.3):

and


By inserting these structures inside the diagram of figure 2 in all possible ways, one obtains the perturbative contributions to the 2-point functions $\left\langle O_{n}^{(I)}(\vec{x}) \bar{O}_{n}^{(J)}(\overrightarrow{0})\right\rangle$. In particular, when $I=J$ the first corrections arise from a single insertion of (3.4) and (3.5). Normalizing with respect to the correlators of the $\mathcal{N}=4 \mathrm{SU}(N)$ SYM theory, at large $N$


Figure 3: The diagram describing the leading contribution to the 2-point function $\left\langle O_{n}^{(I)}(\vec{x}) \bar{O}_{n}^{(I \pm d)}(\overrightarrow{0})\right\rangle$. This contribution is proportional to $\lambda^{n d} \zeta(2 n-1)^{d}$.
we find

$$
\begin{equation*}
\frac{\left\langle O_{n}^{(I)}(\vec{x}) \bar{O}_{n}^{(I)}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}}=1-\left(\frac{\lambda}{8 \pi^{2}}\right)^{n}\binom{2 n}{n} \frac{\zeta(2 n-1)}{2^{n-1}}+\left(\frac{\lambda}{8 \pi^{2}}\right)^{n+1}\binom{2 n+2}{n+1} \frac{n \zeta(2 n+1)}{2^{n-1}}+\ldots \tag{3.6}
\end{equation*}
$$

where we have introduced the 't Hooft coupling

$$
\begin{equation*}
\lambda=N g^{2} \tag{3.7}
\end{equation*}
$$

which is kept fixed when $N \rightarrow \infty$.
When $J=I \pm 1$, again a single insertion of the building blocks (3.4) and (3.5) yields the first perturbative terms, which read ${ }^{7}$

$$
\begin{equation*}
\frac{\left\langle O_{n}^{(I)}(\vec{x}) \bar{O}_{n}^{(I \pm 1)}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}}=\left(\frac{\lambda}{8 \pi^{2}}\right)^{n}\binom{2 n}{n} \frac{\zeta(2 n-1)}{2^{n}}-\left(\frac{\lambda}{8 \pi^{2}}\right)^{n+1}\binom{2 n+2}{n+1} \frac{n \zeta(2 n+1)}{2^{n}}+\ldots . \tag{3.8}
\end{equation*}
$$

When $J=I \pm d$ with $d>1$, one needs to consider multiple insertions of the subdiagrams (3.4) and (3.5) in order to connect the operators that are distant $d$ nodes from each other. Using again the results of [43], one can prove that the leading contribution to the 2 -point functions corresponds to the diagram of figure 3 which contains $d$ insertions of the sub-diagram (3.4) and thus is proportional to $\lambda^{n d} \zeta(2 n-1)^{d}$. The next-to-leading contribution arises instead from one insertion of the sub-diagram (3.5) and ( $d-1$ ) insertions of the sub-diagram (3.4), as represented in figure 4. This contribution is proportional to $\lambda^{n d+1} \zeta(2 n-1)^{d-1} \zeta(2 n+1)$ and thus has a power of $\lambda$ more than the previous one. These results show that in order to find the perturbative terms in the 2-point correlators that are leading in $\lambda$ and linear in the Riemann $\zeta$-values, it is enough to consider the contributions from operators inserted in the same node or in neighboring nodes, given respectively in (3.6) and (3.8).
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Figure 4: The diagram describing the next-to-leading contribution to $\left\langle O_{n}^{(I)}(\vec{x}) \bar{O}_{n}^{(I \pm d)}(\overrightarrow{0})\right\rangle$. This contribution is proportional to $\lambda^{n d+1} \zeta(2 n-1)^{d-1} \zeta(2 n+1)$.

### 3.2.1 Examples

Let us now consider some explicit examples.
The $\boldsymbol{M}=\mathbf{2}$ theory. For $M=2$, the untwisted and twisted operators are given by (2.2) with $\rho=-1$. Using these expressions and the fact that the correlators (3.6) and (3.8) do not depend on the value of $I$, it is straightforward to show that

$$
\begin{align*}
\left\langle U_{n}(\vec{x}) U_{n}^{\dagger}(\overrightarrow{0})\right\rangle & =\left\langle O_{n}^{(0)}(\vec{x}) \bar{O}_{n}^{(0)}(\overrightarrow{0})\right\rangle+\left\langle O_{n}^{(0)}(\vec{x}) \bar{O}_{n}^{(1)}(\overrightarrow{0})\right\rangle, \\
\left\langle T_{1, n}(\vec{x}) T_{1, n}^{\dagger}(\overrightarrow{0})\right\rangle & =\left\langle O_{n}^{(0)}(\vec{x}) \bar{O}_{n}^{(0)}(\overrightarrow{0})\right\rangle-\left\langle O_{n}^{(0)}(\vec{x}) \bar{O}_{n}^{(1)}(\overrightarrow{0})\right\rangle . \tag{3.9}
\end{align*}
$$

Then, taking into account the observation in the footnote 7 , in the large- $N$ limit we have

$$
\begin{equation*}
\frac{\left\langle U_{n}(\vec{x}) U_{n}^{\dagger}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}}=1+\ldots, \tag{3.10}
\end{equation*}
$$

where the ellipses stand for possible higher-order terms, and

$$
\begin{equation*}
\frac{\left\langle T_{1, n}(\vec{x}) T_{1, n}^{\dagger}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}}=1-\left(\frac{\lambda}{8 \pi^{2}}\right)^{n}\binom{2 n}{n} \frac{\zeta(2 n-1)}{2^{n-2}}+\left(\frac{\lambda}{8 \pi^{2}}\right)^{n+1}\binom{2 n+2}{n+1} \frac{n \zeta(2 n+1)}{2^{n-2}}+\ldots \tag{3.11}
\end{equation*}
$$

It is worth pointing out that in the untwisted correlator there is an exact cancellation of the first perturbative contributions (which actually persists also at higher orders). This implies that in the planar limit these untwisted correlators exactly match those of the $\mathcal{N}=4 \mathrm{SYM}$ theory. On the contrary, the twisted correlators differ from the $\mathcal{N}=4$ ones already at the planar level, with the first correction being proportional to $\lambda^{n} \zeta(2 n-1)$.

The $\boldsymbol{M}=\mathbf{3}$ theory. For $M=3$, the untwisted and twisted operators are given by (2.2) with $\rho=\mathrm{e}^{\frac{2 \pi \mathrm{i}}{3}}$. In this case we have two twisted sectors that are conjugate to each other, and the corresponding operators are $T_{1, n}$ and $T_{2, n}$. Proceeding as before, we easily find

$$
\begin{align*}
\left\langle U_{n}(\vec{x}) U_{n}^{\dagger}(\overrightarrow{0})\right\rangle & =\left\langle O_{n}^{(0)}(\vec{x}) \bar{O}_{n}^{(0)}(\overrightarrow{0})\right\rangle+2\left\langle O_{n}^{(0)}(\vec{x}) \bar{O}_{n}^{(1)}(\overrightarrow{0})\right\rangle,  \tag{3.12}\\
\left\langle T_{\alpha, n}(\vec{x}) T_{\alpha, n}^{\dagger}(\overrightarrow{0})\right\rangle & =\left\langle O_{n}^{(0)}(\vec{x}) \bar{O}_{n}^{(0)}(\overrightarrow{0})\right\rangle-\left\langle O_{n}^{(0)}(\vec{x}) \bar{O}_{n}^{(1)}(\overrightarrow{0})\right\rangle \quad \text { for } \alpha=1,2 .
\end{align*}
$$

Using (3.6) and (3.8) in the first line, we see that the first perturbative contributions cancel each other, so that the untwisted correlators are again as in (3.10). For the twisted correlators, we obtain

$$
\begin{equation*}
\frac{\left\langle T_{\alpha, n}(\vec{x}) T_{\alpha, n}^{\dagger}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}}=1-\frac{3}{4}\left(\frac{\lambda}{8 \pi^{2}}\right)^{n}\binom{2 n}{n} \frac{\zeta(2 n-1)}{2^{n-2}}+\frac{3}{4}\left(\frac{\lambda}{8 \pi^{2}}\right)^{n+1}\binom{2 n+2}{n+1} \frac{n \zeta(2 n+1)}{2^{n-2}}+\ldots \tag{3.13}
\end{equation*}
$$

for $\alpha=1,2$. This is the same structure found in (3.11), with just a different numerical coefficient in front of the perturbative terms: $3 / 4$ instead of 1 .

The $\boldsymbol{M}=\mathbf{4}$ theory. For $M=4$, the untwisted and twisted operators are given by (2.2) with $\rho=\mathrm{i}$. In this case we have two twisted sectors that are conjugate to each other, whose operators are $T_{1, n}$ and $T_{3, n}$, and one self-conjugate twisted sector with operators $T_{2, n}$. Following the same steps described above, we find

$$
\begin{align*}
\left\langle U_{n}(\vec{x}) U_{n}^{\dagger}(\overrightarrow{0})\right\rangle & =\left\langle O_{n}^{(0)}(\vec{x}) \bar{O}_{n}^{(0)}(\overrightarrow{0})\right\rangle+2\left\langle O_{n}^{(0)}(\vec{x}) \bar{O}_{n}^{(1)}(\overrightarrow{0})\right\rangle+\ldots, \\
\left\langle T_{\alpha, n}(\vec{x}) T_{\alpha, n}^{\dagger}(\overrightarrow{0})\right\rangle & =\left\langle O_{n}^{(0)}(\vec{x}) \bar{O}_{n}^{(0)}(\overrightarrow{0})\right\rangle+\ldots \quad \text { for } \alpha=1,3  \tag{3.14}\\
\left\langle T_{2, n}(\vec{x}) T_{2, n}^{\dagger}(\overrightarrow{0})\right\rangle & =\left\langle O_{n}^{(0)}(\vec{x}) \bar{O}_{n}^{(0)}(\overrightarrow{0})\right\rangle-2\left\langle O_{n}^{(0)}(\vec{x}) \bar{O}_{n}^{(1)}(\overrightarrow{0})\right\rangle+\ldots
\end{align*}
$$

where the ellipses stand for contributions from operators in non-nearest neighbor nodes that yield higher-order corrections with multiple Riemann $\zeta$-values.

From the first line of (3.14) we see that the untwisted correlators are as in (3.10), while the second and third lines tell us that the twisted 2-point functions are given by

$$
\begin{equation*}
\frac{\left\langle T_{\alpha, n}(\vec{x}) T_{\alpha, n}^{\dagger}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}}=1-\frac{1}{2}\left(\frac{\lambda}{8 \pi^{2}}\right)^{n}\binom{2 n}{n} \frac{\zeta(2 n-1)}{2^{n-2}}+\frac{1}{2}\left(\frac{\lambda}{8 \pi^{2}}\right)^{n+1}\binom{2 n+2}{n+1} \frac{n \zeta(2 n+1)}{2^{n-2}}+\ldots \tag{3.15}
\end{equation*}
$$

for $\alpha=1,3$, and

$$
\begin{equation*}
\frac{\left\langle T_{2, n}(\vec{x}) T_{2, n}^{\dagger}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}}=1-\left(\frac{\lambda}{8 \pi^{2}}\right)^{n}\binom{2 n}{n} \frac{\zeta(2 n-1)}{2^{n-2}}+\left(\frac{\lambda}{8 \pi^{2}}\right)^{n+1}\binom{2 n+2}{n+1} \frac{n \zeta(2 n+1)}{2^{n-2}}+\ldots . \tag{3.16}
\end{equation*}
$$

Again we have the same structure of (3.11) and (3.13), but with different overall coefficients in the perturbative terms, namely $1 / 2$ and 1 in this case.

It is clear from these explicit examples that even if the operators $O_{n}^{(I)}$ seem to be the natural objects to be studied, it is actually far more convenient to consider the combinations $U_{n}$ and $T_{\alpha, n}$ defined in (2.2) and suggested by the string construction reviewed in the previous section. Indeed, in the correlators of two untwisted operators there are exact cancellations of the perturbative contributions, as in the $\mathcal{N}=4$ SYM theory, while the correlators of two twisted operators always exhibit the same structure, in which the difference between the quiver theories is encoded in simple numerical coefficients. Of course to make real progress in this analysis, it is necessary to compute higher-order perturbative
contributions and check whether these properties persist. However, the diagrammatic approach we have discussed, although simple in principle, rapidly becomes unpractical when the number of loops increases, and new techniques have to be used.

## 4 The matrix model

A very efficient way to compute the 2 -point functions of chiral/anti-chiral operators in $\mathcal{N}=2$ gauge theories, which can be easily extended to very high orders in perturbation theory, is the one based on the localization technique [1] that maps the field theory to an interacting matrix model [3] reducing the calculation of correlation functions to finitedimensional matrix integrals. These integrals can be easily computed in the so-called full Lie algebra approach, in which one integrates over all matrix elements and uses recursion relations [13] to obtain explicit expressions both at finite $N$ and at large $N$. The whole procedure can be nicely implemented in an algorithmic way, as shown in [43, 46, 48], so that very long perturbative expansions can be generated with little effort.

In the following we provide the basic ingredients that are necessary to perform these calculations.

### 4.1 Explicit form of the quiver matrix model

When the quiver theory is placed on a four-sphere of unit radius, its partition function localizes [3] and can be written as an integral of a multi-matrix model defined in terms of $N \times N$ traceless matrices $a_{I}$ (with $I=0, \ldots, M-1$ ) as follows

$$
\begin{equation*}
\mathcal{Z}=\int \prod_{I=0}^{M-1}\left(d a_{I} \mathrm{e}^{-\operatorname{tr} a_{I}^{2}}\right)\left|Z_{1-\mathrm{loop}} Z_{\text {inst }}\right|^{2} . \tag{4.1}
\end{equation*}
$$

Here the factor $Z_{1-\text { loop }}$ accounts for the 1-loop fluctuations around the localization fixed points, while the $Z_{\text {inst }}$ is the non-perturbative instanton contribution. Since we are primarily interested in the large- $N$ ' t Hooft limit in which instantons are suppressed, we put $Z_{\text {inst }}=1$.

In the full Lie algebra approach we integrate over all matrix elements. More explicitly, writing

$$
\begin{equation*}
a_{I}=a_{I}^{b} T_{b} \tag{4.2}
\end{equation*}
$$

where $T_{b}$ are the $\mathfrak{s u}(N)$ generators satisfying $\operatorname{tr} T_{b} T_{c}=\frac{1}{2} \delta_{b c}$, the integration measure in (4.1) is

$$
\begin{equation*}
d a_{I}=\prod_{b=1}^{N^{2}-1} \frac{d a_{I}^{b}}{\sqrt{2 \pi}} \tag{4.3}
\end{equation*}
$$

where the normalization has been chosen in such a way that the Gaussian integration for each $I$ yields 1.

As shown in [43], the 1-loop factor can be written as

$$
\begin{equation*}
\left|Z_{1-\text { loop }}\right|^{2}=\mathrm{e}^{-S_{\text {int }}} \tag{4.4}
\end{equation*}
$$

with

$$
\begin{equation*}
S_{\mathrm{int}}=\sum_{I=0}^{M-1}\left[\sum_{m=2}^{\infty} \sum_{k=2}^{2 m}(-1)^{m+k}\left(\frac{g^{2}}{8 \pi^{2}}\right)^{m}\binom{2 m}{k} \frac{\zeta(2 m-1)}{2 m}\left(\operatorname{tr} a_{I}^{2 m-k}-\operatorname{tr} a_{I+1}^{2 m-k}\right)\left(\operatorname{tr} a_{I}^{k}-\operatorname{tr} a_{I+1}^{k}\right)\right] . \tag{4.5}
\end{equation*}
$$

Then, the partition function (4.1) becomes

$$
\begin{equation*}
\mathcal{Z}=\int \prod_{I=0}^{M-1}\left(d a_{I} \mathrm{e}^{-\operatorname{tr} a_{I}^{2}}\right) \mathrm{e}^{-S_{\mathrm{int}}} \tag{4.6}
\end{equation*}
$$

and $S_{\text {int }}$ can be interpreted as an interaction action.
Untwisted and twisted operators. In the multi-matrix model introduced above, a natural basis of "gauge invariant" operators is provided by the traces of powers of the matrices in each node, namely $\operatorname{tr} a_{I}^{n}$. However, the analysis of the previous two sections suggests that these operators should be reorganized into untwisted and twisted combinations, analogously to what we did in (2.2) for the field theory operators. Thus, for any $n \geq 2$ we introduce the untwisted operators

$$
\begin{equation*}
A_{n}=\frac{1}{\sqrt{M}}\left(\operatorname{tr} a_{0}^{n}+\operatorname{tr} a_{1}^{n}+\ldots+\operatorname{tr} a_{M-1}^{n}\right), \tag{4.7}
\end{equation*}
$$

and the twisted ones

$$
\begin{equation*}
A_{\alpha, n}=\frac{1}{\sqrt{M}} \sum_{I=0}^{M-1} \rho^{-\alpha I} \operatorname{tr} a_{I}^{n} \tag{4.8}
\end{equation*}
$$

where $\alpha=1, \ldots, M-1$. The untwisted operators $A_{n}$ are real, while the twisted ones satisfy

$$
\begin{equation*}
A_{\alpha, n}^{\dagger}=A_{M-\alpha, n} . \tag{4.9}
\end{equation*}
$$

Note that, for $M$ even, the operators $A_{M / 2, n}$ are real. For example, in the $\mathbb{Z}_{3}$ quiver theory we have

$$
\begin{align*}
A_{n} & =\frac{1}{\sqrt{3}}\left(\operatorname{tr} a_{0}^{n}+\operatorname{tr} a_{1}^{n}+\operatorname{tr} a_{2}^{n}\right), \\
A_{1, n} & =\frac{1}{\sqrt{3}}\left(\operatorname{tr} a_{0}^{n}+\rho^{2} \operatorname{tr} a_{1}^{n}+\rho \operatorname{tr} a_{2}^{n}\right),  \tag{4.10}\\
A_{2, n} & =\frac{1}{\sqrt{3}}\left(\operatorname{tr} a_{0}^{n}+\rho \operatorname{tr} a_{1}^{n}+\rho^{2} \operatorname{tr} a_{2}^{n}\right),
\end{align*}
$$

where $\rho=\mathrm{e}^{\frac{2 \pi \mathrm{i}}{3}}$.

### 4.2 Untwisted and twisted correlators in the free matrix model

It is convenient to first consider what happens in the Gaussian multi-matrix model, i.e. when the interaction action $S_{\text {int }}$ is neglected. All quantities computed in this free model will be denoted with a subscript 0 .

As a consequence of the normalization of the integration measure (4.3), one easily sees that the partition function $\mathcal{Z}_{0}$ is 1 , so that the vacuum expectation value of any function $f(a)$ is simply

$$
\begin{equation*}
\langle f(a)\rangle_{0}=\int \prod_{I=0}^{M-1}\left(d a_{I} \mathrm{e}^{-\operatorname{tr} a_{I}^{2}}\right) f(a) . \tag{4.11}
\end{equation*}
$$

Using the standard notation

$$
\begin{equation*}
t_{n_{1}, n_{2}, \ldots}=\left\langle\operatorname{tr} a^{n_{1}} \operatorname{tr} a^{n_{2}} \cdots\right\rangle_{0} \tag{4.12}
\end{equation*}
$$

for the expectation values in the Gaussian single-matrix model, we have for example

$$
\begin{align*}
& \left\langle\operatorname{tr} a_{I}^{n} \operatorname{tr} a_{I}^{m}\right\rangle_{0}=t_{n, m} \quad \forall I,  \tag{4.13a}\\
& \left\langle\operatorname{tr} a_{I}^{n} \operatorname{tr} a_{J}^{m}\right\rangle_{0}=\left\langle\operatorname{tr} a_{I}^{n}\right\rangle_{0}\left\langle\operatorname{tr} a_{J}^{m}\right\rangle_{0}=t_{n} t_{m} \quad \forall I \neq J . \tag{4.13b}
\end{align*}
$$

1-point correlators. From the definitions (4.7) and (4.8), it is immediate to prove that

$$
\begin{equation*}
\left\langle A_{n}\right\rangle_{0}=\frac{1}{\sqrt{M}} \sum_{I=0}^{M-1}\left\langle\operatorname{tr} a_{I}^{n}\right\rangle_{0}=\sqrt{M} t_{n}, \tag{4.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle A_{\alpha, n}\right\rangle_{0}=\frac{1}{\sqrt{M}} \sum_{I=0}^{M-1} \rho^{-\alpha I}\left\langle\operatorname{tr} a_{I}^{n}\right\rangle_{0}=\frac{t_{n}}{\sqrt{M}} \sum_{I=0}^{M-1} \rho^{-\alpha I}=0 \tag{4.15}
\end{equation*}
$$

where the last step follows from the fact that

$$
\begin{equation*}
\sum_{I=0}^{M-1} \rho^{-\alpha I}=0 \tag{4.16}
\end{equation*}
$$

for any non-trivial $M$-th root of unity $\rho$ and any integer $\alpha \in[1, M-1]$.
2-point correlators. In the free multi-matrix model, the correlators of two untwisted operators (4.7) are given by

$$
\begin{equation*}
\left\langle A_{n} A_{m}\right\rangle_{0}=\frac{1}{M} \sum_{I, J=0}^{M-1}\left\langle\operatorname{tr} a_{I}^{n} \operatorname{tr} a_{J}^{m}\right\rangle_{0}=t_{n, m}+(M-1) t_{n} t_{m}, \tag{4.17}
\end{equation*}
$$

while those between untwisted and twisted operators vanish. Indeed, we have

$$
\begin{equation*}
\left\langle A_{n} A_{\alpha, m}\right\rangle_{0}=\frac{1}{M} \sum_{I, J=0}^{M-1}\left\langle\operatorname{tr} a_{I}^{n} \operatorname{tr} a_{J}^{m}\right\rangle_{0} \rho^{-\alpha J}=\frac{1}{M}\left(t_{n, m}+(M-1) t_{n} t_{m}\right) \sum_{J=0}^{M-1} \rho^{-\alpha J}=0, \tag{4.18}
\end{equation*}
$$

where the last step follows from (4.16). Regarding the correlators of two twisted operators, these are non-zero only when the net $\mathbb{Z}_{M}$ charge vanishes modulo $M$; in fact

$$
\begin{equation*}
\left\langle A_{\alpha, n} A_{\beta, m}\right\rangle_{0}=\frac{1}{M} \sum_{I, J=0}^{M-1}\left\langle\operatorname{tr} a_{I}^{n} \operatorname{tr} a_{J}^{m}\right\rangle_{0} \rho^{-\alpha I-\beta J}=\frac{1}{M}\left(t_{n, m}-t_{n} t_{m}\right) \sum_{J=0}^{M-1} \rho^{-(\alpha+\beta) J} . \tag{4.19}
\end{equation*}
$$

Using (4.16), this result can be expressed as

$$
\begin{equation*}
\left\langle A_{\alpha, n} A_{\beta, m}\right\rangle_{0}=t_{n, m}^{c} \delta_{\alpha+\beta, 0}, \tag{4.20}
\end{equation*}
$$

where the Kronecker $\delta$ is defined modulo $M$ and

$$
\begin{equation*}
t_{n, m}^{c}=t_{n, m}-t_{n} t_{m} \tag{4.21}
\end{equation*}
$$

is the connected correlator in the one-matrix model. Note that $t_{n, m}^{c}$ is different from zero only when $(n+m)$ is even. Furthermore, exploiting (4.9), we can rewrite (4.20) as

$$
\begin{equation*}
\left\langle A_{\alpha, n} A_{\alpha, m}^{\dagger}\right\rangle_{0}=t_{n, m}^{c} . \tag{4.22}
\end{equation*}
$$

The large- $N$ behavior of $t_{n, m}^{c}$ is described in eqs. (3.8) and (3.9) of [46]. As a consequence, in the multi-matrix model at large- $N$ we find

$$
\begin{equation*}
\left\langle A_{\alpha, n} A_{\beta, m}\right\rangle_{0} \propto N^{\frac{n+m}{2}} \delta_{\alpha+\beta, 0} \tag{4.23}
\end{equation*}
$$

if $(n+m)$ is even.
Higher-point correlators and Wick property. The higher-point correlators can be discussed in a similar way. For brevity we just mention a few relevant features of the correlators involving only twisted operators, leaving aside the cases of the untwisted or mixed correlators.

For the 3-point correlators one finds that in the large- $N$ limit

$$
\begin{equation*}
\left\langle A_{\alpha, n} A_{\beta, m} A_{\gamma, p}\right\rangle_{0} \propto N^{\frac{n+m+p}{2}-1} \delta_{\alpha+\beta+\gamma, 0} \tag{4.24}
\end{equation*}
$$

if $(n+m+p)$ is even; otherwise one gets zero. This result implies that in the large- $N$ limit the factorization of a multi-point correlator in terms of 3-point correlators is always suppressed with respect to the factorization in terms of 2-point correlators.

The 4 -point correlators at large- $N$ behave as follows

$$
\begin{equation*}
\left\langle A_{\alpha, n} A_{\beta, m} A_{\gamma, p} A_{\delta, q}\right\rangle_{0} \propto N^{\frac{n+m+p+q}{2}} \delta_{\alpha+\beta+\gamma+\delta, 0} \tag{4.25}
\end{equation*}
$$

if $(n+m+p+q)$ is even. Sometimes it may happen, however, that the coefficient of the leading power of $N$ vanishes and the correlator scales as $N^{\frac{n+m+p+q}{2}-2}$. In this case the 4 -point correlator is irreducible since it cannot be factorized in terms of 2-point correlators. When, instead, the leading term is as in (4.25), the correlator is reducible since the following Wick-like decomposition

$$
\begin{align*}
\left\langle A_{\alpha, n} A_{\beta, m} A_{\gamma, p} A_{\delta, q}\right\rangle_{0}= & \left\langle A_{\alpha, n} A_{\beta, m}\right\rangle_{0}\left\langle A_{\gamma, p} A_{\delta, q}\right\rangle_{0}+\left\langle A_{\alpha, n} A_{\gamma, p}\right\rangle_{0}\left\langle A_{\beta, m} A_{\delta, q}\right\rangle_{0} \\
& +\left\langle A_{\alpha, n} A_{\delta, q}\right\rangle_{0}\left\langle A_{\beta, m} A_{\gamma, p}\right\rangle_{0} \tag{4.26}
\end{align*}
$$

holds at large $N$. In view of these facts, only the reducible 4-point correlators have to be considered in the large- $N$ limit, while the irreducible one, being subleading, can be neglected.

This pattern can be generalized to higher-point correlators without any difficulty.
Normal ordering. The result (4.20) implies that, starting from $A_{\alpha, n}$, one can define the normal-ordered operators $P_{\alpha, n}$ in complete analogy to the one-matrix model by applying the Gram-Schimdt diagonalization procedure within each twisted sector. Therefore, at large- $N$ we have

$$
\begin{equation*}
P_{\alpha, n}=A_{\alpha, n}+c_{n, n-2} A_{\alpha, n-2}+c_{n, n-4} A_{\alpha, n-4}+\ldots, \tag{4.27}
\end{equation*}
$$

where the coefficients $c_{n, r}$ are related to the power expansion of the Chebyshev polynomials [12]. In closed form, we can write

$$
\begin{equation*}
P_{\alpha, n}=n \sum_{k=0}^{\left[\frac{n-1}{2}\right]}(-1)^{k} \frac{N^{k}(n-k-1)!}{2^{k} k!(n-2 k)!} A_{\alpha, n-2 k} \tag{4.28}
\end{equation*}
$$

with the understanding that $A_{\alpha, n}=0$ for $n=0,1$. The explicit expressions of $P_{\alpha, n}$ for the first few values of $n$ are

$$
\begin{align*}
P_{\alpha, 2} & =A_{\alpha, 2}, \\
P_{\alpha, 3} & =A_{\alpha, 3}, \\
P_{\alpha, 4} & =A_{\alpha, 4}-2 N A_{\alpha, 2}, \\
P_{\alpha, 5} & =A_{\alpha, 5}-\frac{5}{2} N A_{\alpha, 3}, \\
P_{\alpha, 6} & =A_{\alpha, 6}-3 N A_{\alpha, 4}+\frac{9}{4} N^{2} A_{\alpha, 2}, \\
P_{\alpha, 7} & =A_{\alpha, 7}-\frac{7}{2} N A_{\alpha, 5}+\frac{7}{2} N^{2} A_{\alpha, 3} . \tag{4.29}
\end{align*}
$$

The 2-point correlators of the operators $P_{\alpha, n}$ are diagonal by construction and read as follows:

$$
\begin{equation*}
\left\langle P_{\alpha, n} P_{\beta, m}\right\rangle_{0}=n\left(\frac{N}{2}\right)^{n} \delta_{n, m} \delta_{\alpha+\beta, 0} \tag{4.30}
\end{equation*}
$$

We can further normalize these operators and define

$$
\begin{equation*}
\mathcal{P}_{\alpha, n}=\frac{1}{\sqrt{n}}\left(\frac{2}{N}\right)^{\frac{n}{2}} P_{\alpha, n} \tag{4.31}
\end{equation*}
$$

for which

$$
\begin{equation*}
\left\langle\mathcal{P}_{\alpha, n} \mathcal{P}_{\beta, m}\right\rangle_{0}=\delta_{n, m} \delta_{\alpha+\beta, 0} . \tag{4.32}
\end{equation*}
$$

|  | $\alpha=1$ | $\alpha=2$ | $\alpha=3$ | $\alpha=4$ | $\alpha=5$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $M=2$ | 1 |  |  |  |  |
| $M=3$ | $\frac{3}{4}$ | $\frac{3}{4}$ |  |  |  |
| $M=4$ | $\frac{1}{2}$ | 1 | $\frac{1}{2}$ |  |  |
| $M=5$ | $\frac{5-\sqrt{5}}{8}$ | $\frac{5+\sqrt{5}}{8}$ | $\frac{5+\sqrt{5}}{8}$ | $\frac{5-\sqrt{5}}{8}$ |  |
| $M=6$ | $\frac{1}{4}$ | $\frac{3}{4}$ | 1 | $\frac{3}{4}$ | $\frac{1}{4}$ |

Table 1: The first few values of $s_{\alpha}=\sin ^{2}\left(\frac{\pi \alpha}{M}\right)$.

We can invert the relation (4.28) to express the operators $A_{\alpha, n}$ in terms of the normalordered ones $P_{\alpha, n}$ and then of the normalized operators $\mathcal{P}_{\alpha, n}$, using the definition (4.31). Proceeding in this way, we explicitly find

$$
\begin{equation*}
A_{\alpha, n}=\left(\frac{N}{2}\right)^{\frac{n}{2}} \sum_{k=0}^{\left[\frac{n-1}{2}\right]} \sqrt{n-2 k}\binom{n}{k} \mathcal{P}_{\alpha, n-2 k} . \tag{4.33}
\end{equation*}
$$

This construction can of course be repeated also in the untwisted sector where one can define normal-ordered operators $P_{n}$ that are expressed in terms of the untwisted operators $A_{n}$ with a formula similar to (4.28), and satisfy analogous relations as the twisted operators.

### 4.3 The interaction action in terms of twisted operators

Let us now consider the effect of interactions by taking into account the action (4.5). Using the inverse of the map (4.8) one can show that

$$
\begin{equation*}
\sum_{I=0}^{M-1}\left(\operatorname{tr} a_{I}^{n}-\operatorname{tr} a_{I+1}^{n}\right)\left(\operatorname{tr} a_{I}^{m}-\operatorname{tr} a_{I+1}^{m}\right)=\sum_{\alpha=1}^{M-1} 4 \sin ^{2}\left(\frac{\pi \alpha}{M}\right) A_{\alpha, n}^{\dagger} A_{\alpha, m} . \tag{4.34}
\end{equation*}
$$

Since the factor $\sin ^{2} \frac{\alpha \pi}{M}$ will frequently occur in the formulas below, we find convenient to introduce a name for it and thus we set

$$
\begin{equation*}
\sin ^{2}\left(\frac{\pi \alpha}{M}\right) \equiv s_{\alpha} \tag{4.35}
\end{equation*}
$$

The values of these factors for the first few values of $M$ are reported for convenience in table 1.

The relation (4.34) implies a key fact: the interaction action (4.5) becomes diagonal in the basis of twisted operators. In fact, one has

$$
\begin{equation*}
S_{\mathrm{int}}=\sum_{\alpha=1}^{M-1}\left[4 s_{\alpha} \sum_{m=2}^{\infty} \sum_{k=2}^{2 m}(-1)^{m+k}\left(\frac{g^{2}}{8 \pi^{2}}\right)^{m}\binom{2 m}{k} \frac{\zeta(2 m-1)}{2 m} A_{\alpha, 2 m-k}^{\dagger} A_{\alpha, k}\right] . \tag{4.36}
\end{equation*}
$$

We can rewrite the right-hand side in terms of the normalized normal-ordered operators $\mathcal{P}_{\alpha, n}$ by means of (4.33). Rearranging the sums, we can obtain a compact form if we introduce the infinite column vectors $\mathcal{P}_{\alpha}$ containing all operators in the twisted class $\alpha$ :

$$
\mathcal{P}_{\alpha}=\left(\begin{array}{c}
\mathcal{P}_{\alpha, 2}  \tag{4.37}\\
\mathcal{P}_{\alpha, 3} \\
\mathcal{P}_{\alpha, 4} \\
\vdots
\end{array}\right) .
$$

In fact, after some straightforward manipulations, we get

$$
\begin{equation*}
S_{\mathrm{int}}=-\frac{1}{2} \sum_{\alpha=1}^{M-1} s_{\alpha} \boldsymbol{\mathcal { P }}_{\alpha}^{\dagger} \times \mathcal{P}_{\alpha} \tag{4.38}
\end{equation*}
$$

where X is an infinite symmetric matrix whose elements $\mathrm{X}_{r, s}$ vanish if $r$ and $s$ have opposite parity, namely

$$
\begin{equation*}
\mathrm{X}_{2 k+1,2 \ell}=0, \tag{4.39}
\end{equation*}
$$

while, if they are both even or both odd, they are given by

$$
\begin{equation*}
\mathrm{X}_{r, s}=-8 \sqrt{r s} \sum_{p=0}^{\infty}(-1)^{p} c_{r, s, p} \frac{\zeta(r+s+2 p-1)}{r+s+2 p}\left(\frac{\lambda}{16 \pi^{2}}\right)^{\frac{r+s+2 p}{2}}, \tag{4.40}
\end{equation*}
$$

with $\lambda$ being the ' t Hooft coupling (3.7) and

$$
\begin{equation*}
c_{r, s, p}=\sum_{\ell=0}^{p} \frac{(r+s+2 p)!}{\ell!(p-\ell)!(r+\ell)!(s+p-\ell)!}=\frac{(r+s+2 p)!(r+s+2 p)!}{p!(r+p)!(s+p)!(r+s+p)!} . \tag{4.41}
\end{equation*}
$$

For the following computations we find convenient to separate the odd and even entries of the matrix X writing

$$
\begin{equation*}
\mathrm{X}_{k, \ell}^{\text {odd }} \equiv \mathrm{X}_{2 k+1,2 \ell+1} \quad \text { and } \quad \mathrm{X}_{k, \ell}^{\text {even }} \equiv \mathrm{X}_{2 k, 2 \ell} \tag{4.42}
\end{equation*}
$$

These entries can be expressed in terms of integrals of Bessel functions of the first kind $J_{n}$. In fact one has

$$
\begin{equation*}
\mathrm{X}_{k, \ell}^{\text {odd }}=-8(-1)^{k+\ell} \sqrt{(2 k+1)(2 \ell+1)} \int_{0}^{\infty} \frac{d t}{t} \frac{\mathrm{e}^{t}}{\left(\mathrm{e}^{t}-1\right)^{2}} J_{2 k+1}\left(\frac{t \sqrt{\lambda}}{2 \pi}\right) J_{2 \ell+1}\left(\frac{t \sqrt{\lambda}}{2 \pi}\right) . \tag{4.43}
\end{equation*}
$$

This is the same expression originally introduced in [46] to write the interaction action of the matrix model for the so-called $\mathbf{E}$ theory. ${ }^{8}$ Similarly, one finds

$$
\begin{equation*}
\mathrm{X}_{k, \ell}^{\mathrm{even}}=-8(-1)^{k+\ell} \sqrt{(2 k)(2 \ell)} \int_{0}^{\infty} \frac{d t}{t} \frac{\mathrm{e}^{t}}{\left(\mathrm{e}^{t}-1\right)^{2}} J_{2 k}\left(\frac{t \sqrt{\lambda}}{2 \pi}\right) J_{2 \ell}\left(\frac{t \sqrt{\lambda}}{2 \pi}\right) \tag{4.44}
\end{equation*}
$$

Notice that the perturbative expression (4.40) is recovered by Taylor expanding the Bessel functions for small $\lambda$ and then performing the resulting integral over $t$. However, the

[^4]advantage of using the integral representations (4.43) and (4.44) is that they can be also expanded asymptotically in the regime of large $\lambda$ using the inverse Mellin transform of the product of two Bessel functions. This is what we will discuss in section 5 .

Let us finally remark that, while (4.38) expresses the interaction action in a very compact way, the contributions from the $\alpha$-th and ( $M-\alpha$ )-th sectors are equal because $\mathcal{P}_{\alpha}^{\dagger}=\mathcal{P}_{M-\alpha}$. Thus, we can also write

$$
\begin{equation*}
S_{\mathrm{int}}=\sum_{\alpha=1}^{\left[\frac{M-1}{2}\right]} S_{\mathrm{int}}^{(\alpha)}+S_{\mathrm{int}}^{(M / 2)}, \tag{4.45}
\end{equation*}
$$

with

$$
\begin{equation*}
S_{\mathrm{int}}^{(\alpha)}=-s_{\alpha} \mathcal{P}_{\alpha}^{\dagger} \times \mathcal{P}_{\alpha} \quad \text { and } \quad S_{\mathrm{int}}^{(M / 2)}=-\frac{1}{2} \mathcal{P}_{M / 2}^{T} \times \mathcal{P}_{M / 2} \tag{4.46}
\end{equation*}
$$

Of course the last term is present only when $M$ is even.
The above results make explicit the fact that, like in the Gaussian model, also in the interacting theory the correlators of the quiver multi-matrix model factorize completely in the various twisted sectors. Therefore, within each twisted sector $\alpha$, the vacuum expectation value of any function of $\mathcal{P}_{\alpha, n}$ is given by

$$
\begin{equation*}
\left\langle f\left(\mathcal{P}_{\alpha, n}\right)\right\rangle=\frac{\int \prod_{I=0}^{M-1}\left(d a_{I} \mathrm{e}^{-\operatorname{tr} a_{I}^{2}}\right) f\left(\mathcal{P}_{\alpha, n}\right) \mathrm{e}^{-S_{\text {int }}^{(\alpha)}}}{\int \prod_{I=0}^{M-1}\left(d a_{I} \mathrm{e}^{-\operatorname{tr} a_{I}^{2}}\right) \mathrm{e}^{-S_{\text {int }}^{(\alpha)}}}=\frac{\left\langle f\left(\mathcal{P}_{\alpha, n}\right) \mathrm{e}^{-S_{\text {int }}^{(\alpha)}}\right\rangle_{0}}{\left\langle\mathrm{e}^{-S_{\text {int }}^{(\alpha)}}\right\rangle_{0}} . \tag{4.47}
\end{equation*}
$$

In this approach everything is reduced to the calculation of vacuum expectation values in the free matrix model, and these can be computed using the formulas presented in section 4.2.

## 5 Exact results at large $N$

In the large- $N$ limit the correlators of twisted operators can be given an exact formal expression in terms of the matrix X introduced in the previous section. In view of the Wick property of the multi-correlators, we focus on the 2-point functions and show how to extract their perturbative expansions up to very high order in $\lambda$ with great efficiency. These expansions can then be resummed à la Padé and successfully compared with a numerical evaluation based on a Monte Carlo simulation. Moreover, using the integral representation of the X matrix, we can obtain also the leading behavior of the twisted correlators for large values of the 't Hooft coupling and provide an effective strong-coupling description in terms of a generating function.

To derive these results, in view of the remarks made at the end of the previous section, we can work independently within each twisted sector, in which the computations amount to a rather straightforward adaptation of the techniques employed in [46, 48].

### 5.1 The effective Gaussian formulation

We find convenient to start from the free matrix model in which the operators $\mathcal{P}_{\alpha, n}$ defined in (4.31) enjoy, at large $N$, the Wick property with respect to the propagator (4.32) that we rewrite as

$$
\begin{equation*}
\left\langle\mathcal{P}_{\alpha, n} \mathcal{P}_{\alpha, m}^{\dagger}\right\rangle_{0}=\delta_{n, m} \tag{5.1}
\end{equation*}
$$

for each twisted sector $\alpha$. The correlators of several operators $\mathcal{P}_{\alpha, n}$ can then be rephrased in terms of Gaussian integrals over ordinary complex variables $z_{\alpha, n}$ by writing

$$
\begin{equation*}
\left\langle\mathcal{P}_{\alpha, n_{1}} \mathcal{P}_{\alpha, n_{2}}^{\dagger} \mathcal{P}_{\alpha, n_{3}} \mathcal{P}_{\alpha, n_{4}}^{\dagger} \ldots\right\rangle_{0}=\int d^{2} \boldsymbol{z}_{\alpha} z_{\alpha, n_{1}} z_{\alpha, n_{2}}^{*} z_{\alpha, n_{3}} z_{\alpha, n_{4}}^{*} \ldots \mathrm{e}^{-\boldsymbol{z}_{\alpha}^{\dagger} \boldsymbol{z}_{\alpha}} \tag{5.2}
\end{equation*}
$$

In the right-hand side we have introduced the infinite vector

$$
\boldsymbol{z}_{\alpha}=\left(\begin{array}{c}
z_{\alpha, 2}  \tag{5.3}\\
z_{\alpha, 3} \\
\vdots
\end{array}\right)
$$

and defined the integration measure

$$
\begin{equation*}
d^{2} \boldsymbol{z}_{\alpha}=\prod_{n=2}^{\infty} \frac{d^{2} z_{\alpha, n}}{\pi} \tag{5.4}
\end{equation*}
$$

in such a way that

$$
\begin{equation*}
\int d^{2} \boldsymbol{z}_{\alpha} \mathrm{e}^{-\boldsymbol{z}_{\alpha}^{\dagger} \boldsymbol{z}_{\alpha}}=1 \tag{5.5}
\end{equation*}
$$

With these conventions, one has the "propagator"

$$
\begin{equation*}
\int d^{2} \boldsymbol{z}_{\alpha} z_{\alpha, n}^{*} z_{\alpha, m} \mathrm{e}^{-\boldsymbol{z}_{\alpha}^{\dagger} \boldsymbol{z}_{\alpha}}=\delta_{n, m} \tag{5.6}
\end{equation*}
$$

which is the counterpart of (5.1). Notice that in the twisted sector with $\alpha=M / 2$, which occurs when $M$ is even, the operators $\mathcal{P}_{M / 2, n} \equiv \mathcal{P}_{n}$ are real, and thus their correlators are expressed in terms of integrals over real variables $z_{n}$ according to

$$
\begin{equation*}
\left\langle\mathcal{P}_{n_{1}} \mathcal{P}_{n_{2}} \ldots\right\rangle_{0}=\int d \boldsymbol{z} z_{n_{1}} z_{n_{2}} \ldots \mathrm{e}^{-\frac{1}{2} \boldsymbol{z}^{T} \boldsymbol{z}} \tag{5.7}
\end{equation*}
$$

Let us now consider the interacting matrix model corresponding to the $\mathcal{N}=2$ quiver theory. As we have seen in section 4.3, within a generic twisted sector $\alpha$ the presence of the interaction amounts to the insertion of the factor

$$
\begin{equation*}
\mathrm{e}^{-S_{\mathrm{int}}^{(\alpha)}}=\mathrm{e}^{s_{\alpha} \mathcal{P}_{\alpha}^{\dagger} \times \mathcal{P}_{\alpha}} \tag{5.8}
\end{equation*}
$$

in the Gaussian model. Then, taking into account that the Wick rule exponentiates, the partition function $\mathcal{Z}_{\alpha}$ can be written as

$$
\begin{equation*}
\mathcal{Z}_{\alpha}=\left\langle\mathrm{e}^{s_{\alpha} \mathcal{P}_{\alpha}^{\dagger} \mathrm{X} \mathcal{P}_{\alpha}}\right\rangle_{0}=\int d^{2} \boldsymbol{z}_{\alpha} \mathrm{e}^{-\boldsymbol{z}_{\alpha}^{\dagger} \boldsymbol{z}_{\alpha}} \mathrm{e}^{s_{\alpha} \boldsymbol{z}_{\alpha}^{\dagger} \mathrm{X} \boldsymbol{z}_{\alpha}} \tag{5.9}
\end{equation*}
$$

from which we get ${ }^{9}$

$$
\begin{equation*}
\mathcal{Z}_{\alpha}=\left[\operatorname{det}\left(\mathbb{1}-s_{\alpha} \mathrm{X}\right)\right]^{-1} . \tag{5.10}
\end{equation*}
$$

Analogously, for $\alpha=M / 2$ we have

$$
\begin{equation*}
\mathcal{Z}_{M / 2}=[\operatorname{det}(\mathbb{1}-\mathrm{X})]^{-\frac{1}{2}} \tag{5.11}
\end{equation*}
$$

In this formulation one can easily see that the expectation values (4.47) become

$$
\begin{equation*}
\left\langle f\left(\mathcal{P}_{\alpha, n}\right)\right\rangle=\frac{1}{Z_{\alpha}} \int d^{2} \boldsymbol{z}_{\alpha} f\left(z_{\alpha, n}\right) \mathrm{e}^{-z_{\alpha}^{\dagger}\left(\mathbb{1}-s_{\alpha} x\right) z_{\alpha}}, \tag{5.12}
\end{equation*}
$$

from which it follows that

$$
\begin{equation*}
\left\langle\mathcal{P}_{\alpha, n} \mathcal{P}_{\alpha, m}^{\dagger}\right\rangle=\left(\frac{1}{\mathbb{1}-s_{\alpha} \mathbf{X}}\right)_{n, m} \equiv\left(\mathrm{D}_{\alpha}\right)_{n, m} . \tag{5.13}
\end{equation*}
$$

For $\alpha=M / 2$, using (5.7) and (5.11), we find

$$
\begin{equation*}
\left\langle\mathcal{P}_{n} \mathcal{P}_{m}\right\rangle=\left(\frac{1}{\mathbb{1}-\mathrm{X}}\right)_{n, m} \equiv\left(\mathrm{D}_{M / 2}\right)_{n, m} \tag{5.14}
\end{equation*}
$$

which is exactly what one would get by extending (5.13) to $\alpha=M / 2$, since $s_{M / 2}=$ $\sin ^{2}(\pi / 2)=1$. Thus, from now on, we will not distinguish this case any longer and write formulas that apply to all twisted classes, including $\alpha=M / 2$.

To make (5.13) and (5.14) more explicit, it is convenient to use the matrices $X^{\text {even }}$ and $X^{\text {odd }}$ introduced in (4.42), in terms of which we have

$$
\begin{equation*}
\left\langle\mathcal{P}_{\alpha, 2 k} \mathcal{P}_{\alpha, 2 \ell}^{\dagger}\right\rangle=\left(\frac{1}{\mathbb{1}-s_{\alpha} \mathrm{X}^{\text {even }}}\right)_{k, \ell} \equiv\left(\mathrm{D}_{\alpha}^{\text {even }}\right)_{k, \ell} \tag{5.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\mathcal{P}_{\alpha, 2 k+1} \mathcal{P}_{\alpha, 2 \ell+1}^{\dagger}\right\rangle=\left(\frac{1}{\mathbb{1}-s_{\alpha} \mathrm{X}^{\text {odd }}}\right)_{k, \ell} \equiv\left(\mathrm{D}_{\alpha}^{\text {odd }}\right)_{k, \ell} . \tag{5.16}
\end{equation*}
$$

Correlators involving multiple pairs of $\mathcal{P}_{\alpha, n} \mathcal{P}_{\alpha, m}^{\dagger}$ are computed using the Wick rule with the propagator $\mathrm{D}_{\alpha}$.

We point out that in the above expressions the $\lambda$-dependence is entirely encoded in the matrices $X^{\text {even }}$ and $X^{\text {odd }}$, and thus the formulas (5.15) and (5.16) are exact in $\lambda$.

[^5]
### 5.2 Twisted correlators of normal ordered operators

The twisted operators $\mathcal{P}_{\alpha, n}$ which were mutually orthogonal in the Gaussian model, are no longer so in the interacting matrix model and thus they cannot represent the twisted operators $T_{\alpha, n}(\vec{x})$ of the quiver theory, which are normal-ordered and mutually orthogonal (see (2.8b)). This problem is easily cured by applying the Gram-Schmidt procedure to the space of the operators $\mathcal{P}_{\alpha, n}$ with scalar product $\left(\mathrm{D}_{\alpha}\right)_{n m}$; in this way we obtain a set of operators $\mathcal{T}_{\alpha, n}$ which are mutually orthogonal in the interacting theory and thus can represent the twisted operators $T_{\alpha, n}(\vec{x})$, normalized so as to have a unit correlator in the free theory. In particular, the 2-point functions of the matrix operators $\mathcal{T}_{\alpha, n}$ capture, in the large- $N$ limit, the ratio of the 2-point functions in the quiver gauge theory to the ones in the non interacting theory. Since the latter coincide with the 2-point functions in the $\mathcal{N}=4 \mathrm{SU}(N)$ SYM theory, we can write

$$
\begin{equation*}
\frac{\left\langle T_{\alpha, n}(\vec{x}) T_{\alpha, n}^{\dagger}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}}=\left\langle\mathcal{T}_{\alpha, n} \mathcal{T}_{\alpha, n}^{\dagger}\right\rangle+\ldots \tag{5.17}
\end{equation*}
$$

where the correlator in the right-hand side takes the form

$$
\begin{equation*}
\left\langle\mathcal{T}_{\alpha, n} \mathcal{T}_{\alpha, n}^{\dagger}\right\rangle=1+\Delta_{\alpha, n}(\lambda) \tag{5.18}
\end{equation*}
$$

with $\Delta_{\alpha, n}(\lambda)$ vanishing for $\lambda \rightarrow 0$, and the ellipses mean $O\left(1 / N^{2}\right)$ corrections.
The ratio in (5.17) is precisely what we have computed using Feynman diagrams in section 3 at the first orders in perturbation theory. The matrix model approach provides an exact expression for this ratio in which the dependence on the coupling constant is completely determined. Indeed, the Gram-Schmidt procedure explicitly constructs the twisted operators $\mathcal{T}_{\alpha, n}$ in the form

$$
\begin{equation*}
\mathcal{T}_{\alpha, n}=\mathcal{P}_{\alpha, n}+\ldots \tag{5.19}
\end{equation*}
$$

where the dots stand for a combination of operators $\mathcal{P}_{\alpha, k}$ with $k<n$, devised in such a way that $\mathcal{T}_{\alpha, n}$ is orthogonal to all the operators of lower dimension. The combination with this property is obtained in terms of the matrix $\left(D_{\alpha}\right)_{n, m}$ introduced above, which is non-zero only if $n$ and $m$ have the same parity. This means that we actually carry out two separate Gram-Schmidt procedures for the even and odd operators, based on the use of $D_{\alpha}^{\text {even }}$ and $\mathrm{D}_{\alpha}^{\text {odd }}$ respectively. What is most relevant is that these Gram-Schmidt procedures also give an explicit expression of the 2-point functions (5.18) since one has

$$
\begin{gather*}
\left\langle\mathcal{T}_{\alpha, 2 k} \mathcal{T}_{\alpha, 2 k}^{\dagger}\right\rangle=1+\Delta_{\alpha, 2 k}(\lambda)=\frac{\operatorname{det}\left[\left(\mathrm{D}_{\alpha}^{\text {even }}\right)_{(k)}\right]}{\operatorname{det}\left[\left(\mathrm{D}_{\alpha}^{\text {even }}\right)_{(k-1)}\right]}  \tag{5.20a}\\
\left\langle\mathcal{T}_{\alpha, 2 k+1} \mathcal{T}_{\alpha, 2 k+1}^{\dagger}\right\rangle=1+\Delta_{\alpha, 2 k+1}(\lambda)=\frac{\operatorname{det}\left[\left(\mathrm{D}_{\alpha}^{\text {odd }}\right)_{(k)}\right]}{\operatorname{det}\left[\left(\mathrm{D}_{\alpha}^{\text {odd }}\right)_{(k-1)}\right]} \tag{5.20b}
\end{gather*}
$$

Here the notation $M_{(k)}$ indicates the upper-left $k \times k$ block of a matrix $M$, with the convention that $M_{(0)}=1$. The ratios of determinants in (5.20) can also be rewritten in an even more explicit form as explained in [46]. Indeed, if we denote by $M_{[k]}$ the sub-matrix obtained from $M$ by removing its first $(k-1)$ rows and columns, with the convention that $M_{[1]}=M$, then from the definition (5.13) we can prove that

$$
\begin{align*}
1+\Delta_{\alpha, 2 k}(\lambda) & =\left(\frac{1}{\mathbb{1}-s_{\alpha} \mathrm{X}_{[k]}^{\text {even }}}\right)_{1,1}  \tag{5.21a}\\
1+\Delta_{\alpha, 2 k+1}(\lambda) & =\left(\frac{1}{\mathbb{1}-s_{\alpha} \mathrm{X}_{[k]}^{\text {odd }}}\right)_{1,1} \tag{5.21b}
\end{align*}
$$

for any integer $k \geq 1$. We stress once again that these expressions are exact in $\lambda$ since the full dependence on the coupling constant is captured by the matrices $X_{[k]}^{\text {even }}$ and $X_{[k]}^{\text {odd }}$.

When $\lambda \rightarrow 0$, we can easily expand the previous expressions and find the perturbative series in a very efficient way. Indeed, one first writes

$$
\begin{align*}
\Delta_{\alpha, 2 k}(\lambda) & =s_{\alpha}\left(\mathrm{X}_{[k]}^{\text {even }}\right)_{1,1}+s_{\alpha}^{2}\left(\left(\mathrm{X}_{[k]}^{\text {even }}\right)^{2}\right)_{1,1}+s_{\alpha}^{3}\left(\left(\mathrm{X}_{[k]}^{\text {even }}\right)^{3}\right)_{1,1}+\ldots,  \tag{5.22a}\\
\Delta_{\alpha, 2 k+1}(\lambda) & =s_{\alpha}\left(\mathrm{X}_{[k]}^{\text {odd }}\right)_{1,1}+s_{\alpha}^{2}\left(\left(\mathrm{X}_{[k]}^{\text {odd }}\right)^{2}\right)_{1,1}+s_{\alpha}^{3}\left(\left(\mathrm{X}_{[k]}^{\text {odd }}\right)^{3}\right)_{1,1}+\ldots \tag{5.22b}
\end{align*}
$$

and then exploits the integral representations (4.44) and (4.43) in terms of Bessel functions and the sum rules that the latter satisfy, in order to obtain the Taylor expansion of the right-hand sides of (5.22) for small $\lambda$. For instance, up to order $\lambda^{7}$ and for the first few values of $k$ we explicitly get

$$
\begin{align*}
\Delta_{\alpha, 2}(\lambda)= & -\frac{3 s_{\alpha} \zeta(3)}{32 \pi^{4}} \lambda^{2}+\frac{5 s_{\alpha} \zeta(5)}{64 \pi^{6}} \lambda^{3}-\left(\frac{245 s_{\alpha} \zeta(7)}{4096 \pi^{8}}-\frac{9 s_{\alpha}^{2} \zeta(3)^{2}}{1024 \pi^{8}}\right) \lambda^{4} \\
& +\left(\frac{189 s_{\alpha} \zeta(9)}{4096 \pi^{10}}-\frac{15 s_{\alpha}^{2} \zeta(3) \zeta(5)}{1024 \pi^{10}}\right) \lambda^{5} \\
& -\left(\frac{38115 s_{\alpha} \zeta(11)}{1048576 \pi^{12}}-\frac{735 s_{\alpha}^{2} \zeta(3) \zeta(7)}{65536 \pi^{12}}-\frac{825 s_{\alpha}^{2} \zeta(5)^{2}}{131072 \pi^{12}}+\frac{27 s_{\alpha}^{3} \zeta(3)^{3}}{32768 \pi^{12}}\right) \lambda^{6} \\
& +\left(\frac{61347 s_{\alpha} \zeta(13)}{2097152 \pi^{14}}-\frac{567 s_{\alpha}^{2} \zeta(3) \zeta(9)}{65536 \pi^{14}}-\frac{1295 s_{\alpha}^{2} \zeta(5) \zeta(7)}{131072 \pi^{14}}+\frac{135 s_{\alpha}^{3} \zeta(3)^{2} \zeta(5)}{65536 \pi^{14}}\right) \lambda^{7}+\ldots, \tag{5.23a}
\end{align*}
$$

$$
\begin{align*}
\Delta_{\alpha, 3}(\lambda)= & -\frac{5 s_{\alpha} \zeta(5)}{256 \pi^{6}} \lambda^{3}+\frac{105 s_{\alpha} \zeta(7)}{4096 \pi^{8}} \lambda^{4}-\frac{1701 s_{\alpha} \zeta(9)}{65536 \pi^{10}} \lambda^{5}+\left(\frac{12705 s_{\alpha} \zeta(11)}{524288 \pi^{12}}+\frac{25 s_{\alpha}^{2} \zeta(5)^{2}}{65536 \pi^{12}}\right) \lambda^{6} \\
& -\left(\frac{184041 s_{\alpha} \zeta(13)}{8388608 \pi^{14}}+\frac{525 s_{\alpha}^{2} \zeta(5) \zeta(7)}{524288 \pi^{14}}\right) \lambda^{7}+\ldots \tag{5.23b}
\end{align*}
$$

$$
\begin{equation*}
\Delta_{\alpha, 4}(\lambda)=-\frac{35 s_{\alpha} \zeta(7)}{8192 \pi^{8}} \lambda^{4}+\frac{63 s_{\alpha} \zeta(9)}{8192 \pi^{10}} \lambda^{5}-\frac{2541 s_{\alpha} \zeta(11)}{262144 \pi^{12}} \lambda^{6}+\frac{5577 s_{\alpha} \zeta(13)}{524288 \pi^{14}} \lambda^{7}+\ldots \tag{5.23c}
\end{equation*}
$$

$\Delta_{\alpha, 5}(\lambda)=-\frac{63 s_{\alpha} \zeta(9)}{65536 \pi^{10}} \lambda^{5}+\frac{1155 s_{\alpha} \zeta(11)}{524288 \pi^{12}} \lambda^{6}-\frac{27885 s_{\alpha} \zeta(13)}{8388608 \pi^{14}} \lambda^{7}+\ldots$.

One can easily verify that the first perturbative terms in these expressions precisely match the results obtained from Feynman diagrams in section 3 for the quiver theories with $M=2,3,4$. This comparison also shows that the overall numerical coefficients that we pointed out at the end of section 3 are precisely the values of the coefficients $s_{\alpha}$ appropriate for the twisted sectors in the different theories.

This procedure can be efficiently implemented in a computer code; this allows us to push these expansions to very high orders with little effort. The resulting perturbative series have a finite convergence radius and are valid up to $\lambda=\pi^{2}$ [46-48]; however, they can be taken as an input for a Padé resummation and the resulting resummed expressions can be extended to values of $\lambda$ well beyond the perturbative bound, and compared with numerical simulations at intermediate or strong coupling.

### 5.3 Strong-coupling behavior

The integral representations (4.43) and (4.44) of the infinite matrices $X^{\text {odd }}$ and $X^{\text {even }}$ in terms of products of two Bessel functions allows us to obtain their strong-coupling behavior. Indeed, as shown in [47, 48], writing the product of the Bessel functions as an inverse Mellin transform, one finds that

$$
\begin{equation*}
\mathrm{X}^{\text {odd }} \underset{\lambda \rightarrow \infty}{\sim}-\frac{\lambda}{2 \pi^{2}} \mathrm{~S}^{\text {odd }}, \tag{5.24}
\end{equation*}
$$

where $S^{\text {odd }}$ is a three-diagonal infinite matrix of elements

$$
\begin{equation*}
\left(\mathrm{S}^{\mathrm{odd}}\right)_{k, \ell}=\sqrt{\frac{2 \ell+1}{2 k+1}}\left(-\frac{\delta_{k-1, \ell}}{2(2 k)(2 k-1)}+\frac{\delta_{k, \ell}}{(2 k)(2 k+2)}-\frac{\delta_{k+1, \ell}}{2(2 k+2)(2 k+3)}\right) . \tag{5.25}
\end{equation*}
$$

In appendix B, we show that an analogous result holds in the even case, namely

$$
\begin{equation*}
X^{\text {even }} \underset{\lambda \rightarrow \infty}{\sim}-\frac{\lambda}{2 \pi^{2}} S^{\text {even }}, \tag{5.26}
\end{equation*}
$$

with

$$
\begin{equation*}
\left(\mathrm{S}^{\text {even }}\right)_{k, \ell}=\sqrt{\frac{\ell}{k}}\left(-\frac{\delta_{k-1, \ell}}{2(2 k-2)(2 k-1)}+\frac{\delta_{k, \ell}}{(2 k-1)(2 k+1)}-\frac{\delta_{k+1, \ell}}{2(2 k+1)(2 k+2)}\right) . \tag{5.27}
\end{equation*}
$$

Therefore, from (5.21) we find that at strong coupling

$$
\begin{gather*}
1+\Delta_{\alpha, 2 k+1}(\lambda) \underset{\lambda \rightarrow \infty}{\sim} \frac{2 \pi^{2}}{\lambda s_{\alpha}}\left(\left(S_{[k]}^{\text {odd }}\right)^{-1}\right)_{1,1}  \tag{5.28a}\\
1+\Delta_{\alpha, 2 k}(\lambda) \underset{\lambda \rightarrow \infty}{\sim} \frac{2 \pi^{2}}{\lambda s_{\alpha}}\left(\left(S_{[k]}^{\text {even }}\right)^{-1}\right)_{1,1} \tag{5.28b}
\end{gather*}
$$

In [48] it was analytically proven that

$$
\begin{equation*}
\left(\left(S_{[k]}^{\text {odd }}\right)^{-1}\right)_{1,1}=\frac{\operatorname{det} S_{[k+1]}^{\text {odd }}}{\operatorname{det} S_{[k]}^{\text {odd }}}=2(2 k+1)(2 k) . \tag{5.29}
\end{equation*}
$$

Analogously, in appendix B we show that

$$
\begin{equation*}
\left(\left(S_{[k]}^{\mathrm{even}}\right)^{-1}\right)_{1,1}=\frac{\operatorname{det} S_{[k+1]}^{\mathrm{even}}}{\operatorname{det} S_{[k]}^{\mathrm{even}}}=2(2 k)(2 k-1) \tag{5.30}
\end{equation*}
$$

Inserting these results into (5.28), we easily realize that the odd and even cases can be compactly written in a single formula as follows

$$
\begin{equation*}
1+\Delta_{\alpha, n}(\lambda) \underset{\lambda \rightarrow \infty}{\sim} \frac{4 \pi^{2}}{\lambda s_{\alpha}} n(n-1) . \tag{5.31}
\end{equation*}
$$

Thus, in the planar limit the leading strong coupling behavior of the 2-point functions of the normal-ordered operators in the matrix model is

$$
\begin{equation*}
\left\langle\mathcal{T}_{\alpha, n} \mathcal{T}_{\alpha, n}^{\dagger}\right\rangle \underset{\lambda \rightarrow \infty}{\sim} \frac{4 \pi^{2}}{\lambda s_{\alpha}} n(n-1) . \tag{5.32}
\end{equation*}
$$

According to (5.17), this is also the strong-coupling behavior of the 2-point functions of the twisted primary operators in the quiver gauge theory at large $N$ (normalized to the ones of the $\mathcal{N}=4$ SYM theory).

### 5.4 Description through a generating function

We can summarize our findings by saying that in the planar limit the correlators of the normal-ordered twisted operators $\mathcal{T}_{\alpha, n}$ are obtained from the Wick rule with the propagator (5.18) which at strong 't Hooft coupling behaves asymptotically as in (5.32). We now rephrase these results by introducing for each twisted sector $\alpha$ a set of complex variables $\eta_{\alpha, n}$, collected in an infinite vector $\boldsymbol{\eta}_{\alpha}$, that play the role of sources for the operators $\mathcal{T}_{\alpha, n}$. Let us denote the corresponding generating function by

$$
\begin{equation*}
Z_{\alpha}\left[\boldsymbol{\eta}_{\alpha}\right]=\left\langle\mathrm{e}^{\boldsymbol{\eta}_{\alpha}^{\dagger} \mathcal{T}_{\alpha}+\boldsymbol{\mathcal { T }}_{\alpha}^{\dagger} \boldsymbol{\eta}_{\alpha}}\right\rangle . \tag{5.33}
\end{equation*}
$$

This expression generates multiple correlators through the relation

$$
\begin{equation*}
\left\langle\mathcal{T}_{\alpha, n} \mathcal{T}_{\alpha, m}^{\dagger} \mathcal{T}_{\alpha, p} \mathcal{T}_{\alpha, q}^{\dagger} \ldots\right\rangle=\left.\frac{\partial}{\partial \eta_{\alpha, n}^{\dagger}} \frac{\partial}{\partial \eta_{\alpha, m}} \frac{\partial}{\partial \eta_{\alpha, p}^{\dagger}} \frac{\partial}{\partial \eta_{\alpha, q}} \ldots Z_{\alpha}\left[\boldsymbol{\eta}_{\alpha}\right]\right|_{\boldsymbol{\eta}_{\alpha}=0} . \tag{5.34}
\end{equation*}
$$

Our results amount to the statement that at large $N$ the generating function $Z_{\alpha}\left[\boldsymbol{\eta}_{\alpha}\right]$ becomes Gaussian and reads

$$
\begin{equation*}
Z_{\alpha}\left[\boldsymbol{\eta}_{\alpha}\right]=\exp \left[\sum_{n=2}^{\infty} \eta_{\alpha, n}^{\dagger}\left(1+\Delta_{\alpha, n}(\lambda)\right) \eta_{\alpha, n}\right] . \tag{5.35}
\end{equation*}
$$

Thus we can introduce a quadratic effective action

$$
\begin{equation*}
S_{\alpha}^{\mathrm{eff}}\left[\boldsymbol{\eta}_{\alpha}\right]=-\log Z_{\alpha}\left[\boldsymbol{\eta}_{\alpha}\right]=-\sum_{n=2}^{\infty} \eta_{\alpha, n}^{\dagger}\left(1+\Delta_{\alpha, n}(\lambda)\right) \eta_{\alpha, n}, \tag{5.36}
\end{equation*}
$$

which for large $\lambda$ at leading order behaves as

$$
\begin{equation*}
S_{\alpha}^{\mathrm{eff}}\left[\boldsymbol{\eta}_{\alpha}\right] \underset{\lambda \rightarrow \infty}{\sim}-\frac{4 \pi^{2}}{\lambda s_{\alpha}} \sum_{n=2}^{\infty} n(n-1) \eta_{\alpha, n}^{\dagger} \eta_{\alpha, n} \tag{5.37}
\end{equation*}
$$

This expression represents a localized version of the effective action for the source fields $\eta_{\alpha, n}(\vec{x})$ that are associated to the (normalized) operators $T_{\alpha, n}(\vec{x})$ of the quiver theory as discussed in section 2.2 . This action should therefore be connected to the on-shell value of the action (2.31) upon enforcing the appropriate boundary conditions on the five-dimensional AdS fields $\eta_{\alpha, n}(x)$. We have not done this explicitly, but the quadratic form of (5.37) indeed matches; we will argue in section 6 that also the overall coefficient $4 \pi^{2} /\left(\lambda s_{\alpha}\right)$ has a natural interpretation in this approach.

### 5.5 Numerical checks

We now present a few numerical checks of the analytic results obtained before. As in [48], we employ two independent methods. The first one is a resummation à la Padé of the perturbative expansions of the quantities $\Delta_{\alpha, n}(\lambda)$ that are obtained by inserting the definition (4.40) of the $X$ matrix into (5.21). The second method relies on the fact that the supersymmetric localization provides an expression for the vacuum expectation value of a given observable in terms of a finite $N$-dimensional integral with a non-negative integrand (see for example (5.12)). In particular, in the large $N$-limit, the integration domain shrinks around the saddle-point configuration so that the computation can be performed using Monte Carlo methods.

Padé approximants. As it was discussed in section 5.2, in the weak-coupling regime the quantities $\Delta_{\alpha, n}(\lambda)$ are expressed as a perturbative series of the form

$$
\begin{equation*}
\Delta_{\alpha, n}(\lambda)=\sum_{\ell=n}^{+\infty} c_{\ell}^{(\alpha, n)}\left(\frac{\lambda}{\pi^{2}}\right)^{\ell} \tag{5.38}
\end{equation*}
$$

where the coefficients $c_{\ell}^{(\alpha, n)}$ can be efficiently computed up to very high orders. The first few of them can be read from the explicit formulas (5.23). The radius of converge of these series is $\lambda=\pi^{2}$ (see [46-48]). However, we can extract information on the region $\lambda>\pi^{2}$ by considering the series truncated at some order $L$ and its diagonal Padé approximant [64]

$$
\begin{equation*}
P_{[K / K]}\left(\Delta_{\alpha, n}\right)=\left[\sum_{\ell=n}^{L} c_{\ell}^{(\alpha, n)}\left(\frac{\lambda}{\pi^{2}}\right)^{\ell}\right]_{[K / K]} \tag{5.39}
\end{equation*}
$$

where $K$ is the degree of the polynomial which must satisfy $K<L / 2$. The functions obtained in this way are shown for some cases by the solid lines in figures 5 and 8 below.

Monte Carlo methods. In principle there are several Monte Carlo (MC) algorithms that can be used to evaluate the 2-point functions (5.17). Given the level of precision that we want to reach, we choose to employ a Metropolis-Hastings algorithm (see [65]), which was already considered in [44, 48]. We refer the reader to these works for technical details
concerning its implementation, while here we just schematically summarize it. Given an initial configuration $Y$ of the eigenvalues $\left\{a_{I, u}\right\}$ (with $u=1, \ldots, N$ ) associated to the $\mathrm{SU}(N)_{I}$ gauge group of the quiver matrix model, the algorithm generates a Markov chain of configurations $\left\{Y_{n}\right\}$ obeying detailed balance. Then the vacuum expectation value of an observable $\mathcal{O}\left(Y_{j}\right)$ is computed taking the arithmetic average over the elements of the chain, namely ${ }^{10}$

$$
\begin{equation*}
\left\langle\mathcal{O}\left(Y_{j}\right)\right\rangle=\frac{1}{n} \sum_{j=1}^{n} \mathcal{O}\left(Y_{j}\right) \tag{5.40}
\end{equation*}
$$

In principle MC methods can be applied for arbitrary values of the conformal dimension $n$ of the operators $\mathcal{T}_{\alpha, n}$ and for arbitrary quiver theories. However, in order to be concrete and deal with an acceptable computational cost, here we have decided to focus on the cases $n=2,3$ for the quivers with $M=2,3,4$. We have performed the MC computations for different values of the pair $(N, \lambda)$ and observed that, at fixed $\lambda$ and for increasing values of $N$, the MC points tend to the Padé curves. This is a clear sign of the validity of our numerical simulations.

Results. For $M=2$, we expect from (5.31) that

$$
\begin{equation*}
1+\Delta_{1,2}(\lambda) \underset{\lambda \rightarrow \infty}{\sim} \frac{8 \pi^{2}}{\lambda} \quad \text { and } \quad 1+\Delta_{1,3}(\lambda) \underset{\lambda \rightarrow \infty}{\sim} \frac{24 \pi^{2}}{\lambda}, \tag{5.41}
\end{equation*}
$$

and indeed this behavior is confirmed by the numerical checks we have performed. The analogous curves for the quivers with $M=3,4$ are simply obtained by multiplying the right-hand sides by the factor $1 / s_{\alpha}$ with $\alpha=1$, which from (4.35) is

$$
\frac{1}{s_{1}}=\left\{\begin{array}{l}
\frac{4}{3} \text { for } M=3  \tag{5.42}\\
2 \text { for } M=4
\end{array}\right.
$$

Again our numerical simulations in these cases confirm the expected behavior.
As an example, in figure 5 we collect our results for the function $1+\Delta_{1,3}(\lambda)$ evaluated in the $M=4$ quiver theory with the methods discussed above. The black dashed line represents the prediction based on the strong-coupling analysis, namely $48 \pi^{2} / \lambda$; the red solid line represents the curve obtained from the Padé approximant of order $K=70$ of the perturbative series. When $\lambda$ increases, the Padé extrapolation nicely tends towards the strong-coupling curve. The colored points (with error bars) represent the results of the MC simulations for different values of $N$. When $N$ increases we clearly see that, as anticipated, these points move towards the Padé curve. We have observed the same features in all other cases we have considered.

Moreover, in order to test the occurrence of the factors (5.42), we have fixed the values of $\lambda$ and, for different values of $N$, have evaluated numerically the ratio between the 2-point functions (5.32) in the quivers with 3 and 4 nodes, respectively, and the same correlators
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Figure 5: Padé curve (red solid curve), MC data (colored points) and the strong-coupling prediction (black dashed curve) for the function $1+\Delta_{1,3}(\lambda)$ in the range $1000 \pi^{2} \leq \lambda \leq$ $5000 \pi^{2}$ of the $M=4$ quiver theory. The Padé curve is obtained from the diagonal Padé approximant of order 70 of the perturbative series, while the strong-coupling prediction is $48 \pi^{2} / \lambda$. One clearly sees that, as $N$ increases, the MC points systematically tend towards the Padé curve.
in the quiver with 2 nodes. In figure 6 we report our findings in the case $n=3$ for the ratio between the $M=3$ and $M=2$ quivers, which we expect to be $4 / 3$. Similarly, in figure 7 we report the results for the ratio between the $M=4$ and the $M=2$ theories, which we expect to be 2 . In both cases, taking into account the error bars, we observe that the MC points are indeed localized in a range very closed to the asymptotic theoretical prediction, and tend towards it for increasing values of $\lambda$.

Finally, we have considered the case $n=2$ in the quivers with $M=2,3,4$. Even if in principle there are no obstructions to use the same MC algorithm, in practice the computational cost in this case turns out to be higher. This mainly due the fact that the expected strong-coupling values for $n=2$ are much lower than those for operators of conformal dimension $n>2$. Therefore, in order to have an acceptable computational time and still be able to provide a good resolution between the MC points and the Padé curve, we have considered a lower range for the coupling, namely $100 \leq \lambda / \pi^{2} \leq 500$, and set $N=50$. The results we have obtained are reported in figure 8 where we observe that the MC points follow the behavior of the corresponding Padé curves. Moreover, for large values of $\lambda$, the Padé curves tend towards the corresponding strong-coupling theoretical predictions. We regard these features as a nice consistency check of the whole analysis.


Figure 6: Ratio between the 2-point function (5.17) for $n=3$ in the circular quiver with $M=3$ and those found in the circular quiver with $M=2$, in the range $1000 \pi^{2} \leq \lambda \leq$ $5000 \pi^{2}$ and for $N=50,100,150$. The expected ratio is $4 / 3$.

## 6 Discussion

The main result of this paper has been the calculation of the 2-point correlation functions of the primary single-trace untwisted and twisted operators of the $\mathcal{N}=2$ superconformal quiver theory in the large- $N$ limit. Normalizing to the 2 -point functions of the $\mathcal{N}=4 \mathrm{SYM}$ theory, we have found

$$
\begin{align*}
& \frac{\left\langle U_{\alpha, n}(\vec{x}) U_{\alpha, n}^{\dagger}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}}=1+O\left(N^{-2}\right)  \tag{6.1a}\\
& \frac{\left\langle T_{\alpha, n}(\vec{x}) T_{\alpha, n}^{\dagger}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}}=1+\Delta_{\alpha, n}(\lambda)+O\left(N^{-2}\right), \tag{6.1b}
\end{align*}
$$

where the function $\Delta_{\alpha, n}(\lambda)$ is given in terms of the infinite matrix X as shown in (5.21). We stress the entire dependence on $\lambda$ is captured in this expression, so that we can use it to investigate the properties of the twisted correlators in the various regimes. When $\lambda$ is small, we can expand $\Delta_{\alpha, n}(\lambda)$ in power series and obtain the perturbative expansion, retrieving at the first orders the results of the Feynman diagram calculations. When $\lambda$ is large, we exploit the properties of the Bessel functions contained in the $X$ matrix and find


Figure 7: Ratio between the 2-point function (5.17) for $n=3$ in the circular quiver with $M=4$ and those found in the circular quiver with $M=2$, in the range $1000 \pi^{2} \leq \lambda \leq$ $5000 \pi^{2}$ and for $N=50,100,150$. The expected ration in this case is 2.
that the leading term in the asymptotic expansion of the twisted correlator is

$$
\begin{equation*}
\frac{\left\langle T_{\alpha, n}(\vec{x}) T_{\alpha, n}^{\dagger}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}} \underset{\lambda \rightarrow \infty}{\sim} \frac{4 \pi^{2}}{\lambda s_{\alpha}} n(n-1) \tag{6.2}
\end{equation*}
$$

This result has been successfully checked against numerical simulations based on Monte Carlo methods.

It is interesting to observe that the $n$-independent prefactor in (6.2) has a nice interpretation in the holographic dual theory. Indeed, from the AdS/CFT correspondence [60, 61] one knows that the 2-point functions of the conformal field theory are proportional to the normalization of the supergravity action in the Anti-de Sitter background. For the $\mathcal{N}=4$ SYM theory, the latter is the normalization of the supergravity action in ten dimensions, that is

$$
\begin{equation*}
\frac{1}{2 \kappa_{10}^{2}}=\frac{1}{(2 \pi)^{7} \alpha^{\prime 4} g_{s}^{2}}=\frac{4 N^{2}}{(2 \pi)^{5} R^{8}} \tag{6.3}
\end{equation*}
$$

where the first equality follows from (2.20), while the last expression arises upon using the fact that the radius $R$ of the Anti-de Sitter space is given by

$$
\begin{equation*}
R^{4}=4 \pi g_{s} N \alpha^{\prime 2}=\lambda \alpha^{\prime 2} \tag{6.4}
\end{equation*}
$$

On the other hand, the 2-point functions in the $\alpha$ twisted sector of the quiver theory are proportional to the normalization of the six-dimensional action of the scalars dual to the


Figure 8: Padé curves (solid lines), MC data (points with error bars) and the large- $\lambda$ theoretical predictions for $1+\Delta_{1,2}(\lambda)$ (dashed curves) in the range $100 \pi^{2} \leq \lambda \leq 1000 \pi^{2}$ for $N=50$ and $M=2$ (green), 3 (red) and 4 (blue).
twisted operators, which, as discussed in section 2.2 (see in particular (2.31)) is given by

$$
\begin{equation*}
\frac{1}{2 \kappa_{6}^{2}} \frac{1}{\sin ^{2}\left(\frac{\pi \alpha}{M}\right)}=\frac{4 N^{2}}{(2 \pi)^{5} R^{4}} \frac{4 \pi^{2}}{\lambda s_{\alpha}} \tag{6.5}
\end{equation*}
$$

where we have used $(2.22),(4.35)$ and (6.4). Thus, from this argument we expect that the ratio of the twisted correlators in the quiver theory with respect to those of the $\mathcal{N}=4 \mathrm{SYM}$ theory is proportional to the ratio of (6.5) and (6.3), which in units of the AdS radius is

$$
\begin{equation*}
\frac{4 \pi^{2}}{\lambda s_{\alpha}} . \tag{6.6}
\end{equation*}
$$

This is precisely what we find in (6.2) from the strong-coupling analysis of the matrix model results. Of course, as already mentioned, if one only considers the 2 -point functions, there is a normalization ambiguity in the holographic calculation [63]. Nevertheless we find remarkable that our strong-coupling extrapolation of the matrix model results captures the $1 / \lambda$ dependence suggested by the normalizations of the dual supergravity actions. It is therefore reasonable to expect that the remaining $n$-dependent factors in (6.2) should follow when the supergravity action for the normalized twisted scalars is localized on the AdS boundary by imposing appropriate boundary conditions.

It would be interesting to explicitly verify this fact and also to extend our analysis to higher-point correlation functions and to the sub-leading terms in the expansion for large
$\lambda$ (some preliminary results on this have already been obtained [66]). In this way one could investigate the properties of this asymptotic expansion, which is known to be nonBorel summable, and see what kind of non-perturbative completion is required to make it well-defined, similarly to what has been recently discussed in [67,68] in the context to the $\mathcal{N}=4$ SYM theory. In this respect, it would be interesting also to study the role played by instantons in the limit $N \rightarrow \infty$ with $g$ fixed both in the quiver models and in their orientifold descendants.
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## A Notations and conventions

Here we collect our notations and conventions for the various types of indices used throughout the text:

- labels of the $\mathbb{Z}_{M}$-quiver nodes: $I, J=0, \ldots, M-1$,
- 2-cycles of the $\mathbb{Z}_{M}$-orbifold singularity: $i, j, \ldots=1, \ldots, M-1$,
- twisted sectors: $\alpha, \beta, \cdots=1, \ldots, M-1$,
- conformal dimensions: $n, m, \ldots=2, \ldots, \infty$
- $\operatorname{SU}(N)$ adjoint indices: $a, b, c, \ldots=1, \ldots, N^{2}-1$.
- $\operatorname{SU}(N)$ fundamental indices: $u, v, \hat{u}, \hat{v}=1, \ldots, N$.
- $\operatorname{SU}(N)$ bi-fundamental indices: $A, B=1, \ldots, N^{2}$.


## B Properties of the matrix $X^{\text {even }}$ at strong coupling

Consider the infinite matrix $X^{\text {even }}$ whose matrix elements are given in (4.44). To find its behavior for large $\lambda$, one can start by writing the products of Bessel functions appearing in its definition as an inverse Mellin transform, namely

$$
\begin{equation*}
J_{2 k}\left(\frac{t \sqrt{\lambda}}{2 \pi}\right) J_{2 \ell}\left(\frac{t \sqrt{\lambda}}{2 \pi}\right)=\int_{-\mathrm{i} \infty}^{+\mathrm{i} \infty} \frac{d s}{2 \pi \mathrm{i}} \frac{\Gamma(-s) \Gamma(2 s+2 k+2 \ell+1)}{\Gamma(s+2 k+1) \Gamma(s+2 \ell+1) \Gamma(s+2 k+2 \ell+1)}\left(\frac{t \sqrt{\lambda}}{4 \pi}\right)^{2 s+2 k+2 \ell} . \tag{B.1}
\end{equation*}
$$

Inserting this expression in the definition (4.44) and using the identity

$$
\begin{equation*}
\int_{0}^{\infty} d t \frac{\mathrm{e}^{t}}{\left(\mathrm{e}^{t}-1\right)^{2}} t^{2 s+2 k+2 \ell-1}=\Gamma(2 s+2 k+2 \ell) \zeta(2 s+2 k+2 \ell-1) \tag{B.2}
\end{equation*}
$$

we can write the matrix elements of $X^{\text {even }}$ as follows:

$$
\begin{align*}
\mathrm{X}_{k, \ell}^{\text {even }}= & -8(-1)^{k+\ell \sqrt{2 k 2 \ell}} \\
& \int_{-\mathrm{i} \infty}^{+\mathrm{i} \infty} \frac{d s}{2 \pi \mathrm{i}} \frac{\Gamma(-s) \Gamma(2 s+2 k+2 \ell+1) \Gamma(2 s+2 k+2 \ell) \zeta(2 s+2 k+2 \ell-1)}{\Gamma(s+2 k+1) \Gamma(s+2 \ell+1) \Gamma(s+2 k+2 \ell+1)}\left(\frac{\sqrt{\lambda}}{4 \pi}\right)^{2 s+2 k+2 \ell} . \tag{B.3}
\end{align*}
$$

When $\lambda \rightarrow \infty$, the asymptotic expansion of this expression receives contributions from the poles on the negative real axis and reads

$$
\begin{align*}
\mathrm{X}_{k, \ell}^{\text {even }}= & -8(-1)^{k+\ell} \sqrt{2 k 2 \ell}\left[\frac { \lambda } { 1 6 \pi ^ { 2 } } \left(\frac{\delta_{k-1, \ell}}{(2 k-2)(2 k-1) 4 k}+\frac{\delta_{k, \ell}}{(2 k-1) 2 k(2 k+1)}\right.\right. \\
& \left.\left.+\frac{\delta_{k+1, \ell}}{4 k(2 k+1)(2 k+2)}\right)-\frac{\delta_{k, \ell}}{24(2 k)}+O\left(\frac{1}{\sqrt{\lambda}}\right)\right] . \tag{B.4}
\end{align*}
$$

This justifies the expression given in (5.26) of the leading behavior of $X^{\text {even }}$ in terms of the matrix $\mathrm{S}^{\text {even }}$ introduced in (5.27).

To compute the invariants connected with $\mathrm{S}^{\text {even }}$, it is convenient to introduce the asymmetric matrix Y with rational entries

$$
\begin{equation*}
\mathrm{Y}_{k, \ell}=\left(\frac{\delta_{k-1, \ell}}{4 k(2 k-1)}+\frac{\delta_{k, \ell}}{(2 k-1)(2 k+1)}+\frac{\delta_{k+1, \ell}}{4 k(2 k+1)}\right), \tag{B.5}
\end{equation*}
$$

which is related to $S^{\text {even }}$ by a similarity transformation

$$
\begin{equation*}
\mathrm{Y}=\mathrm{T}^{-1} \mathrm{~S}^{\text {even }} \mathrm{T}, \tag{B.6}
\end{equation*}
$$

where T is a diagonal matrix with entries

$$
\begin{equation*}
\mathrm{T}_{k, \ell}=(-1)^{k} \sqrt{2 k} \delta_{k, \ell} \tag{B.7}
\end{equation*}
$$

Of course, (B.6) implies $\operatorname{det} S=\operatorname{det} Y$ and $\operatorname{tr} S=\operatorname{tr} Y$.
In turn, $Y$ can be written in terms of a matrix $\Lambda$ with integer entries as follows:

$$
\begin{equation*}
Y=N \Lambda \tag{B.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{N}_{k, \ell}=\frac{\delta_{k \ell}}{2(2 k-1) 2 k(2 k+1)}, \tag{B.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda_{k, \ell}=(2 k+1) \delta_{k-1, \ell}+4 k \delta_{k, \ell}+(2 k-1) \delta_{k+1, \ell} . \tag{B.10}
\end{equation*}
$$

In fact, we are interested in the determinants of the matrices $\mathrm{Y}_{[k]}$ obtained from Y by removing the first $(k-1)$ rows and columns. In analogy with (B.8), we write

$$
\begin{equation*}
\mathrm{Y}_{[k]}=\mathrm{N}_{[k]} \Lambda_{[k]}, \tag{B.11}
\end{equation*}
$$

so that

$$
\begin{equation*}
\operatorname{det} \mathrm{Y}_{[k]}=\prod_{\ell=k}^{\infty}\left(\frac{1}{4 \ell(2 \ell-1)(2 \ell+1)}\right) \operatorname{det} \Lambda_{[k]} . \tag{B.12}
\end{equation*}
$$

The matrix $\Lambda_{[k]}$ is explicitly given by

$$
\begin{equation*}
\Lambda_{[k]}=\left(\right) \tag{B.13}
\end{equation*}
$$

and its determinant is equal to the determinant of the matrix

$$
\Lambda_{[k]}^{\prime}=\left(\begin{array}{ccccccc}
4 k & 2 k-1 & 0 & 0 & 0 & 0 &  \tag{B.14}\\
-2 k+3 & 2 k+5 & 2 k+1 & 0 & 0 & 0 & \\
2 k-3 & 0 & 2 k+7 & 2 k+3 & 0 & 0 & \cdots \\
-2 k+3 & 0 & 0 & 2 k+9 & 2 k+5 & 0 & \\
& & \vdots & & &
\end{array}\right)
$$

which is obtained from $\Lambda_{[k]}$ by summing with alternating signs its rows. The determinant of $\Lambda^{\prime}{ }_{[k]}$ can be easily computed by expanding with respect to its first column. In this way we have

$$
\begin{align*}
\operatorname{det} \Lambda_{[k]}^{\prime}= & 4 k \prod_{\ell=k+2}^{\infty}(2 \ell+1)+(2 k-3)(2 k-1) \prod_{\ell=k+3}^{\infty}(2 \ell+1) \\
& +(2 k-3)(2 k-1)(2 k+1) \prod_{\ell=k+4}^{\infty}(2 \ell+1)+\ldots  \tag{B.15}\\
= & {\left[\frac{4 k}{2 k+3}+\frac{(2 k-3)(2 k-1)}{(2 k+3)(2 k+5)}+\frac{(2 k-3)(2 k-1)(2 k+1)}{(2 k+3)(2 k+5)(2 k+7)}+\ldots\right] \prod_{\ell=k+1}^{\infty}(2 \ell+1) . }
\end{align*}
$$

With a few simple manipulations we can rewrite the last line and get

$$
\begin{align*}
\operatorname{det} \Lambda^{\prime}{ }_{[k]} & =\left[\frac{4 k}{2 k+3}-1-\frac{k-3 / 2}{k+3 / 2}+\sum_{n=0}^{\infty} \frac{(k-3 / 2)_{n}}{(k+3 / 2)_{n}}\right] \prod_{\ell=k+1}^{\infty}(2 \ell+1) \\
& =\sum_{n=0}^{\infty} \frac{(k-3 / 2)_{n}}{(k+3 / 2)_{n}} \prod_{\ell=k+1}^{\infty}(2 \ell+1)=F(k-3 / 2,1, k+3 / 2 ; 1) \prod_{\ell=k+1}^{\infty}(2 \ell+1) . \tag{B.16}
\end{align*}
$$



Figure 9: The quiver diagram for the $M=2$ theory; the dashed line represents the mirror effect of the orientifold action.
where $(a)_{n}$ is the Pochhammer symbol and $F$ is the hypergeometric function. From the properties of the latter, we obtain

$$
\begin{align*}
\operatorname{det} \Lambda_{[k]}^{\prime} & =\frac{\Gamma(k+3 / 2) \Gamma(2)}{\Gamma(3) \Gamma(k+1 / 2)} \prod_{\ell=k+1}^{\infty}(2 \ell+1) \\
& =\frac{2 k+1}{4} \prod_{\ell=k+1}^{\infty}(2 \ell+1)=\frac{1}{4} \prod_{\ell=k}^{\infty}(2 \ell+1) . \tag{B.17}
\end{align*}
$$

Using (B.17) in (B.12), we finally have

$$
\begin{equation*}
\operatorname{det} \mathrm{Y}_{[k]}=\frac{1}{4} \prod_{\ell=k}^{\infty}\left(\frac{1}{4 \ell(2 \ell-1)}\right) \tag{B.18}
\end{equation*}
$$

As discussed in section 5.3, to determine the strong coupling behavior of the 2-point functions of twisted operators of dimension $2 k$, we need to compute the ratio $\operatorname{det} S_{[k+1]}^{\text {even }} / \operatorname{det} S_{[k]}^{\text {even }}$. Taking into account the observation after (B.7) and using the result (B.18), we find

$$
\begin{equation*}
\frac{\operatorname{det} \mathrm{S}_{[k+1]}^{\text {even }}}{\operatorname{det} \mathrm{S}_{[k]}^{\text {even }}}=\frac{\operatorname{det} \mathrm{Y}_{[k+1]}}{\operatorname{det} \mathrm{Y}_{[k]}}=4 k(2 k-1), \tag{B.19}
\end{equation*}
$$

which is the formula in (5.30) of the main text.

## C The $M=2$ quiver theory and its orientifold

In this appendix we consider in detail the quiver theory with 2 nodes represented in figure 9 .
This quiver theory is particularly interesting since it is the parent of the $\mathcal{N}=2$ superconformal $\operatorname{SU}(N)$ gauge theory with one symmetric and one anti-symmetric hypermultiplet that arises by taking a suitable orientifold projection (see for example [27]). This latter theory, also called $\mathbf{E}$ theory in [15], has been recently studied in detail in a series of papers [46-48] using matrix model techniques, and some of its strong coupling properties have been elucidated. Moreover, this orientifold theory admits an holographic dual of the form $\operatorname{AdS}_{5} \times S^{5} / \mathbb{Z}_{2}[69]$. We now provide some details on the connection between the 2-node quiver theory and the $\mathbf{E}$ theory.

When $M=2$, there is only one self-conjugate twisted sector and thus the index $\alpha$ used in the main text takes only one value and can be suppressed. In this quiver theory, the
single-trace chiral primary operators, written in terms of the chiral fields of the two vector multiplets, are

$$
\begin{align*}
& U_{n}(\vec{x})=\frac{1}{\sqrt{2}}\left(\operatorname{tr} \Phi_{0}(\vec{x})^{n}+\operatorname{tr} \Phi_{1}(\vec{x})^{n}\right),  \tag{C.1a}\\
& T_{n}(\vec{x})=\frac{1}{\sqrt{2}}\left(\operatorname{tr} \Phi_{0}(\vec{x})^{n}-\operatorname{tr} \Phi_{1}(\vec{x})^{n}\right) . \tag{C.1b}
\end{align*}
$$

The anti-chiral operators $\bar{U}_{n}$ and $\bar{T}_{n}$ are defined in a similar manner with the chiral fields replaced by their complex conjugate, so that (see (2.6))

$$
\begin{equation*}
\bar{U}_{n}=U_{n}^{\dagger} \quad \text { and } \quad \bar{T}_{n}=T_{n}^{\dagger} . \tag{C.2}
\end{equation*}
$$

We are interested in the 2-point functions of these operators, normalized with respect to those of the $\mathcal{N}=4$ SYM theory, namely

$$
\begin{equation*}
\frac{\left\langle U_{n}(\vec{x}) \bar{U}_{n}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}} \quad \text { and } \quad \frac{\left\langle T_{n}(\vec{x}) \bar{T}_{n}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}} . \tag{C.3}
\end{equation*}
$$

which we compute using the matrix model techniques explained in the main text.
From the formulas in section 4, we see that the partition function of the matrix model corresponding to the $M=2$ quiver theory is

$$
\begin{equation*}
\mathcal{Z}=\int d a_{0} d a_{1} \mathrm{e}^{-\operatorname{tr} a_{0}^{2}-\operatorname{tr} a_{1}^{2}-S_{\mathrm{int}}} \tag{C.4}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{\mathrm{int}}=2 \sum_{m=2}^{\infty} \sum_{k=2}^{2 m}(-1)^{m+k}\left(\frac{g^{2}}{8 \pi^{2}}\right)^{m}\binom{2 m}{k} \frac{\zeta(2 m-1)}{2 m}\left(\operatorname{tr} a_{0}^{2 m-k}-\operatorname{tr} a_{1}^{2 m-k}\right)\left(\operatorname{tr} a_{0}^{k}-\operatorname{tr} a_{1}^{k}\right) . \tag{C.5}
\end{equation*}
$$

It is manifest from this expression that only the twisted combinations

$$
\begin{equation*}
\left(\operatorname{tr} a_{0}^{\ell}-\operatorname{tr} a_{1}^{\ell}\right) \tag{C.6}
\end{equation*}
$$

appear in the interaction action $S_{\text {int }}$. Such combinations are not orthogonal to each other, not even in the free Gaussian model. Performing the Gram-Schmidt procedure, we then introduce the normal-ordered twisted combinations $\mathcal{P}_{\ell}$, which are orthonormal with respect to the Gaussian measure (see (4.31)), and rewrite $S_{\text {int }}$ as

$$
\begin{align*}
S_{\text {int }} & =-\frac{1}{2} \sum_{k, \ell=2}^{\infty} \mathcal{P}_{k} \mathrm{X}_{k, \ell} \mathcal{P}_{\ell} \\
& =-\frac{1}{2} \sum_{k, \ell=1}^{\infty} \mathcal{P}_{2 k} \mathrm{X}_{k, \ell}^{\text {even }} \mathcal{P}_{2 \ell}-\frac{1}{2} \sum_{k, \ell=1}^{\infty} \mathcal{P}_{2 k+1} \mathrm{X}_{k, \ell}^{\text {odd }} \mathcal{P}_{2 \ell+1} \tag{C.7}
\end{align*}
$$

where the infinite matrices $X, X^{\text {even }}$ and $X^{\text {odd }}$ are defined in (4.39) - (4.44) of the main text. Then, using these expression and following the general procedure explained in sections 5.1 and 5.2 , in the large- $N$ limit we find

$$
\begin{align*}
& \frac{\left\langle U_{n}(\vec{x}) \bar{U}_{n}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}}=1+O\left(N^{-2}\right),  \tag{C.8a}\\
& \frac{\left\langle T_{n}(\vec{x}) \bar{T}_{n}(\overrightarrow{0})\right\rangle}{\left\langle O_{n}(\vec{x}) \bar{O}_{n}(\overrightarrow{0})\right\rangle_{0}}=1+\Delta_{n}(\lambda)+O\left(N^{-2}\right), \tag{C.8b}
\end{align*}
$$

where

$$
\begin{equation*}
1+\Delta_{2 k}(\lambda)=\left(\frac{1}{\mathbb{1}-\mathrm{X}_{[k]}^{\text {even }}}\right)_{1,1} \quad \text { and } \quad 1+\Delta_{2 k+1}(\lambda)=\left(\frac{1}{\mathbb{1}-\mathrm{X}_{[k]}^{\text {odd }}}\right)_{1,1} \tag{C.9}
\end{equation*}
$$

in agreement with the general formulas (5.21).
We now analyze what happens when an orientifold projection is performed and the $M=2$ quiver theory is reduced to the $\mathbf{E}$ theory. This orientifold action enforces some identifications of some states of the original quiver theory, which are obtained by means of

$$
\begin{equation*}
\Phi_{0}(\vec{x}) \rightarrow \Phi(\vec{x}), \quad \Phi_{1}(\vec{x}) \rightarrow-\Phi(\vec{x}) \tag{C.10}
\end{equation*}
$$

where $\Phi$ is the scalar field of the single vector multiplet of the $\mathbf{E}$ theory. As a consequence of this identification, only a subset of the untwisted and twisted operators (C.1) survive. Specifically, only the untwisted operators of even dimension and the twisted operators of odd dimensions are kept, while all others are removed. Indeed, we have

$$
\left\{\begin{array}{l}
U_{2 k}(\vec{x}) \rightarrow \sqrt{2} \operatorname{tr} \Phi^{2 k}(\vec{x}) \equiv \sqrt{2} O_{2 k}(\vec{x})  \tag{C.11}\\
U_{2 k+1}(\vec{x}) \rightarrow 0 \\
T_{2 k}(\vec{x}) \rightarrow 0 \\
T_{2 k+1}(\vec{x}) \rightarrow \sqrt{2} \operatorname{tr} \Phi^{2 k+1}(\vec{x}) \equiv \sqrt{2} O_{2 k+1}(\vec{x})
\end{array}\right.
$$

We therefore see that in the $\mathbf{E}$ theory the chiral operators $O_{2 k}$ of even dimension arise from untwisted combinations in the original quiver theory, while the chiral operators $O_{2 k+1}$ of odd dimension are of twisted type. This fact was already pointed out in [48] and has a nice counterpart in the holographically dual description as observed in [69].

In the matrix model description the identification (C.10) is implemented by the rule

$$
\begin{equation*}
a_{0} \rightarrow a, \quad a_{1} \rightarrow-a . \tag{C.12}
\end{equation*}
$$

Correspondingly, the partition function (C.4) becomes

$$
\begin{equation*}
\mathcal{Z}^{(\mathbf{E})}=\int d a \mathrm{e}^{-\operatorname{tr} a^{2}-S_{\mathrm{int}}^{(\mathbf{E})}} \tag{C.13}
\end{equation*}
$$

where ${ }^{11}$

$$
\begin{equation*}
S_{\mathrm{int}}^{(\mathbf{E})}=4 \sum_{\ell, m=1}^{\infty}(-1)^{m+\ell}\left(\frac{g^{2}}{8 \pi^{2}}\right)^{m+\ell+1} \frac{(2 m+2 \ell+1)!}{(2 m+1)!(2 \ell+1)!} \zeta(2 m+2 \ell+1) \operatorname{tr} a^{2 m+1} \operatorname{tr} a^{2 \ell+1} . \tag{C.14}
\end{equation*}
$$

Only the traces of odd powers of $a$ appear in the interaction action, which therefore can be written as

$$
\begin{equation*}
S_{\mathrm{int}}^{(\mathbf{E})}=-\frac{1}{2} \sum_{k, \ell=1}^{\infty} \mathcal{P}_{2 k+1} \mathrm{X}_{k, \ell}^{\text {odd }} \mathcal{P}_{2 \ell+1} \tag{C.15}
\end{equation*}
$$

where $\mathcal{P}_{2 k+1}$ are the orthonormal combinations obtained from $\operatorname{tr} a^{2 k+1}$ by applying the Gram-Schmidt procedure with respect to the Gaussian measure. This is precisely the same expression obtained in [48].

Using this matrix model and following the procedure explained above, it is immediate to obtain the 2-point functions of the primary operators in the $\mathbf{E}$ theory. For those with even dimension, which stem from untwisted operators of the quiver theory, we simply have to use (C.8a), while for the operators of odd dimension, which are of twisted type, we read the result from (C.8b). Explicitly, we have

$$
\begin{align*}
\frac{\left\langle O_{2 k}(\vec{x}) \bar{O}_{2 k}(\overrightarrow{0})\right\rangle}{\left\langle O_{2 k}(\vec{x}) \bar{O}_{2 k}(\overrightarrow{0})\right\rangle_{0}} & =1+O\left(N^{-2}\right),  \tag{C.16a}\\
\frac{\left\langle O_{2 k+1}(\vec{x}) \bar{O}_{2 k+1}(\overrightarrow{0})\right\rangle}{\left\langle O_{2 k+1}(\vec{x}) \bar{O}_{2 k+1}(\overrightarrow{0})\right\rangle_{0}} & =1+\Delta_{2 k+1}(\lambda)+O\left(N^{-2}\right), \tag{C.16b}
\end{align*}
$$

where $\Delta_{2 k+1}(\lambda)$ is defined in (C.9). These results are in full agreement with [48].
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[^0]:    ${ }^{1}$ In the 't Hooft limit, the instanton contributions are suppressed. Of course it would be very interesting to consider also the large- $N$ limit at fixed $g$ in which case the instantons must be taken into account.

[^1]:    ${ }^{2}$ The factors of $\alpha^{\prime}$ have been inserted in order to make the scalars dimensionless as the parent 2 -forms.
    ${ }^{3}$ Here $B_{(2)}^{\prime}=B_{(2)}+2 \pi \alpha^{\prime} \mathcal{F}$ where $\mathcal{F}$ is a constant background representing a unit magnetic flux.
    ${ }^{4}$ With respect to (2.2) and (2.13), we have inserted overall factors of $1 / 2$ for later convenience.

[^2]:    ${ }^{5}$ With an abuse of notation we denote by $\Phi_{I}$ both the chiral superfield and its lowest component, namely the complex scalar used in section 2.
    ${ }^{6}$ In the following formulas the indices $a, b$ are adjoint indices, the (upper) lower indices $A, B$ are (anti-)bi-fundamental indices, while the indices $u, v, \hat{u}, \hat{v}$ are fundamental indices.

[^3]:    ${ }^{7}$ Notice that an extra factor of 2 must be included in the $M=2$ theory, in order to properly take into account the fact that the two nodes are nearest neighbors of each other.

[^4]:    ${ }^{8}$ As we will see in appendix C , this fact is not a coincidence.

[^5]:    ${ }^{9}$ Let us remark that the matrix X would be block-diagonal if we reordered the basis separating the even and odd entries according to (4.39) and (4.42). In this way we have

    $$
    \operatorname{det}\left(\mathbb{1}-s_{\alpha} \mathbf{X}\right)=\operatorname{det}\left(\mathbb{1}-s_{\alpha} \mathrm{X}^{\text {even }}\right) \times \operatorname{det}\left(\mathbb{1}-s_{\alpha} \mathrm{X}^{\text {odd }}\right) .
    $$

[^6]:    ${ }^{10}$ Note that this vacuum expectation value is affected by both statistical and auto-correlation errors. Both these two sources of errors have been taken into account and estimated.

[^7]:    ${ }^{11}$ The interaction actions $S_{\mathrm{int}}$ and $S_{\mathrm{int}}^{(\mathbf{E})}$ are related as follows: $S_{\mathrm{int}}^{(\mathbf{E})}=\left.\frac{1}{2} S_{\mathrm{int}}\right|_{a_{0}=-a 1=a}$.

