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1 Introduction

Inflationary models involving super-Planckian displacements provide a striking connection

between quantum gravity and observable phenomena. Upper limits on primordial B-mode

polarization in the CMB have excluded some models of large-field inflation, but others re-

main viable [1]. At the same time, the theoretical question of the status of super-Planckian

displacements in quantum gravity remains unresolved, despite much activity.

Large-field inflation is readily described in effective field theory, but crucially relies on

assumptions about symmetries in quantum gravity. A prototypical example is the shift

symmetry of an axion with decay constant f � Mpl [2]. No assumption about quantum

gravity that is sufficient to protect large-field inflation has yet been put on indisputably

solid footing in string theory: on the contrary, general expectations about the destruction

of global symmetry charges by black holes, as well as conjectures about Weak Gravity and
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about moduli spaces in quantum gravity [3, 4], suggest that controlling a super-Planckian

displacement in a quantum gravity theory is difficult. In view of these results, ignoring the

problem of ultraviolet completion and studying large-field inflation solely from the bottom

up appears untenable.

A practical way forward is to search for candidate realizations of large-field inflation in

compactifications of string theory, and to investigate their characteristics and limitations.

To shed light on the question of interest, these realizations should be sufficiently explicit,

and sufficiently well-controlled, so that quantum gravity corrections to the inflaton action

can be computed.

In this work we study models of large-field inflation in string theory in which the

inflaton is the position of a D7-brane. We focus on D7-brane monodromy scenarios, such

as Higgs-otic inflation [5], in which the D7-brane repeatedly traverses a loop in the internal

space, discharging an induced charge or flux, and reducing the four-dimensional energy

density, with each cycle. Compared to other scenarios for axion monodromy inflation in

string theory, an advantage of existing D7-brane models is that the compactification can be

a simple and comparatively explicit toroidal orientifold. In this setting, one can carefully

examine effects that might interfere with achieving a super-Planckian displacement.

Arguably the most dangerous effect in axion monodromy inflation is backreaction of

monodromy charge. Transporting the inflaton field N times around a loop in configuration

space leads to the accumulation of N units of physical, quantized charge, corresponding

for example to D-brane charge carried by branes or fluxes. This monodromy charge is the

order parameter measuring displacement from the minimum of the inflaton potential. The

stress-energy of the monodromy charge is a leading source in the four-dimensional Einstein

equations, and in a successful model this stress-energy drives inflationary expansion. At

the same time, the monodromy charge is a source for the Einstein equations in the internal

six dimensions. We refer to the resulting effects on the internal space as ‘backreaction of

monodromy charge’, and we use the term ‘probe approximation’ to describe the approach

of neglecting the backreaction.

One of our main conclusions is that in D7-brane axion monodromy inflation, the probe

approximation is not a valid or consistent approximation. The problem of backreaction

of monodromy charge was already emphasized in [6] and its implications were the main

subject of [7, 8], but because these works examined axion monodromy on NS5-branes [6]

— a scenario requiring a rather complicated warped throat compactification — some have

suggested that backreaction of monodromy charge may be a particular defect of the NS5-

brane model, and may be negligible in all F-term axion monodromy models [9]. Our

analysis excludes this possibility. We find that the backreaction of monodromy charge is,

if anything, even more visible and more dangerous in D7-brane monodromy on toroidal

orientifolds than it is in the NS5-brane case: it was shown in [7, 8] that by fine-tuning

the position of an NS5-brane pair in a warped throat, the leading backreaction effects can

be mitigated, but there is no obvious analogue of this mechanism in a toroidal orientifold.

We do not rule out the possible existence of a mechanism for ameliorating backreaction

in D7-brane inflation, but in our view, inventing and establishing such a mechanism is a

prerequisite to any claim of large-field inflation in this setting. On the other hand, although
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our work naturally generalizes to other models with monodromy charge localized on D-

branes or NS-branes, backreaction may be less problematic in scenarios with delocalized

monodromy charge, e.g. in the form of bulk fluxes [10].1

The ten-dimensional backreaction we consider here should be carefully distinguished

from the four-dimensional backreaction studied in [11–13], which involves non-linear inter-

actions among moduli fields in four-dimensional theories, e.g. shifts of saxion vevs following

large axion displacements, along the lines of [14]. We are examining the effects of local-

ized sources in the ten-dimensional equations of motion: these lead to couplings that are

difficult or impossible to compute in the four-dimensional theory obtained by dimensional

reduction in the probe approximation. In particular, ten-dimensional backreaction effects

are not readily computed in a Kaloper-Sorbo [15] description of axion monodromy infla-

tion in a four-dimensional effective theory, and should be understood instead as ultraviolet

inputs to such a theory. In particular, a primary aim of the present work is to compute, in

ten-dimensional supergravity, the precise form of the Pfaffian prefactors (3.51) that were

approximated by constants in [11–13] and were modeled phenomenologically in [16]. Our re-

sults (3.51), (3.52) can then be taken as inputs for analyses in the frameworks of [11–13, 16].

The organization of this note is as follows. In section 2 we review the construction

of Higgs-otic inflation [5]. In section 3 we compute the backreaction of induced D3-brane

charge in configurations of moving D7-branes. We describe the impact of this effect on

Higgs-otic inflation in section 4, and we also comment on a related issue in fluxbrane infla-

tion. Our conclusions appear in section 5. Appendix A gives our conventions for differential

forms, and appendix B collects a few results about Green’s functions in toroidal orientifolds.

2 Higgs-otic inflation

We begin by recalling key elements of the Higgs-otic inflation scenario [5, 17, 18]. For the

phenomenology of these models, which we will not review, we refer the interested reader

to the original references [5, 17, 18]. Related constructions include [9, 19–22].

Higgs-otic inflation is a construction of chaotic inflation in type IIB string theory

via monodromy. The inflaton field is identified as the position of a D7-brane wrapping

a four-cycle in a flux compactification. As the D7-brane moves through a background

of three-form flux, it accumulates induced anti-D3-brane charge, breaking supersymmetry

and creating a potential. The idea is to choose the geometry and flux in such a way that the

D7-brane can repeatedly travel around a one-cycle in the compactification, acquiring more

induced anti-D3-brane charge with each cycle. In other words, the D7-brane couplings to

the background flux introduce monodromy, and the order parameter for the monodromy

is the amount QD3 of induced anti-D3-brane charge on the D7-brane.

2.1 Setup

We will examine Higgs-otic inflation in the context of compactifications of type IIB string

theory on toroidal orientifolds. In the conventions of [23], the type IIB supergravity action

1We thank E. Silverstein for emphasizing this point.
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in Einstein frame takes the manifestly SL(2,Z)-invariant form

SIIB =
1

2κ2
10

∫
R1,3×X

?10R−
1

2(Im τ)2
dτ ∧ ?10dτ̄ −

1

2Im τ
G3 ∧ ?10Ḡ3 −

1

4
F̃5 ∧ ?10F̃5

+
1

8iκ2
10

∫
R1,3×X

1

Im τ
C4 ∧G3 ∧ Ḡ3 + Sloc . (2.1)

We consider an ansatz for the metric and Ramond-Ramond five-form of the form

ds2 = h−1/2(z)ds2
R1,3 + h1/2(z)ds2

X , (2.2)

F̃5 = (1 + ?10)dα(z) ∧
√
− det(g)dx0 ∧ dx1 ∧ dx2 ∧ dx3,

where z denotes the coordinates on the internal space X. We denote the Hodge star

operators in ten dimensions, on X, and on a divisor D ⊂ X by ?10, ?6, and ?4, respectively.

We also define

G± =
(?6 ± i)

2
G3, (2.3)

and refer to G+ and G− as imaginary self-dual (ISD) and imaginary anti-self-dual (IASD)

flux, respectively. See appendix A for more details of our conventions.

In [5] G was assumed to be a constant ISD flux, while [18] generalized G to a linear

combination of ISD and IASD fluxes. For simplicity, in this section we consider an ISD

background with G− = 0, h−1 = α, and constant axio-dilaton field τ ; our main analysis in

section 3 is robust to relaxing these restrictions.

2.2 Magnetized D-brane action

Consider a D7-brane that fills the noncompact spacetime and wraps a divisor D ⊂ X. A

general two-form flux F on the D7-brane can be written as the sum of self-dual (SD) and

anti-self-dual (ASD) components:

F = (1 + ?4)F/2 + (1− ?4)F/2 = F+ + F−. (2.4)

We will refer to a D7-brane carrying nontrivial worldvolume flux F as being magnetized.

In this section we examine the Dirac-Born-Infeld (DBI) and Chern-Simons (CS) actions of

a magnetized D7-brane.

Viewing the two-form flux on D as a 4 × 4 skew-symmetric matrix, and writing the

metric on D as g, we have the identities

det(I + g−1F) = 1− 1

2
tr(g−1F)2 + det(g−1F), (2.5)

−1

2

∫
D

VolD tr(g−1F)2 =

∫
D
F ∧ ?4F . (2.6)

It follows that

det(I + g−1F)1/2 =1− 1

4
tr(g−1F)2 +

1

2
det(g−1F)− 1

32

[
tr(g−1F)2

]2
+O(F6). (2.7)

Note that the above expansion is exact up to O(F2) if F = ± ?4 F .
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We can now expand the DBI+CS actions of a static D7-brane in an ISD background,

written in Einstein frame, up to O(F2):

SD7 = −µ7

∫
R1,3×D

VolR1,3 ∧VolD(Im τ)−1 det
(
I + (Im τ)1/2g−1F

)1/2

+ µ7

∫
R1,3×D

C8 + C6 ∧ F +
1

2
C4 ∧ F ∧ F (2.8)

= −µ7

∫
R1,3×D

VolR1,3 ∧
1

2

(
(Im τ)−1J ∧ J + F ∧ ?4F

)
+ µ7

∫
R1,3×D

C8 +
1

2
C4 ∧ F ∧ F +O(F4) . (2.9)

Here VolR1,3 is the volume in the metric h−1/2gµν , and similarly the Hermitian form2 J
corresponds to the full internal metric including the warp factor, and obeys 1

2J ∧J = VolD.

We have dropped the C6∧F term because C6 can be fixed to be zero in an ISD background.

From the Chern-Simons term involving C4 in (2.9) it is clear that an SD flux on a D7-brane

induces D3-brane charge, whereas an ASD flux induces D3-brane charge.

The candidate inflaton potential arises from the terms in the D7-brane action (2.9)

that are quadratic in F :

SF2 =−µ7

∫
R1,3×D

(VolR1,3−C4)∧ 1

2
F+∧?4F+−µ7

∫
R1,3×D

(VolR1,3 +C4)∧ 1

2
F−∧?4F−,

(2.10)

=−µ7

∫
R1,3×D

VolR1,3∧F−∧?4F−. (2.11)

In the last equality we used h−1 = α, i.e. VolR1,3 = C4|R1,3 , which holds in an ISD

background.

2.3 Inflaton potential from induced charge

Now suppose that the D7-brane position z3 is a modulus in the absence of fluxes, i.e. sup-

pose that [D] ∈ H4(X,Z) has a continuous family of representatives parameterized by z3,

which we write as D(z3). Displacing such a D7-brane in a background of three-form flux

causes ASD flux to accumulate on the D7-brane worldvolume, as we will review below. This

ASD flux carries anti-D3-brane charge, which interacts with the dissolved D3-brane charge

carried by the background flux, and creates a potential for D7-brane motion. From (2.10),

this potential is

V (z3) = µ7

∫
D(z3)

h−1F− ∧ ?4F−. (2.12)

In the special case that h−1 is a constant, we have

V (z3) = 2µ3h
−1µ7

µ3

∫
D(z3)

1

2
F− ∧ ?4F−, (2.13)

= 2µ3h
−1QD3(z3), (2.14)

Thus, the inflaton potential is proportional to the induced anti-D3-brane charge.

2The Hermitian form J is a Kähler form if dJ = 0.
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In the simplest incarnation of Higgs-otic inflation, D(z3) is a family of effective divi-

sors — i.e., a D7-brane rather than an anti-D7-brane wraps D(z3) — and the flux that

accumulates on the D7-brane is ASD, corresponding to anti-D3-brane charge. The inflaton

potential in the probe approximation, and prior to including the effects of moduli stabiliza-

tion, is given by (2.12). At the minimum of this potential, the induced ASD flux vanishes,

and the D7-brane preserves the same supersymmetry as the background (2, 1) flux. A

system of this sort provides a realization of F-term axion monodromy inflation [9] in string

theory [5].

In this note we will demonstrate that the relation (2.12) presents a strong constraint

on model-building. We will see that as a D7-brane moves one or more times around a

one-cycle, the backreaction of accumulated anti-D3-brane charge on the compactification

geometry is large and rapidly changing, precluding inflation.

2.4 An example

A prototypical example of Higgs-otic inflation given in [5] occurs in a toroidal orientifold

for which the covering orbifold is of the form (T 4 × T 2)/Z4, with the orbifold action

θ : (z1, z2, z3) 7→ (−iz1,−iz2,−z3). (2.15)

No explicit orientifold action was given in [5]. In this section, we will take the orientifold

action to be

σ : (z1, z2, z3) 7→ (z1, z2,−z3). (2.16)

This orientifold action is consistent with the presence of D7-branes and O7-planes whose

position is described by the coordinate z3. As θ2σ : (z1, z2, z3) 7→ −(z1, z2, z3), another

choice of orientifold action,

σ′ : (z1, z2, z3) 7→ −(z1, z2, z3) , (2.17)

is equivalent to (2.16).

The constant ISD fluxes allowed by the orbifold action (2.15) are

G+ = G(2,1)dz1 ∧ dz2 ∧ dz̄3 +G(0,3)dz̄1 ∧ dz̄2 ∧ dz̄3. (2.18)

The NS-NS three-form flux is

H =
i

2Imτ

(
dz1∧dz2∧(G(2,1)dz̄3−G(0,3)∗dz3)+dz̄1∧dz̄2∧(G(0,3)dz̄3−G(2,1)∗dz3)

)
. (2.19)

We can choose a gauge (corresponding to the normal coordinate expansion in [24]) so that

the NS-NS two-form field B is

B =
i

2Im τ

(
dz1 ∧ dz2(G(2,1)z̄3 −G(0,3)∗z3) + dz̄1 ∧ dz̄2(G(0,3)z̄3 −G(2,1)∗z3)

)
. (2.20)

If the background (2.20) pulled back to a D7-brane leads to ASD flux F , then the key

ingredients for Higgs-otic inflation are present.

– 6 –
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2.5 An issue of orientation

We now explain a subtlety concerning orientation and the self-duality of flux. The most

straightforward realization of the Higgs-otic scenario requires a flux background in which

ASD flux is induced on a D7-brane that wraps a four-cycle D. However, we will show

that a B-field of Hodge type (0, 2) + (2, 0), such as (2.20), is SD, not ASD, when D is an

effective divisor.

If one provisionally takes the orientation of D to be

dz1 ∧ dz̄1 ∧ dz2 ∧ dz̄2, (2.21)

then a B-field of Hodge type (0, 2) + (2, 0) is indeed ASD, as desired for Higgs-otic in-

flation. A simple check of the anti-self-duality is that B ∧ B is negative relative to the

orientation (2.21), as required for an ASD real two-form — see (A.13).

However, we will now argue that the correct orientation for an effective divisor differs

from (2.21) by a sign: as recognized in [16], the orientation (2.21) corresponds to the

orientation on an anti-D7-brane, not a D7-brane, wrapping D.

Suppose that X is a Kähler threefold with Hermitian metric i gab̄, and let D be an

effective divisor written as {z3 = a} in local coordinates. We show in appendix A that

there are two possible choices of conventions for the Hodge star map, and correspondingly

there are two choices of Kähler form, which in a unitary frame read

J = ±i(g11̄dz
1 ∧ dz̄1 + g22̄dz

2 ∧ dz̄2) . (2.22)

Given either Kähler form in (2.22), the volume form of D is

1

2
J ∧ J = −g11̄g22̄dz

1 ∧ dz̄1 ∧ dz2 ∧ dz̄2. (2.23)

The orientation (2.21) used in [5] has opposite sign relative to (2.23). This implies that the

volume of D with the orientation (2.21) measured by the Kähler form (2.22) is negative.

Note also that the eigenvalues of the four-dimensional Hodge star operator on D change

sign under a change of the sign of the volume form. As a result, the NS-NS 2-form B (2.20),

of Hodge type (2, 0) + (0, 2), corresponds to a self-dual 2-form given the orientation (2.23).

We conclude that in the particular orbifold proposed in [5], the three-form fluxes

allowed by the orbifold action (2.15) result from an NS-NS two-form B (2.20) of Hodge

type (0, 2) + (2, 0). Such a form is SD when pulled back to a D7-brane.3 We therefore

find that a D7-brane displaced in the z3 direction in the compactification proposed in [5],

taking (2.16) to be the orientifold action, does not accumulate ASD flux, and does not lead

to axion monodromy inflation. We have not found an alternative orientifold action that

leads to a successful model based on the orbifold (2.15).

However, we now give an example of a toroidal orientifold that could support Higgs-

otic inflation. Consider the toroidal orientifold T 6/Z′6 studied in [25], T-dualized six times

3We have argued above, and in more detail in appendix A, that the orientation of the worldvolume of

a D7-brane is given by (2.23), which differs by a sign from the orientation (2.21) used in [5]. Our choice

of conventions is anchored by the requirement, almost ubiquitous in the literature, that G3 flux of Hodge

type (0, 3) should be ISD rather than IASD.

– 7 –
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in order to obtain O3-planes and O7-planes rather than O5-planes and O9-planes. The

orbifold action θ and the orientifold action σ are

θ : (z1, z2, z3) 7→ (eiπ/3z1, e
−iπz2, e

2πi/3z3), (2.24)

σ : (z1, z2, z3) 7→ −(z1, z2, z3). (2.25)

As θ3σ : (z1, z2, z3) 7→ (z1, z2,−z3), the position modulus of an inflationary D7-brane is z3.

The orbifold action (2.24) allows the bulk three-form flux

G = G(2,1)dz1 ∧ dz̄2 ∧ dz3, (2.26)

which generates an ASD B-field on the divisor {z3 = a}:

B =
igs
2

(
G(2,1)z3dz

1 ∧ dz̄2 −G(2,1)∗z̄3dz̄
1 ∧ dz2

)
. (2.27)

Thus the toroidal orientifold defined by (2.24), (2.25) could support a Higgs-otic inflation

scenario. However, in the presence of bulk flux of Hodge type (0, 3), which is required

to induce a nonvanishing flux superpotential, the (2, 0) + (0, 2) components of F do not

vanish in general, and so the B field on the divisor is a linear combination of SD and ASD

components. This leads to somewhat more complicated backreaction effects than purely

ASD flux would produce, as we shall see.

3 Backreaction of monodromy charge

Having recalled the essential elements of Higgs-otic inflation, most notably the contribu-

tion (2.12) of ASD flux on the inflationary D7-brane to the inflaton potential, we can now

study Higgs-otic inflation beyond the probe approximation. We will find that the accumu-

lation of ASD flux sources significant changes in the supergravity solution for the internal

space — changes that are omitted by assumption in the probe approximation.

In particular, we will see that the actions of Euclidean D3-branes, even those that

are well-separated from the inflationary D7-brane, depend sensitively on the inflaton vev

once backreaction is included. As a result, we will be able to draw strong conclusions

about Higgs-otic inflation scenarios in which nonperturbative superpotential terms from

Euclidean D3-branes4 make important contributions to the potential for the Kähler moduli,

as in [26–28]. The presence of perturbative contributions to the Kähler moduli potential,

as in the Large Volume Scenario, does not affect our conclusion: all that matters is that

the nonperturbative terms play a non-negligible role in moduli stabilization. On the flip

side, our analysis does not directly constrain a hypothetical Higgs-otic inflation scenario

stabilized by purely perturbative effects.

Although our computation will occur in ten-dimensional type IIB supergravity in the

presence of localized and distributed sources, the results are efficiently expressed in four-

dimensional N = 1 supergravity, with the superpotential

W =

∫
X
G ∧ Ω +

∑
a

Aae−2πQ i
a Ti . (3.1)

4Precisely parallel results hold for superpotentials from gaugino condensation on D7-branes, but for

simplicity of language we suppress the gaugino condensate case in our discussion.
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Here {Ti} are the complexified Kähler moduli, i = 1, . . . , h1,1(X), and the coefficients

Q i
a ∈ Z are the charges of Euclidean D3-branes under the shift symmetries of the Ramond-

Ramond four-form axions. Determining which homology classes [D] ∈ H4(X,Z) support

Euclidean D3-brane superpotential terms is beyond the scope of this work, and so we do

not specify the Q i
a or the range of the index a. It will suffice, in fact, to examine a single

term, so we write

W =

∫
X
G ∧ Ω +A e−2πT (3.2)

henceforth. The Pfaffian prefactor A depends on the complex structure moduli, on the

positions of any D3-branes [25, 29–31], and, as we shall now show, on the positions of

magnetized D7-branes.

Consider a Euclidean D3-brane wrapping a holomorphic divisor D in a general flux

background. No essential generality is lost in assuming that the complexified volume of D

is one of the Kähler moduli, denoted T . We allow ASD flux FD on the Euclidean D3-brane

in accordance with the conditions for an instanton to preserve supersymmetry [32, 33].5

The DBI action of such a magnetized Euclidean D3-brane is

SDBI = µ3

∫
D

1

2

(
J ∧ J + Im τFD ∧ ?4FD

)
, (3.3)

= µ3

∫
D

1

2

(
J ∧ J − Im τFD ∧ FD

)
. (3.4)

One immediate observation is that the flux-induced D(-1)-brane charge µ3
µ−1

∫
D

1
2FD∧?4FD

is coupled to the axio-dilaton, and so the magnetized Euclidean D3-brane should be sensi-

tive to the D7-brane position moduli in general.

The magnitude of the Euclidean D3-brane superpotential obeys

∣∣Ae−2πT
∣∣ ∝ e−SDBI . (3.5)

One can therefore compute the Pfaffian A by computing SDBI, as in [31]. We will now do

so to leading order in expansion around an ISD background.

3.1 Perturbative computation of backreaction

We begin with the full equations of motion. Taking the ansatz (2.2) and defining the

quantities

Φ± = h−1 ± α, (3.6)

Λ = h−1 ?6 G3 − iαG3 = Φ+G− + Φ−G+, (3.7)

5Notice that on a spacetime-filling D7-brane SD flux can be supersymmetric, while on a Euclidean

D3-brane only ASD flux can be supersymmetric.
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the type IIB supergravity action (2.1) leads to the following equations of motion and

Bianchi identities, in the conventions of [34, 35]:

∇2Φ±=
(Φ++Φ−)2

24Imτ
G±,abcḠ

abc
± +

2

Φ++Φ−
∇aΦ±∇aΦ±+κ2

10
(Φ++Φ−)2

2

(
1

4
(T̂ ii −T̂µµ )±µ3ρ

D3
)
,

(3.8)(
dΛ+

idτ

Imτ
∧ReΛ

)
∧dx0∧dx1∧dx2∧dx3 = 2iκ2

10C4∧
δSloc

δC6
+2iκ2

10
δSloc

δB2
, (3.9)

d(G3+τH3) = dF3 =−2κ2
10
δSloc

δC6
, (3.10)

∇2τ =
∇τ ·∇τ
iImτ

− i(Φ++Φ−)

12
G+,abcG

abc
− +4iκ2

10(Imτ)2 δSloc

δτ̄
, (3.11)

Rmn =
∇(mτ∇n)τ̄

2(Imτ)2
+

2

(Φ++Φ−)2
∇(mΦ+∇n)Φ−−gmn

R4

2(Φ++Φ−)

−Φ++Φ−
8Imτ

(
G pq

+(m Ḡ−n)pq+G pq
−(m Ḡ+n)pq

)
+κ2

10

(
T̂mn−

1

4
gmnT̂

i
i

)
, (3.12)

where T̂ is the energy momentum tensor of localized objects such as D-branes and O-planes.

3.1.1 Approximation scheme and simplifying assumptions

We would like to solve the system (3.8)–(3.12) to leading order in the effects of the two-form

flux F that accumulates on the inflationary D7-brane.

To this end, we consider a compactification of type IIB superstring theory on a toroidal

orientifold6 with local coordinates (z1, z2, z3), containing O7-planes, magnetized D7-branes,

ISD flux, O3-planes, and possibly also D3-branes. We will first find a background solution

containing ISD flux, O3-planes, and — optionally — D3-branes, with Φ− = 0. Then we

will perturb the equations of motion by including the O7-planes and magnetized D7-branes

as localized source terms.

Without loss of generality, we assume that the orientifold involution is σ : z3 7→ −z3, so

that the O7-planes and D7-branes are extended over the z1 and z2 directions. We assume

that each D7-brane α wraps a holomorphic divisor Dα = {z3 = z3,α}, whose unwarped

volume is
∫
D VolD = ReTD. The D7-brane charge density is then

ρD7(z3) =
∑
α

ρD7
α δ(2)(z3 − z3,α), (3.13)

where ρD7 = 1 for D7-branes and ρD7 = −4 for O7-planes. Because we have assumed that

the background ISD flux includes nonzero components of Hodge types (0, 3) and (2, 1), the

two-form flux F on a D7-brane may include both ASD and SD components — see (2.4).

We do not consider any flux on the O7-planes.

The D3-brane charge density of D3-branes and O3-planes takes the form

ρD3(z) =
∑
i

ρD3
i δ(6)(z − zi), (3.14)

where zi is the position of the D3-brane or O3-plane, ρD3
i = 1 for D3-branes, and ρD3

i =−1/4

for O3-planes.

6The toroidal orientifold restriction makes it possible to compute the explicit Green’s function, see (B.3).

We expect, but will not show here, that our qualitative results hold more generally.
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A primary focus of this note is the DBI action (3.3) of a Euclidean D3-brane at a fixed

location. The NS-NS two-form B pulled back to the Euclidean D3-brane describes how

NS-NS three-form flux H accumulates under a displacement of the Euclidean brane along

the normal direction. Thus for a Euclidean D3-brane at a fixed location, corrections to H

do not significantly affect the DBI action (3.3). This allows us to consider only the fields

Φ±, τ , and gmn in the perturbed equations of motion.

To achieve considerable gains in simplicity, we will only focus on localized sources,

such as those in (3.13) and (3.14), in the perturbed equations of motion. We will find that

localized stress-energy and charge associated to ASD flux on the inflationary D7-brane

strongly affects the solution at other locations in the compactification, including on the

divisors wrapped by Euclidean D3-branes. While it is logically possible that including

the backreaction of distributed sources, such as bulk three-form flux, could produce a

counterbalancing effect on the Euclidean D3-brane action and leave the inflationary model

unmodified in the final account, we find such a conspiracy to be most implausible.

Away from the minimum of the inflaton potential, the energy stored in the D7-brane

configuration presents an obstacle to solving the ten-dimensional equations of motion with

purely classical sources. We refer to such an obstacle as an NS-NS tadpole. In our ten-

dimensional analysis we assume that there exist sources that cancel all NS-NS tadpoles,

i.e. we assume that perturbative and nonperturbative corrections to the ten-dimensional

equations of motion allow for consistent cosmological solutions. One leading candidate

for an effect that cancels NS-NS tadpoles is gaugino condensation, as in [34, 36], but

establishing NS-NS tadpole cancellation from specific quantum effects is beyond the scope

of this work.

Practically, for a bosonic supergravity field A, we expand A = A(0) +A(1) + · · · , where

A(0) is the background field, and A(1) is the perturbed field at leading order. Given this

expansion, we rewrite the perturbed equations of motion schematically as

∇2A(1) = ρbulk
A + ρD7

A + ρ′A, (3.15)

where ρbulk
A is a bulk source term that involves bulk fields, ρD7

A is a source term that is local-

ized on D7-branes, and ρ′A is a source term added by hand to ensure tadpole cancellation.

We write ρNS
A := ρbulk

A + ρ′A and refer to ρNS
A as the NS-NS tadpole cancelling source.

As an example, we expand the equation of motion of τ . The kinetic term ∇2τ is

expanded as (
∇2τ

)(1)
= ∇2(0)τ (1) +∇2(1)τ (0), (3.16)

where we often write ∇2(0) as ∇2 when there is no ambiguity. Similarly, we expand the

terms on the right hand side of (3.11) and treat the D7-brane density as a first-order term,

∇2(0)τ (1) +∇2(1)τ (0) =

(
∇τ · ∇τ
iIm τ

)(1)

−
(
i(Φ+ + Φ−)〈G+, G−〉

2

)(1)

+ 4iκ2
10(Im τ)2 δSloc

δτ̄
.

(3.17)

Note that for τ we do not have to add a term by hand to ensure tadpole cancellation at

leading order. The localized source ρD7
τ is

ρD7
τ = 4iκ2

10(Im τ)2 δSloc

δτ̄
. (3.18)
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Then we define ρbulk
τ by

ρbulk
τ = −∇2(1)τ (0) +

(
∇τ · ∇τ
iIm τ

)(1)

−
(
i(Φ+ + Φ−)〈G+, G−〉

2

)(1)

, (3.19)

and ρbulk
τ is identical to ρNS

τ due to the absence of a ρ′τ term. Finally, we write down the

perturbed equation of motion for τ as

∇2τ (1) = ρD7
τ + ρNS

τ . (3.20)

For further details of this perturbation scheme, see [35].

Strictly speaking, the perturbed dilaton could be negative in a small region around an

O7-plane, and the perturbed metric could be negative around a magnetized D7-brane. To

suppress effects of these singular regions on our solution, we will require Φ+,c � gs � 1.

3.1.2 Perturbed equations of motion

Consider first a compactification containing only ISD flux, D3-branes, and O3-planes, so

that Φ
(0)
− = Λ(0) = 0. With the localized source terms (3.14), the equations of motion and

Bianchi identities (3.8) are

d
(
G

(0)
3 + τ (0)H

(0)
3

)
= 0, (3.21)

∇2τ (0) =
∇τ (0) · ∇τ (0)

iIm τ (0)
, (3.22)

R(0)
mn =

∇(mτ
(0)∇n)τ̄

(0)

2(Im τ (0))2
+

2

Φ
(0)
+ + Φ

(0)
−
∇(mΦ

(0)
+ ∇n)Φ

(0)
− , (3.23)

∇2(Φ
(0)
+ )−1 = −

∑
i

µ3κ
2
10ρ

D3
i δ(6)(z − zi)−

|G(0)
+ |2

4Im τ (0)
. (3.24)

The solutions for the ISD background are then

(Φ
(0)
+ )−1 = Φ−1

+,c −
∑
i

µ3κ
2
10ρ

D3
i G(6)(z; zi), (3.25)

τ (0) = i/gs, (3.26)

g
(0)
z1z̄1 = g

(0)
z2z̄2 = g

(0)
z3z̄3 = 1/2, (3.27)

where Φ−1
+,c and gs are constants. Denoting the unwarped volume of the compactification

by V, the warped volume Vw is then

Vw =

(
Φ−1

+,c

2

)
V. (3.28)

The D3-brane charge dissolved in ISD flux is

QD3
flux =

|G(0)
+ |2V

4µ3κ2
10Im τ (0)

. (3.29)
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Now we incorporate localized magnetized D7-branes, as well as O7-planes, as pertur-

bations of the above background. The perturbed equations of motion are

∇2Φ
(1)
− =−1

4

∑
α

µ7κ
2
10ρ

D7
α Φ

(0)2
+ tr(g(0)−1F−,α)2δ(2)(z3−z3,α)+ρNS

− , (3.30)

∇2(Φ
(1)
+ )−1 =

1

4

∑
α

µ7κ
2
10ρ

D7
α tr(g(0)−1F+,α)2δ(2)(z3−z3,α)+ρNS

+ , (3.31)

∇2Imτ (1) =−2µ7κ
2
10

∑
α

ρD7
α δ(2)(z3−z3,α)+ρNS

Imτ , (3.32)

∆Kg
(1)
mn = ρNS

g,mn(z3)−2µ7κ
2
10(Imτ (0))−1

∑
α

ρD7
α δ(2)(z3−z3,α)δz3(mδn)z̄3

+µ7κ
2
10

∑
α

Φ
(0)
+ ρD7

α δ(2)(z3−z3,α)

(
Fma,αFnb,αg(0)ab− 1

2
g||(0)
mn |Fα|2

)
, (3.33)

where ρ−, ρ+, ρIm τ , and ρg are NS-NS tadpole cancelling sources, g
||(0)
mn is the background

metric with legs parallel to the D7-brane divisor, and

∆Kg
(1)
mn := ∇2g(1)

mn +∇m∇ng(0)abg
(1)
ab . (3.34)

Equation (3.33) can be separated into two equations,

∇2g(0)abg
(1)
ab =−4µ7κ

2
10(Imτ (0))−1

∑
α

ρD7
α δ(2)(z3−z3,α)+g(0)abρg,ab, (3.35)

∇2g||(1)
mn =µ7κ

2
10

∑
α

Φ
(0)
+ (z3,α)ρD7

α δ(2)(z3−z3,α)

(
Fma,αFnb,αg(0)ab− 1

2
g||(0)
mn |Fα|2

)
+ρNS,||

g,mn(z3). (3.36)

3.1.3 Solution incorporating backreaction

The solutions for the equations (3.30)–(3.32) and (3.35)–(3.36) are readily obtained in

terms of the scalar Green’s functions G(6)(z; z′) and G(2)(z3; z′3) derived in appendix B:

Φ
(1)
− (z) =−1

4

∑
α

µ7κ
2
10ρ

D7
α

∫
D
d4z′G(6)(z;z′)Φ

(0)2
+ i(z′,z′3,α)tr(g(0)−1F−,α)2

+

∫
X
G(6)(z;z′)ρNS

− (z′), (3.37)

(Φ
(1)
+ )−1(z) =

1

4

∑
α

µ7κ
2
10ρ

D7
α G(2)(z3;z′3,α)tr(g(0)−1F+,α)2+

∫
X
G(6)(z;z′)ρNS

+ (z′), (3.38)

Imτ (1)(z3) =−2µ7κ
2
10

∑
α

ρD7
α G(2)(z3;z3,α)+

∫
X
G(6)(z;z′)ρNS

Imτ (z′), (3.39)

g(0)abg
(1)
ab =−4µ7κ

2
10(Imτ (0))−1

∑
α

ρD7
α G(2)(z3;z3,α)+

∫
D⊥

G(2)(z3;z′3)g(0)abρNS
R,ab, (3.40)

g||(1)
mn (z3) =µ7κ

2
10

∑
α

Φ
(0)
+ (z3,α)ρD7

α G(2)(z3;z3,α)

(
Fma,αFnb,αg(0)ab− 1

2
g||(0)
mn |Fα|2

)
+

∫
D⊥

G(2)(z3;z′3)ρNS,||
g,mn(z′3), (3.41)

where D⊥ denotes the two-cycle dual to D.

– 13 –



J
H
E
P
1
0
(
2
0
2
0
)
0
6
0

3.2 Effects on Euclidean D3-branes

Now we examine the DBI action (3.4) for a Euclidean D3-brane wrapping a divisor D that

is parallel7 to the D7-brane divisors Dα. In local coordinates, (3.4) can be written

SDBI = µ3

∫
D
h gz1z̄1gz2z̄2dz

1 ∧ dz2 ∧ dz̄1 ∧ dz̄2 − Im τ

2
FD ∧ FD, (3.42)

which to first order in the perturbations is

S
(1)
DBI =2µ3

∫
D
d4z

((
Φ

(1)
+

)−1
−
(

Φ
(0)
+

)−2
Φ

(1)
−

)
+
(

Φ
(0)
+

)−1 (
g

(1)
z1z̄1g

(0)−1
z1z̄1 + g

(0)−1
z2z̄2 g

(1)
z2z̄2

)
− µ3

∫
D

Im τ (1)

2
FD ∧ FD. (3.43)

Evaluated in the perturbed solution given by (3.37)–(3.41), the DBI action (3.43) reads

S
(1)
DBI = −µ3

∑
α

ρD7
α

∫
D

(
1

2
F−,α ∧ ?4F−,α +

1

2
F+,α ∧ ?4F+,α

)
G(2)(z3; z3,α)

− µ3

∑
α

ρD7
α

∫
D

1

2
FD ∧ ?4FD G(2)(z3; z3,α), (3.44)

where G(2)(z3; z3,α) is the two-dimensional Green’s function (B.13). If we express the

induced D3-brane charge and D3 brane charge as

QD3
α =

µ7

µ3

∫
D

1

2
F+,α ∧ ?4F+,α, (3.45)

QD3
α =

µ7

µ3

∫
D

1

2
F−,α ∧ ?4F−,α, (3.46)

and define

QD3
D =

µ7

µ3

∫
D

1

2
F−,D ∧ ?4F−,D, (3.47)

then (3.44) takes the form

S
(1)
DBI = −2π

∑
α

ρα

(
QD3
α +QD3

α +QD3
D

)
G(2)(z3; z3,α). (3.48)

We can now read off the effect of magnetized D7-branes on the nonperturbative su-

perpotential. Writing (3.5) as∣∣Ae−2πT
∣∣ = A0 exp

(
−S(0)

DBI − S
(1)
DBI

)
, (3.49)

and noting that S
(0)
DBI = 2πT − 2π

∑
i ρ

D3
i G(2)(z3; z3,i), we decompose the Pfaffian factor A

into A0, AD3, and AF :

A = A0AD3AF , (3.50)

7Our methods can also be applied when D is not parallel to the Dα, though we will not present the

non-parallel case in this note.
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where A0 encodes the dependence on the complex structure moduli of the internal space,

AD3 = exp
(
2π
∑

i ρ
D3
i G(2)(z3; z3,i)

)
encodes the dependence on the positions z3,i of D3-

branes, and AF encodes the dependence on the positions z3,α of magnetized D7-branes.

From (3.48), the Pfaffian factor AF takes the form

AF = exp

(
2π
∑
α

ρα
(
QD3
α +QD3

α +QD3
D

)
G(2)(z3; z3,α)

)
. (3.51)

Equation (3.51) is one of our main results.

The final expression (3.51) is rather simple, especially in view of the intricate system of

perturbed equations of motion presented in section 3.1.2. The emergent simplicity can be

understood as follows. Magnetized D7-branes can be viewed as bound states of D7-branes

with D3-branes dissolved as the flux (2.4), and one should expect the Pfaffian to depend

on the position moduli of this dissolved D3-brane charge (3.45), (3.46), just as the factor

AD3 depends on the positions of mobile D3-branes that are not bound to a D7-brane. Our

explicit computation shows that this expectation is precisely fulfilled.

While the terms proportional to QD3
α and QD3

α represent the backreaction of induced

D3-brane charge on the warped volume of a Euclidean D3-brane, the term involving QD3
D

has a qualitatively different origin. It encodes the change in the action of a magnetized

Euclidean D3-brane, with magnetization FD, that results from the dilaton profile due to

the mobile D7-branes. With a slight abuse of language we may call QD3
D the induced

D(-1)-brane charge.

Using the explicit form (B.13) for G(2)(z3; z3,α), the Pfaffian (3.51) from a single mag-

netized D7-brane α is

AF =
N∏
i=1

[∣∣∣∣ϑ1

(
z3 − θiz3,α

L

∣∣∣∣U) η−1(U)

∣∣∣∣ exp

(
−πIm (z3 − θiz3,α)2

L2ImU

)]QD3
α +QD3

α +QD3
D

,

(3.52)

where L is the lattice size of the torus, U is the complex structure modulus of the torus,

and θ is the orientifold and orbifold action.

4 Implications

We have shown in section 3 that the nonperturbative superpotential depends on the posi-

tions of magnetized D7-branes, as in (3.51) and (3.52), because the D3-brane charge induced

on the D7-branes backreacts on the internal space. Thus, in D7-brane monodromy models,

backreaction of monodromy charge leads to inflaton-dependence of the nonperturbative

terms in the moduli potential.

4.1 Inflaton-dependence of the Pfaffian

To understand how these couplings affect inflation, we can relate the induced charges

QD3, QD3, and QD3
D in (3.52) to the position z3,α of the inflationary D7-brane, and in

turn to the canonically-normalized inflaton field ϕ. From (3.52) it is clear that unless
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Qtot := QD3
α +QD3

α +QD3
D is very small compared to unity, the dependence of ϑ1 on z3,α

causesAF to oscillate strongly over a cycle z3,α → z3,α+L. By definition, axion monodromy

involves traversing N > 1 periods of the axion, so the oscillations could in principle be

repeated N times. In practice, the change in the moduli potential after a fraction of a cycle

is large enough to destabilize the configuration, for example toward decompactification.

Barring a mechanism that weakens the inflaton-dependence of the superpotential compared

to what we have found, prolonged inflation does not occur.

One could ask whether for fine-tuned values of the complex structure modulus U the

dependence (3.52) might be mild enough to allow inflation. In a small-field model, the

problematic Pfaffian coupling matters only very near a single point in field space, such as a

hilltop or inflection point, and could potentially be fine-tuned to vanish by adjusting a single

number, such as U . Indeed, fine-tuning of U can partially alleviate the eta problem [21, 25]

in the related D3-D7 model [19]. However, D7-brane monodromy involves one or more

complete cycles around the field space, and for inflation to be possible along such a path

despite the coupling (3.52), it would be necessary to fine-tune away the problematic terms

along the entire trajectory. This is a concrete incarnation of the notorious problem of

functional fine-tuning in large-field inflation.

We nevertheless performed a numerical investigation seeking points in parameter space

at which the dependence (3.52) is mild enough for D7-brane monodromy inflation to be

possible. We varied the complex structure modulus U of the toroidal orientifold, and

for each value of U identified the region T (U) of the inflaton field space within which

δAF ≤ 0.5, i.e. where the impact of backreaction on the Pfaffian is not very large. Taking

the superpotential-supporting divisor at the origin, T (U) is given by

r2
− ≤

x2

(1 + Re(U))2
+

y2

Im(U)2
≤ r2

+ , (4.1)

with r± = 0.8190± 0.047 exp(−0.340Qtot).

This result shows that to alleviate the backreaction problem, the inflaton must follow

an elliptic trajectory within T (U). However, we find that even for the extremal case

Qtot = 1, and at the optimal initial point in field space, inflation does not begin. Were it

to begin, one would then have to ensure that the trajectory continues to follow a narrow

path within the ellipse (4.1). In summary, tuning the complex structure modulus and the

initial condition alone does not guarantee that slow roll inflation is safe from backreaction.

Indeed, we have been unable to find a configuration that achieves prolonged inflation in

this way, though our analysis is not comprehensive enough to prove that such is impossible.

A further perspective on our findings comes from [16], in which Ruehle and Wieck

studied Pfaffian couplings in an effective supergravity theory. They considered a Kähler

potential and superpotential of the form

K = −3 log(T + T̄ ) +
1

2
(Φ + Φ̄)2, (4.2)

W = W0 + µΦ2 +A0ϑ3(iΦ, q)δe−αT , (4.3)

where Φ corresponds to a D7-brane position modulus, T is a Kähler modulus, and W0, µ,

α, q, δ, and A0 are constants. It was shown in [16] that for δ & 1/2, the modulation of the
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potential via the inflaton-dependence of the Pfaffian is strong enough to adversely affect

inflation.8 Comparing (4.3) and (3.52), we have δ = Qtot.

To apply the results of [16], we can estimate Qtot. For the benchmark values for the

potential given in [5], V (φ)α′2 ∼ O(1), the induced D3 charge is

QD3 = 4π3h
V

M4
S

' O(100h). (4.4)

Since h . 1, we conclude that Pfaffian couplings due to the backreaction of induced D3-

brane charge spoil Higgs-otic inflation for the benchmark parameters of [5].

To understand how the importance of backreaction depends on compactification pa-

rameters away from these benchmark values, we examine a simplified model. We consider

the two-form flux (2.20) on the inflationary D7-brane divisor D, and we only include bulk

fluxes of Hodge type (2, 1).9 The self-dual two-form flux (2.20) induces D3-brane charge

on D:

QD3 =
µ7Re(T )

µ3

|B|2

2
, (4.5)

=
g2
sRe(T )

4µ3/µ7
|G(2,1)z̄|2. (4.6)

Identifying the inflaton with Im (z), the induced charge (4.6) simplifies to

QD3 =
gsµ7Re(T )Φ−1

+,c

2M2
p

QD3
fluxIm (z)2, (4.7)

=
1

2
gsQ

D3
fluxN

2
w, (4.8)

where Nw = Im (z)/L. In (4.8) we used the relation M2
p = (Φ−1

+,cV)/(2κ2
10). In terms

of the canonically normalized field ϕ, for small field excursions ϕ . O(Mp) the induced

charge (4.6) is given by

QD3 =
1

4
Φ−2

+,cQ
D3
flux

∣∣∣∣ ϕMp

∣∣∣∣2 , (4.9)

whereas for large field excursions, ϕ & O(Mp),

QD3 =
1

4
Φ−2

+,c

√
gsµ3Φ−1

+,cRe(T )QD3
flux

∣∣∣∣ ϕMp

∣∣∣∣ . (4.10)

Note that µ3Φ−1
+,cRe(T )/2 is the DBI action of a Euclidean D3-brane wrapping D.

8The results of [16] accord with the general finding, in the context of D3-brane inflation models, that the

displacement of even a single unit of D3-brane charge typically causes a sizable correction to the Pfaffian

of the nonperturbative superpotential [25, 30, 31, 37], and so precludes inflation.
9As explained in section 2.5, these restrictions are problematic in complete models, but they are innocu-

ous for the present purpose of obtaining parametric scalings. In particular, we will show that D3-brane

charge alone already creates significant backreaction.

– 17 –



J
H
E
P
1
0
(
2
0
2
0
)
0
6
0

To display the leading dependence of the Pfaffian (3.51) on ϕ, we make further sim-

plifications: we set U → 1, we omit the orientifold images of the magnetized D7- branes,

and we expand ϑ1 for small displacements z3/L� 1. This yields

AF (ϕ) '
[
c
ϕ− ϕ0

Mp
exp

(
−πc2 (ϕ− ϕ0)2

M2
p

)]d ϕ2
M2
p
, (4.11)

where d = 1
4Φ−2

+,cQ
D3
flux, and ϕ0 is the location of the Euclidean D3-brane, expressed in

terms of the canonically-normalized D7-brane position coordinate ϕ. For QD3
flux � 1 we

have d� 1, and even for the marginally controllable parameter choice Φ−1
+,c = 2, QD3

flux = 1

we have d = 1. Because the equations (3.24) and (3.29) imply that QD3
flux is integrally

quantized, d cannot be made arbitrarily small. Evidently the Pfaffian (3.51) cannot be

approximated by a constant independent of ϕ.

4.2 Comment on fluxbrane inflation

Even though the primary focus of this note has been on the backreaction of monodromy

charge in the Higgs-otic model, the dependence of the Pfaffian (3.51) on the induced

charge (3.45), (3.46) has broader applicability. We now discuss the implications of (3.51)

for fluxbrane inflation.

Fluxbrane inflation [38–40] is a hybrid inflation scenario in string theory in which the

inflaton field is the separation of a pair of spacetime-filling D7-branes. Suppose that X is

an orientifold of a Calabi-Yau threefold, with [Σ] ∈ H4(X,Z) a homology class that admits

a continuous family of holomorphic representatives. Two D7-branes Da and Db can then

be wrapped on distinct representatives Σa,Σb ∈ [Σ]. The proposal of [38] was to introduce

a non-supersymmetric relative gauge flux F on Da and Db, so that the D7-branes feel an

attractive force and are driven to meet and fuse.

In order for inflation to be possible in this scenario, the flux F must fulfill certain

conditions. First, F should be chosen to lie in the part of H2(Σ) that descends from

H2(X): this ensures the absence of a superpotential term of the form
∫
C5 Ω ∧ F , with C5

a five-chain ending on Σ. If such a term were present it could produce a problematically

large F-term potential for the D7-brane position, cf. [41]. Next, some choices of F will

induce D3-brane charge on the D7-branes, and it is well-known that such D3-brane charge

can lead to significant couplings in the nonperturbative superpotential [25, 30, 31, 42]. In

order to avoid unwanted forces from induced D3-brane charge, the authors of [39] imposed

the requirement ∫
Σ
F ∧ F = 0 . (4.12)

Because
∫

ΣF∧F =
∫

ΣF+∧?4F+−
∫

ΣF−∧?4F−, the condition (4.12) enforces that the net

induced D3-brane charge vanishes, but allows D3-brane and anti-D3-brane charge density

to be present in equal amounts. Thus, imposing (4.12) does not suffice to ensure that the

backreaction of D3-brane charge vanishes: the SD and ASD components separately provide

source terms.
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Let us therefore examine the backreaction of induced charge on the Pfaffian in fluxbrane

inflation. The induced D3 brane tension

µ7

µ3

∫
Σ

1

2
F ∧ ?4F = QD3

Σ +QD3
Σ , (4.13)

which perturbs the warp factor h in the metric (2.2) significantly, does not vanish. As a

result, the warped volume of a divisor in the internal space, and so too the Pfaffian, receive

corrections depending on (4.13), and this leads to new inflaton-dependence of the moduli

potential.

This effect is not necessarily the most stringent restriction on fluxbrane inflation.

Examining a toroidal orientifold T 4 × T 2/Z2 for simplicity, (4.13) can be rewritten as

QD3
Σ +QD3

Σ = 2
µ7

µ3

(∫
Σ J ∧ F

)2
1
2

∫
Σ J ∧ J

. (4.14)

The quantity on the right-hand side is constrained [39] by upper bounds on the cosmic

string tension [43], which put an upper bound on the D-term potential, and so on the scale

of inflation. The resulting bound is

QD3
Σ +QD3

Σ . 10−1 . (4.15)

Thus, fluxbrane inflation scenarios whose D-term potential is small enough to avoid upper

limits on cosmic strings involve the accumulation of a relatively small D3-brane dipole, and

backreaction is not a severe problem. However, for any variations of fluxbrane inflation

that evade cosmic string limits through a mechanism other than reducing the overall scale

of inflation, and in which QD3
Σ +QD3

Σ becomes significant, a detailed study of backreaction

would be important.

5 Conclusions

Axion monodromy inflation proceeds via the progressive discharge of N > 1 units of

a quantized charge. The stress-energy of this monodromy charge sources curvature in

the noncompact spacetime, leading to accelerated expansion, but also necessarily sources

curvature in the internal six dimensions. The backreaction effects of monodromy charge

on the internal solution are known to be important in the NS5-brane axion monodromy

scenario of [6], and were extensively studied in that context in [6–8], but have not been

examined at a comparable level in other models.

In this work we computed the backreaction of monodromy charge in Higgs-otic infla-

tion, an axion monodromy scenario in which inflation is driven by the motion of a D7-brane

that becomes magnetized as it travels through a background of three-form flux. Such a

magnetized D7-brane is a localized source in the supergravity equations of motion, and its

position and degree of magnetization affect the solution in the internal space. In section 3

we obtained the resulting solution, to first order in the perturbation due to the D7-brane,

in the case of a toroidal orientifold compactification. We found that nonperturbative su-

perpotential terms from Euclidean D3-branes or from gaugino condensation depend on
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the position of the magnetized D7-brane, cf. (3.51) and (3.52). Thus, the moduli poten-

tial depends on the inflaton vev, via the backreaction of induced D3-brane charge on the

supergravity solution in the internal space.

Our result echoes the situation in D3-brane inflation, where the position of a mobile

D3-brane appears in a Pfaffian factor of the nonperturbative superpotential [25, 29–31],

and leads to inflaton-dependence of the moduli potential. Here, however, the D3-brane

charge in question is dissolved as flux in a mobile D7-brane; the amount of induced charge

changes as the D7-brane moves; and both D3-brane and anti-D3-brane charges contribute.

After a somewhat intricate calculation, our final result is the simple expression (3.51), in

which D3-brane charge and anti-D3-brane charge on the D7-brane, and D(-1)-brane charge

on the Euclidean D3-brane, enter on precisely equal footing.

The methods used here apply with little modification to any scenario of axion mon-

odromy in which the inflaton is the position of a mobile brane, and in which there are

important nonperturbative contributions to the moduli potential. We expect comparably

strong backreaction effects in such models. However, we should indicate some potential

limitations of our analysis. First of all, our computation occurred in a toroidal orientifold,

and it is logically possible that the effect of backreaction will be somewhat different in

an orientifold of a Calabi-Yau threefold,10 which is where the KKLT moduli stabilization

scenario is more likely to succeed. Second, our results do not constrain axion monodromy

scenarios stabilized by purely perturbative effects. Third, our findings do not directly apply

to scenarios such as [10] in which the monodromy charge is dispersed in the six-dimensional

bulk rather than localized on a brane. Understanding the backreaction of dispersed mon-

odromy charge is a worthwhile target for future work.

Our findings present an obstacle to achieving D7-brane axion monodromy inflation in a

stabilized string compactification, but in our view they do not give such models a uniquely

problematic status. Instead, our results show that F-term axion monodromy constructions

such as Higgs-otic inflation face the same challenges as the NS5-brane models of [6], and

manifest in these models the well-known couplings of moving branes to nonperturbative

superpotential terms that plague D3-brane inflation scenarios [25, 30, 31, 37, 44]. In short,

the backreaction problem that we find in D7-brane axion monodromy inflation has causes

and severity that precisely match what we would expect based on studies of kindred models.

In view of our findings, it would be worthwhile to search for a mechanism that can

alleviate the backreaction of monodromy charge in D7-brane monodromy models. More

generally, exhibiting an explicit and arbitrarily well-controlled solution of string theory

that supports large-field inflation remains an important problem.
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A Conventions for differential forms

The orientations of D7-branes, and the self-duality properties of two-form fluxes on them,

are crucial in D7-brane monodromy models. We therefore devote this appendix to laying

out our conventions for differential forms, orientation, and the Hodge star operator.

Consider an orientable Riemannian manifold X of real dimension 2d. Given an orien-

tation on X, and equipped with the natural inner product 〈 , 〉 such that

〈 , 〉 : ΛpTX∗ × ΛpTX∗ → C, (ω, ν) 7→ 〈ω, ν〉, (A.1)

we define the Hodge star map for differential p-forms ω and ν as a map

?2d : ΛpTX∗ → Λ2d−pTX∗, (A.2)

such that

ω ∧ ?2dν = 〈ω, ν〉Vol2d, (A.3)

where Vol2d is the volume form of X with the given orientation. There is a natural gen-

eralization of the Hodge star (A.2) in the case that X is a complex manifold of complex

dimension d. Taking ω, ν to be elements of ΛpTX∗ ∧ ΛqTX
∗
, the Hodge star map is a

linear map

?d : ΛpTX∗ ∧ ΛqTX
∗ → Λd−qTX∗ ∧ Λd−pTX

∗
, (A.4)

such that

ω ∧ ?dν = 〈ω, ν〉Vold. (A.5)

The definitions (A.2), (A.4) agree on real differential forms and there is no ambiguity

regarding the definition of the Levi-Civita symbol.

Under a change of the orientation, the volume form changes sign, and hence so do the

eigenvalues of the Hodge star. Taking d = 3, a fixed three-form flux that is ISD for one

orientation of X is IASD for the opposite orientation. Likewise, taking X to be a divisor of a

threefold (d = 2), a fixed two-form flux that is SD in one orientation is ASD for the opposite

orientation. Thus, to give a correct description of D-branes in a flux compactification on a

threefold X, we must specify a set of internally consistent conventions for the orientation

of X, the orientation of divisors D ⊂ X, and the definitions of ?6 and ?4. We will now

work out the relations among these definitions.

We begin with a canonical choice of orientation, and show which other choices are logi-

cally possible. For X a Kähler manifold, we write the Kähler form J in local coordinates as

J = igab̄dz
a ∧ dz̄b̄. (A.6)

It is natural to define the volume form, and thus the orientation of the manifold, as

Vold =
1

d!
Jd, (A.7)

where in local coordinates with diagonalized metric the volume form is written as

Vold = id det(gab̄)dz
1 ∧ dz̄1 · · · dzd ∧ dz̄d. (A.8)
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We then call the orientation constructed above the canonical orientation. For example,

the canonical orientation of the volume form on a manifold X with d = 3 is

− idz1 ∧ dz̄1 ∧ dz2 ∧ dz̄2 ∧ dz3 ∧ dz̄3. (A.9)

Correspondingly, if D ⊂ X is a submanifold of complex dimension two, and is dual to a

curve of positive volume, then the orientation on D is

− dz1 ∧ dz̄1 ∧ dz2 ∧ dz̄2. (A.10)

From the definition of the Hodge star map, an SD real two-form S and an ASD real

two-form A satisfy the following relations:

S ∧ S = S ∧ ?S = 〈S,S〉Vol, (A.11)

S ∧ A = 0, (A.12)

A ∧A = −A ∧ ?A = −〈A,A〉Vol. (A.13)

The Kähler form in a manifold with d = 2 is SD in the canonical orientation, as 〈J, J〉 = 2.

Taking the definition of the Hodge star to be (A.4), one finds that a flux of Hodge

type (2, 1)primitive + (0, 3) is ISD — a relation that is ubiquitous in the literature on flux

compactifications — and similarly a flux of Hodge type (2, 0) + (0, 2) on D ⊂ X is SD.

These results confirm that our conventions (A.6), (A.7), and (A.4) for orientation and for

the Hodge star in Kähler manifolds are compatible with the literature.

For completeness let us nevertheless explore other possible choices of consistent con-

ventions: see table 1. We will impose a few requirements, which imply conditions on the

numbers a, b ∈ {±1} appearing in table 1. The first requirement is that the integral of

the volume form over a positively-oriented manifold must be positive. We will also require

that forms of Hodge type (2, 1)primitive + (0, 3) are ISD rather than IASD, which implies

ab = 1. A final requirement is that the bulk Chern-Simons coupling ∝ 1
i

∫
G∧ Ḡ for forms

of type (2, 1)primitive + (0, 3) should correspond to positive D3-brane charge whose sign is

b. Given these physics inputs, the following describe self-consistent conventions. First,

spacetime-filling Dp-brane actions are of the form

− µp
∫

Im τVolp+1 + bµp

∫
Cp+1. (A.14)

The Bianchi identity for the RR 4-form field is

dF̃5 = H ∧ F − bρD3, (A.15)

where ρD3 is the D3-brane charge density. If G is ISD, then

H ∧ F = −G ∧ Ḡ
2iIm τ

= −b |G|
2Vol

2Im τ
. (A.16)

In an ISD background, the following quantity vanishes:

Φ−1·b = h−1 − bα, (A.17)

– 22 –



J
H
E
P
1
0
(
2
0
2
0
)
0
6
0

+ −
Choice of Hodge star (a) ω ∧ ?ν̄ = 〈ω, ν̄〉Vol ?ω ∧ ν̄ = 〈ω, ν̄〉Vol

Choice of Kähler form (b) igziz̄jdz
i ∧ dz̄j −igziz̄jdzi ∧ dz̄j

Table 1. Possible conventions. The first column denotes the quantity whose definition can be

chosen. The variables a and b in parentheses equal +1 if the choice corresponds to the second

column and −1 if the choice corresponds to the third column. We have taken a = b = 1 throughout

this work.

where h is the warp factor and C4 = αdx0 ∧ dx1 ∧ dx2 ∧ dx3. In this paper, we have taken

a = b = 1.

For any choice of a and b, the orientation on an effective divisor D is 1
2J ∧ J , and a

form of type (2, 0) + (0, 2) on D is self-dual on D, and so induces D3-brane charge, rather

than anti-D3-brane charge, on a D7-brane wrapping D.

B Green’s function on a toroidal orientifold

In this section, we provide the Green’s function on a simple toroidal orientifold. The

Green’s function on T 2 is very well known — see e.g. [45]. Here we will provide modular

invariant Green’s functions on orbifolds and orientifolds of T 2 and T 6.

Finding a Green’s function on a compact manifold of real dimension greater than two

by the method of images can be challenging, as the sum diverges in general. In order to deal

with this divergence, we regulate the Green’s function on a torus. Given this regularized

Green’s function, we extend it to a Green’s function on an orbifold and an orientifold.

We begin with a T 6 obtained by identification of the opposite faces of the six-cube of

side length L. We then define a toroidal Green’s function to be a function that satisfies

∇2G(6)(x;x′) = δ(6)(x− x′)−
1∫

T 6 Vol6
. (B.1)

The Green’s function for the torus is then written as

G(6)(x; 0) = −
∑
n∈Z6

(1− δn,0)
e2πi~n·~x/L

4π2n2L4
. (B.2)

As we anticipated above, this sum diverges. We follow a prescription given in [46] to

regularize the Green’s function:

G(6)(x; 0) = L−4

∫ ∞
0

∑
n∈Z6

(1− δn,0)e2πi~n·~x/L−4π2n2sds (B.3)

= L−4

∫ ∞
0

1−
6∏
j=1

∑
n∈Z6

e2πinjxj/L−4π2n2
js

 ds (B.4)

= L−4

∫ ∞
0

1−
6∏
j=1

ϑ3

( xj
L

∣∣∣ 4πis)
 ds. (B.5)
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We used the identity

ϑ3 (ν|τ) =
∑
n

e2πi(νn+τn2/2) (B.6)

for the last equality.

In order to obtain lower-dimensional toroidal Green’s functions, we dimensionally re-

duce the six-dimensional Green’s function (B.3). It is then clear that the Green’s function

satisfies the identity ∫
ddxG(6)(x;x′) = G(6−d)(x;x′). (B.7)

We choose G(0)(x;x′) = 0. We expect that G(2)(z; z′) would correspond to the well known

toroidal Green’s function

G(2)(z; z′) =
1

2π
log

∣∣∣∣ϑ1

(
z − z′

L

∣∣∣∣ τ)∣∣∣∣− (Im (z − z′))2

2L2Im τ
+ C(τ), (B.8)

where τ is the complex structure modulus, and C(τ) is a function of τ [47] that must obey

C(τ + 1) = C(τ), (B.9)

C(−1/τ) = C(τ)− 1

4π
log |τ | , (B.10)

in order for the Green’s function to be invariant under modular transformations. These

modular transformation properties suggest that C(τ) is given by

C(τ) = − 1

2π
log |η(τ)|+ C0, (B.11)

where η(τ) is the Dedekind eta function and C0 is undetermined constant. We determined

C0 = 0 numerically by demanding that the integral of the Green’s function (B.8) over the

torus vanishes.

Given the toroidal Green’s function (B.3), it is natural to extend it to the Green’s

function defined on a toroidal orbifold or a toroidal orientifold. Let us work with an

example for simplicity. For a finite group ZN , let there be a group action θ on a complex

coordinate z. Then we denote a Green’s function defined on the toroidal orbifold/orientifold

T 6/ZN as

GT 6/ZN (z; z′) =

N∑
i

G(6)(z; θiz′). (B.12)

Similarly, a Green’s function on T 2/ZN is determined as

GT 2/ZN (z; z′) =
N∑
i

G(2)(z; θiz′). (B.13)

Here z and z′ are understood to be in the fundamental domain. We frequently omit the

subscript T 2/ZN .

Finally, we will make use of the identity∫
ddx′∇G(d)(x;x′) · ∇G(d)(x

′;x0) = −
∫
ddx′G(d)(x;x′)∇2G(d)(x

′;x0) (B.14)

= −G(d)(x;x0). (B.15)
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