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## 1 Introduction

The Sachdev-Ye-Kitaev (SYK) model proposed by [1] describes the quantum mechanics of $N$ Majorana fermions with disordered interactions. The SYK model features the dominance of the "Melonic" diagrams in large $N$ and is solvable at strong coupling limit [2-6]. One of the most interesting aspects of the SYK model is the emergent reparametrization symmetry at strong coupling limit [2-6]. This reparametrization symmetry is spontaneously and explicitly broken, like the chiral Lagrangian for the pion. This leads to a Pseudo-Nambu-Goldstone boson, the dynamics of which is governed by a Schwarzian low energy effective action. These low energy modes are also responsible for the saturation of the chaos bound $[2,5]$ of the SYK model, and this suggests that the SYK model might
have a holographic dual, and has resulted in great interest. In particular, it has been shown that the low energy sector of the SYK model is captured by the dilaton gravity [7] and the Liouville theory [8]. Furthermore, the infinite tower of states in the SYK model can be understood as the Kaluza-Klein modes of the 3D gravity [9].

In this context, it is useful to generalize the SYK model in a way that the essential properties of the model are preserved. ${ }^{1}$ Indeed, there have been various directions such as lattice and higher dimensional generalization [14-20] and supersymmetry [20-25]. In this paper, we are interested in SYK models with global symmetries. There has already been some works along this direction. For example, the $\mathrm{U}(1)$ symmetry in the complex SYK model [26, 27] as well as in the 2d SUSY generalization [20] have been explored. Also, $\mathrm{U}(1)_{R}$ symmetry was studied in the $\mathcal{N}=2$ SUSY SYK model [21]. Furthermore, a model with flavor symmetry was introduced by [28].

The SYK model and its generalizations have a common feature: the bi-locals. This bi-local structure originates from the fact that those models are basically large $N$ vector models. The systematic analysis of the large $N$ vector models can be given by the collective field theory [29-33] where the bi-local structure naturally arises. We emphasize that the bi-local collective field theory enables us to analyze the SYK models with a powerful action formulation $[4,6,24]$. Even if we add extra bi-local structures such as replica space [4], superspace [24] and doubled space in Thermofield Dynamics [34, 35] in addition to the bi-local spacetime, the bi-local collective field theory straightforwardly incorporates them into an enlarged bi-local space. Hence, it is also natural to add flavor structure to the SYK model to construct a bi-local space of flavor and time. For this, we need to find a generalized SYK model which is invariant under the global symmetry explicitly because the bi-local collective field theory leads to a matrix model in the enlarged bi-local space. Then, the bi-local field theory of such a generalized SYK model is nothing but the same matrix model as in the SYK model with enlarged bi-local space.

Also, it has been shown that the same features of SYK model such as the maximal chaos is shared by "SYK-like" tensor models ${ }^{2}$ which is a quantum mechanical model of fermi tensors without disorder [43-45]. In addition, the finite $N$ tensor models have been investigated in [46-49], and the generalizations of the SYK-like tensor model in large $N$ have been explored in $[50-56]$. Now, like the SYK model, it is also natural to consider the generalize the SYK-like tensor model by introducing a global symmetry. However, in contrast to the SYK model, there are too many invariant operators in tensor models, which make it difficult to construct a collective action for the invariants. ${ }^{3}$ Nevertheless, [53] developed a general technique which enables us to analyze a broad class of tensor models on the lattice. In particular, this analysis is not restrict to lattice space, but can be applied to abstract spaces such as the flavor index. Like the bi-local field theory, the analysis in [53] immediately gives similar results for a tensor model with global symmetry.

[^0]We will introduce a new SYK model which exhibits global symmetry ${ }^{4} G$ already at the level of Hamiltonian before disorder averaging. After disorder average, this global symmetry is enhanced to the local symmetry at strong coupling limit of which symmetry algebra is the Kac-Moody algebra $\widehat{g}$ of the group $G$. Together with the reparametrization symmetry, the emergent diff $\ltimes \widehat{g}$ symmetry is also broken spontaneously and explicitly, which is responsible for the structure of the low energy effective action: the Schwarzian and quantum mechanics of a particle on the $G$ group manifold. We study the large $N$ expansion of the corresponding bi-local collective action. Furthermore, we evaluate four point functions and study the long time behavior of the out-of-time-ordered correlators. We also introduce a tensor model with a global symmetry, and investigate four point functions. Moreover, we explore the conjecture on the dual 3D gravity of the SYK model proposed by [9].

The outline of this paper is as follows. In section 2, we introduce a real $O(N)$ SYK model with global $\mathrm{SO}(M)$ symmetry, and construct the bi-local collective action of our model. In large $N$, we derive the saddle-point equation corresponding to the SchwingerDyson equation of the two point function of the fermions. We take $\mathrm{SO}(M)$ invariant ansatz for the large $N$ classical solution, and the saddle-point equation is reduced to that of the original SYK model. We discuss the emergent reparametrization and local SO( $M$ ) symmetry corresponding Kac-Moody algebra at strong coupling limit. We show that the full symmetry algebra is diff $\ltimes \widehat{s o}(M)$.

In section 3, we discuss four point functions. First, in section 3.1, we study the systematic large $N$ expansion of the bi-local collective action. Expanding around the classical solution, we derive the quadratic action of the bi-local fluctuation. Since the fermion transforms fundamental representation of the $\mathrm{SO}(M)$, the bi-local fluctuation is decomposed into singlet, anti-symmetric and symmetric irreducible representations of $\mathrm{SO}(M)$. We discuss the properties of the singlet, anti-symmetric and symmetric irrep eigenfunction of the quadratic action with (Bessel function) basis. Using this basis, we diagonalize the quadratic action, and obtain the propagator of the singlet, anti-symmetric and symmetric bi-local fluctuations. These two point functions of the bi-local fluctuations correspond to four point functions of the fermions. Also, in this diagonalization, we obtain functions which determine the spectrum of our model.

In section 3.2, following [5], we analyze the four point functions. We derive the kernel of the four point function simply from the quadratic action of the bi-local fluctuations without diagrammatics. Then, we evaluate the four point functions with the conformal eigenfunctions [5, 20, 25, 59]. The singlet channel is the same as the original SYK model, and the anti-symmetric and symmetric channels lead to new four point functions. ${ }^{5}$ We work on the OPE limit of the four point functions.

In section 3.3, we confirm the diagrammatics of our model. In the previous sections, we have not used diagrammatics thanks to the collective action, and have analyzed our model

[^1]without diagrammatics. In this section, we double check that the large $N$ diagrammatics also leads to the same Schwinger-Dyson equations for two and four point functions.

In section 4, following [4,6] we derive the effective action for the Pseudo-NambuGoldstone bosons related to broken reparametrization and $\widehat{s o}(M)$. We obtain the Schwarzian action and the action for a particle on the group manifold. From the effective action, we evaluate the contribution of the low energy mode to the out-of-time-ordered correlators by using the method in [5]. The low energy mode of the Schwarzian makes the singlet channel maximally chaotic. On the other hand, the anti-symmetric channel gets a contribution only from the low energy mode related to $\widehat{s o}(M)$ which does not grow exponentially. Furthermore, there is no contribution of the low energy effective actions to the symmetric channel. We also analyze the contribution from the non-zero modes. The calculation for the singlet channel, which is the same as the original SYK model, gives the $\frac{1}{\beta \mathcal{J}}$ correction to the Lyapunov exponent in [60], and the anti-symmetric/symmetric channels do not have exponential growth. Furthermore, we also obtain the consistent result by using retarded kernel $[5,61]$.

In section 5 , we propose a $O(N)$ tensor model with global symmetry (in particular, we work on $\operatorname{SO}(M)$ for simplicity) which is analogous to our SYK model. Following [53], we first analyze our tensor model with rank-3 tensor. [53] investigated tensor models on the lattice by using general techniques that can be applied to broad class of tensor models. We consider the $\mathrm{SO}(M)$ index as the lattice index in [53], and the interactions of our model can be interpreted as the non-local hopping interactions on the lattice. Then, we can immediately generate all the results such as two and four point functions by using [53]. We consider two types of $O(N)$ invariant four point functions: "Cooper" channel and "Pillow" channels. The Cooper channel is reminiscent to the four point function of our SYK model with $\mathrm{SO}(M)$ global symmetry. Hence, the singlet Cooper channel saturates $[2,5]$ the chaos bound [62]. The Pillow channels do not grow exponentially up to the leading order in $N$. We generalize our model into rank- $(q-1)$ tensor model with the global $\mathrm{SO}(M)$ symmetry by "uncoloring" process, and obtain the same results. We show that for $q>6$, the subleading ladder diagram (in $N$ ) of the Pillow channels grow exponentially with maximal growth rate $\frac{2 \pi}{\beta}$, and we claim that this is consistent with the contribution from the Schwarzian effective action if it exists.

In section 6, following [9], we extend the conjecture on the 3D gravity for the case of $q=4$ in order to understand phenomenologically the infinite tower of the spectrum in our SYK model. Considering the three 3D scalar fields on $A d S_{2} \times[-L, L]$, we repeat the analysis in [9] with the spectrum of the singlet, anti-symmetric and symmetric irrep sectors of $\operatorname{SO}(M)$. As in [9], we demand Dirichlet boundary condition for two scalar fields on both ends of the interval which correspond to the singlet and symmetric irrep sectors. On the other hand, we impose Neumann boundary condition for the other scalar field. As in [9], the 3 D propagators evaluated at a specific point on the extra space agree with the propagators in our model. We also consider a similar action with three scalar fields conformally coupled to gravity on $A d S_{2} \times[0, L]$ where we impose Dirichlet/Robin boundary condition for two scalar fields, and Neumann/Robin boundary condition for the other. And, we also have the same result.

In section 7, we present our conclusion and future directions.
In appendix A, we consider a general form of our SYK model with the global symmetry $\mathrm{SO}(M)$ by using the permutation group $S_{\frac{q}{2}}$. The corresponding collective action is a Schur polynomial of the product of two bi-local fields with a representation $R$ of the permutation group $S_{\frac{q}{2}}$. Up to quadratic level, all these actions gives the same results such as two and four point functions. In appendix B, we work on the (complex) SYK model with $\mathrm{U}(M)$ global symmetry. For simplicity, we take the anti-symmetric classical solution (the particle-hole symmetric case). We have four bi-local fluctuations corresponding to symmetric/antisymmetric (or, equivalently real/imaginary) part of the singlet and adjoint fluctuations. In appendix C , we give the details of the diagonalization of the quadratic action by using Bessel function basis. In appendix $D$, we explore the properties of zero mode eigenfunctions and their generalization.

## 2 SYK models with global symmetry

### 2.1 Bi-local collective actions

We begin by introducing an $O(N)$ SYK model with $\mathrm{SO}(M)$ global symmetry. The model consists of $N M$ Majorana fermions $\chi^{i \alpha}$ where $i(=1, \cdots, N)$ and $\alpha(=1, \cdots, M)$ are $O(N)$ and $\mathrm{SO}(M)$ indices, respectively. Note that we will take large $N$ limit, but $M$ should be finite, or at most $M \ll N$. We define the following $\mathrm{SO}(M)$ invariant action with a random coupling constant:

$$
\begin{equation*}
S=\int d \tau\left[\frac{1}{2} \sum_{i=1}^{N} \sum_{\alpha=1}^{M} \chi^{i \alpha} \partial_{\tau} \chi^{i \alpha}-\sum_{i, j, k, l=1}^{N} \sum_{\alpha_{1}, \alpha_{2}=1}^{M} J_{i j k l} \chi^{i \alpha_{1}} \chi^{j \alpha_{1}} \chi^{k \alpha_{2}} \chi^{l \alpha_{2}}\right] \tag{2.1}
\end{equation*}
$$

One can consider more general action with the $\mathrm{SO}(M)$ global symmetry, which we discussed in appendix A. $J_{i_{1} i_{2} i_{3} i_{4}}$ denotes the random coupling constant from Gaussian distribution:

$$
\begin{equation*}
\prod_{i, j, k, l=1}^{N} \exp \left[-\frac{2 M N^{3}}{J^{2}} J_{i j k l} J_{i j k l}\right] \tag{2.2}
\end{equation*}
$$

Here, the parameter $J$ has dimension of energy. Note that we do not assume any symmetry property for $J_{i j k l}$ (i.e., $J_{i j k l}$ need not to be anti-symmetric) so that $J_{i j k l}$ 's are all independent random coupling constant. ${ }^{6}$

For the quenched disorder average, one has to follow the replica trick [4]. In large $N$, one can take replica symmetry ansatz assuming that there is no spin glass phase. This is equivalent to treat the random coupling constant $J_{i j k l}$ as additional non-dynamical field in large $N$ SYK model, and to integrate it out in the partition function.

For the bi-local collective action, we define the bi-local field $\Psi^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right)$ by

$$
\begin{equation*}
\Psi^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right) \equiv \frac{1}{N} \sum_{i=1}^{N} \chi^{i \alpha_{1}}\left(\tau_{1}\right) \chi^{i \alpha_{2}}\left(\tau_{2}\right) \tag{2.3}
\end{equation*}
$$

[^2]Note that the bi-local field $\Psi^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right)$ can be considered as an anti-symmetric matrix in the bi-local space $\left(\tau_{1}, \alpha_{1} ; \tau_{2}, \alpha_{2}\right)$, i.e.,

$$
\begin{equation*}
\Psi^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right)=-\Psi^{\alpha_{2} \alpha_{1}}\left(\tau_{2}, \tau_{1}\right) \tag{2.4}
\end{equation*}
$$

Also, in this paper, it is convenient to represent it as the $M \times M$ matrix-valued bi-local field of the bi-local space $\left(\tau_{1}, \tau_{2}\right)$ :

$$
\begin{equation*}
\mathbf{\Psi}\left(\tau_{1}, \tau_{2}\right): \quad M \times M \text { matrix } \tag{2.5}
\end{equation*}
$$

In this matrix notation, the anti-symmetry of bi-local field in (2.4) can be written as

$$
\begin{equation*}
\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right)=-\boldsymbol{\Psi}^{t}\left(\tau_{2}, \tau_{1}\right) \tag{2.6}
\end{equation*}
$$

where $A^{t}$ is the transpose of the $M \times M$ matrix $A$. We will use the following notations through out this work: an $M \times M$ matrix will be denoted by bold letters $\boldsymbol{\Psi}, \boldsymbol{\eta}$ etc., and the matrix elements will be denoted by $\Psi^{\alpha_{1} \alpha_{2}}, \eta^{\alpha_{1} \alpha_{2}}$ etc.

Now, we will perform the Gaussian integral over $J_{i j k l}$ with (2.2) in the action (2.1). Since the action (2.1) and the Gaussian distribution (2.2) are invariant under (global) $\mathrm{SO}(M)$ and $\mathrm{SO}(N)$, we expect the result to be invariant, too. In terms of the bi-local collective field, the path integral is given by

$$
\begin{equation*}
Z=\int \mathcal{D} \boldsymbol{\Psi} \mu[\mathbf{\Psi}] e^{-S_{c o l}[\mathbf{\Psi}]} \tag{2.7}
\end{equation*}
$$

where $\mu[\mathbf{\Psi}]$ is a measure of order $\mathcal{O}\left(N^{0}\right)$ which is not important in this paper, and the collective action $S_{c o l}[\mathbf{\Psi}]$ is $[4,6,24]$

$$
\begin{equation*}
S_{c o l}[\mathbf{\Psi}]=\frac{N}{2} \operatorname{Tr}[-D \circledast \mathbf{\Psi}+\log \mathbf{\Psi}]-\frac{N J^{2}}{8 M} \int d \tau_{1} d \tau_{2}\left[\operatorname{tr}\left(-\mathbf{\Psi}\left(\tau_{1}, \tau_{2}\right) \mathbf{\Psi}\left(\tau_{2}, \tau_{1}\right)\right)\right]^{2} \tag{2.8}
\end{equation*}
$$

We have introduced some compact notations here which are standard in the bi-local theory literature that requires some explanations. First, note that tr denotes the trace of the $M \times M$ matrix, and runs over the $\mathrm{SO}(M)$ index $\alpha=1,2, \cdots, M$, i.e., $\operatorname{tr} A=\sum_{\alpha=1}^{M} A^{\alpha \alpha}$. Also, note that $\operatorname{Tr}$ denotes the trace of a matrix in the bi-local space ( $\tau_{1}, \alpha_{1} ; \tau_{2}, \alpha_{2}$ ) (i.e., $\left.\operatorname{Tr} A=\int d \tau \sum_{\alpha=1}^{M} A(\tau, \alpha ; \tau, \alpha)\right)$. Also, the bi-local derivative denoted by $D$ is defined as

$$
\begin{equation*}
D^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right) \equiv \delta^{\alpha_{1} \alpha_{2}} \partial_{\tau_{1}} \delta\left(\tau_{1}-\tau_{2}\right) \tag{2.9}
\end{equation*}
$$

and, $\circledast$ denotes the star product in the bi-local space $\left(\tau_{1}, \alpha_{1} ; \tau_{2}, \alpha_{2}\right)$, i.e.,

$$
\begin{equation*}
(A \circledast B)^{\alpha_{1} \alpha_{2}}\left(\tau_{1} ; \tau_{2}\right) \equiv \int d \tau_{3} \sum_{\alpha_{3}=1}^{M} A^{\alpha_{1} \alpha_{3}}\left(\tau_{1} ; \tau_{3}\right) B^{\alpha_{3} \alpha_{2}}\left(\tau_{3} ; \tau_{2}\right) \tag{2.10}
\end{equation*}
$$

In addition, the second term $\frac{N}{2} \operatorname{Tr} \log \Psi$ in (2.8) comes from the non-trivial Jacobian in Hubbard-Stratonovich type transformation to the bi-local field. ${ }^{7}$

[^3]Generalization to $\boldsymbol{q}$ point interaction. One can generalize the model into one with a $q$-point interaction:

$$
\begin{equation*}
S=\int d \tau\left[\frac{1}{2} \chi^{i \alpha} \partial_{\tau} \chi^{i \alpha}+i^{\frac{q}{2}} J_{i_{1} \ldots i_{q}} \chi^{i_{1} \alpha_{1}} \chi^{i_{2} \alpha_{1}} \chi^{i_{3} \alpha_{2}} \chi^{i_{4} \alpha_{2}} \ldots \chi^{i_{q-1} \alpha_{q}} \chi^{i_{q} \alpha_{q}}\right] \tag{2.11}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
q \equiv 2 q, \tag{2.12}
\end{equation*}
$$

and, we have omitted the summation over the $O(N)$ indices $i_{1}, \cdots, i_{q}$ and $\mathrm{SO}(M)$ indices $\alpha_{1}, \cdots, \alpha_{\mathbb{q}}$. The distribution of Gaussian random coupling constant $J_{i_{1} \cdots i_{q}}$ is given by

$$
\begin{equation*}
\exp \left[-\frac{q M^{\frac{q}{2}-1} N^{q-1}}{J^{2}} \sum_{i_{1}, \cdots, i_{q}=1}^{N} J_{i_{1} \cdots i_{q}} J_{i_{1} \cdots i_{q}}\right] . \tag{2.13}
\end{equation*}
$$

After disorder averaging, we have the following bi-local collective action.

$$
\begin{equation*}
S_{\text {col }}=\frac{N}{2} \operatorname{Tr}[-D \circledast \boldsymbol{\Psi}+\log \boldsymbol{\Psi}]-\frac{N J^{2}}{4 \mathbb{q} M^{q-1}} \int d \tau_{1} d \tau_{2}\left[\operatorname{tr}\left(-\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right) \boldsymbol{\Psi}\left(\tau_{2}, \tau_{1}\right)\right)\right]^{\natural} . \tag{2.14}
\end{equation*}
$$

We have chosen the simplest action (2.1) instead of the general form of $\mathrm{SO}(M)$ invariant action. In appendix A , we take more general $\mathrm{SO}(M)$ invariant actions and derive the corresponding collective actions. We show that the basic building block of the collective action is Schur polynomial of the $M \times M$ matrix $-\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right) \boldsymbol{\Psi}\left(\tau_{2}, \tau_{1}\right)$ with Young tableau $R(|R|=q)$, and the (potential term of) collective action is the linear combination of them with positive coefficients. For example, (2.14) corresponds to the sum of all Schur polynomials of degree q. We also find in appendix A that each Schur polynomial as a collective action gives the identical result up to quadratic level.

Furthermore, although we obtained the collective action for $G=\mathrm{SO}(M)$ group here, the reader must keep in mind that most of the steps could go through, and one would be able to obtain a similar collective action for any semi-simple Lie group $G$. This is worked out for the case of $G=\mathrm{U}(M)$ in appendix B.

### 2.2 Large $N$ classical solution

In this section, we will evaluate the large $N$ classical solution $\boldsymbol{\Psi}_{c l}$, which is the two point function of the fundamental fermions as well as the one point function of the bi-local field:

$$
\begin{equation*}
\Psi_{c l}^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right)=\left\langle\Psi_{c l}^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right)\right\rangle=\frac{1}{N} \sum_{i=1}^{N}\left\langle\chi^{i \alpha_{1}}\left(\tau_{1}\right) \chi^{i \alpha_{2}}\left(\tau_{2}\right)\right\rangle . \tag{2.15}
\end{equation*}
$$

To evaluate the large $N$ classical solution, we vary the collective action (2.14) with respect to the bi-local field, and (matrix-)multiply $\boldsymbol{\Psi}_{c l}$ to the result in order to obtain the large $N$ saddle-point equation:

$$
\begin{align*}
& -\left(D \circledast \boldsymbol{\Psi}_{c l}\right)\left(\tau_{1}, \tau_{2}\right)+\boldsymbol{I} \delta\left(\tau_{1}-\tau_{2}\right) \\
& +\frac{J^{2}}{M^{q-1}} \int d \tau_{3}\left[-\operatorname{tr}\left(\boldsymbol{\Psi}_{c l}\left(\tau_{1}, \tau_{3}\right) \mathbf{\Psi}_{c l}\left(\tau_{3}, \tau_{1}\right)\right)\right]^{\boldsymbol{q}-1} \boldsymbol{\Psi}_{c l}\left(\tau_{1}, \tau_{3}\right) \mathbf{\Psi}_{c l}\left(\tau_{3}, \tau_{2}\right)=0 \tag{2.16}
\end{align*}
$$

where $\boldsymbol{I}$ is the $M \times M$ identity matrix so that $\boldsymbol{I} \delta\left(\tau_{1}-\tau_{2}\right)$ is the identity matrix in the bi-local space.

At the strong coupling limit where $|J \tau| \longrightarrow \infty$, one can drop the first term in (2.16), and can solve it exactly. Recall that the collective action has global $\mathrm{SO}(M)$ symmetry. Hence, we will take the following $\mathrm{SO}(M)$ invariant ansatz for the classical solution:

$$
\begin{equation*}
\boldsymbol{\Psi}_{c l}\left(\tau_{1}, \tau_{2}\right)=\boldsymbol{I} \psi_{c l}\left(\tau_{1}, \tau_{2}\right) \tag{2.17}
\end{equation*}
$$

Note that $\psi_{c l}\left(\tau_{1}, \tau_{2}\right)$ is not a $M \times M$ matrix but a anti-symmetric bi-local field in the bi-local time space $\left(\tau_{1}, \tau_{2}\right)$, i.e., $\psi_{c l}\left(\tau_{1}, \tau_{2}\right)=-\psi_{c l}\left(\tau_{2}, \tau_{1}\right)$ because of (2.4). Then, the saddle-point equation in (2.16) is reduced to the large $N$ saddle-point equation of the original SYK models at the strong coupling limit:

$$
\begin{equation*}
J^{2}\left[\psi_{c l}\right]^{q-1}\left(\tau_{1}, \tau_{3}\right) \star \psi_{c l}\left(\tau_{3}, \tau_{2}\right)=-\delta\left(\tau_{1}-\tau_{2}\right) \tag{2.18}
\end{equation*}
$$

where $\star$ denotes the star product in bi-local time space $\left(\tau_{1}, \tau_{2}\right)$, i.e.,

$$
\begin{equation*}
(A \star B)\left(\tau_{1}, \tau_{2}\right) \equiv \int d \tau_{3} A\left(\tau_{1}, \tau_{3}\right) B\left(\tau_{3}, \tau_{2}\right) \tag{2.19}
\end{equation*}
$$

The solution is $[2-6,26]$

$$
\begin{equation*}
\psi_{c l}\left(\tau_{1}, \tau_{2}\right)=\Lambda \frac{\operatorname{sgn}\left(\tau_{1}-\tau_{2}\right)}{\left|\tau_{1}-\tau_{2}\right|^{2 \Delta}} \quad\left(\Delta \equiv \frac{1}{q}\right) \tag{2.20}
\end{equation*}
$$

where the constant $\Lambda$ is given by

$$
\begin{equation*}
J^{2} \Lambda^{q} \pi=\left(\frac{1}{2}-\frac{1}{q}\right) \tan \frac{\pi}{q} \tag{2.21}
\end{equation*}
$$

### 2.3 Reparametrization and Kac-Moody algebra

In this subsection, we will explore the symmetries in the low energy limit. Recall that the SYK model features the emergent reparametrization symmetry at strong coupling limit. Apart from the reparametrization symmetry, our model has a global $\mathrm{SO}(M)$ symmetry, which can already be seen at the level of action in (2.1). We will show that this $\mathrm{SO}(M)$ global symmetry gets enhanced to a local $\mathrm{SO}(M)$ symmetry at the strong coupling limit. Also, we will show that the symmetry algebra is the (chiral half) of an affine Kac-Moody algebra with symmetry group $G(\mathrm{SO}(M)$ for this case).

First, let us recall how the reparametrization symmetry emerges in our case. To see this, we drop the kinetic term in the collective action (2.14) at the strong coupling limit, and define a critical collective action $S_{c o l, c}$ :

$$
\begin{equation*}
S_{c o l, c}=\frac{N}{2} \operatorname{Tr}[\log \mathbf{\Psi}]-\frac{N J^{2}}{4 \mathfrak{q} M^{\mathfrak{q}-1}} \int d \tau_{1} d \tau_{2}\left[\operatorname{tr}\left(-\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right) \boldsymbol{\Psi}\left(\tau_{2}, \tau_{1}\right)\right)\right]^{\natural} \tag{2.22}
\end{equation*}
$$

The critical collective action is invariant under reparametrization given by

$$
\begin{equation*}
\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right) \quad \longrightarrow \quad\left(f^{\prime}\left(\tau_{1}\right)\right)^{\Delta} \boldsymbol{\Psi}\left(f\left(\tau_{1}\right), f\left(\tau_{2}\right)\right)\left(f^{\prime}\left(\tau_{2}\right)\right)^{\Delta} \quad\left(\Delta=\frac{1}{q}\right) \tag{2.23}
\end{equation*}
$$

It is now easy to see that non-abelian local symmetry emerges at strong coupling in addition to the reparametrization symmetry. Recall that the collective action (2.14) as well as the original action in (2.11) has non-abelian global symmetry $\mathrm{SO}(M)$. At the strong coupling limit, this global symmetry is enhanced to local symmetry:

$$
\begin{equation*}
\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right) \quad \longrightarrow \quad \boldsymbol{g}\left(\tau_{1}\right) \boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right) \boldsymbol{g}^{-1}\left(\tau_{2}\right) \tag{2.24}
\end{equation*}
$$

where $\boldsymbol{g}(\tau)$ is a $\mathrm{SO}(M)$ matrix corresponding to the local $\mathrm{SO}(M)$ transformation. Note that the star product $\circledast$ in the bi-local space $\left(\tau_{1}, a_{1} ; \tau_{2}, a_{2}\right)$ is manifestly invariant under the local $\mathrm{SO}(M)$ transformation, and therefore, the first term of the critical action (2.22) is invariant. In addition, since the matrix $\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right)$ is always multiplied to $\boldsymbol{\Psi}\left(\tau_{2}, \tau_{1}\right)$ in the second term of the critical action, the second term is also invariant.

Furthermore, we find that the emergent symmetry of our model is the semi-direct product of the reparametrization and the affine Kac-Moody algebra:

$$
\begin{equation*}
\operatorname{diff} \ltimes \widehat{s o}(M) \tag{2.25}
\end{equation*}
$$

We denote the group element of diff $\ltimes \widehat{s o}(M)$ by $[f(\tau), \boldsymbol{g}(\tau)]$ where $f(\tau)$ and $\boldsymbol{g}(\tau)$ corresponds to the reparametrization and local $\widehat{s o}(M)$ transformation, respectively, i.e.,

$$
\begin{equation*}
\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right) \quad \xrightarrow{[f, \boldsymbol{g}]} \quad\left(f^{\prime}\left(\tau_{1}\right)\right)^{\frac{1}{q}} \boldsymbol{g}\left(\tau_{1}\right) \boldsymbol{\Psi}\left(f\left(\tau_{1}\right), f\left(\tau_{2}\right)\right) \boldsymbol{g}^{-1}\left(\tau_{2}\right)\left(f^{\prime}\left(\tau_{2}\right)\right)^{\frac{1}{q}} \tag{2.26}
\end{equation*}
$$

Then, the group composition law (the left group action) is found to be

$$
\begin{equation*}
\left[f_{2}(\tau), \boldsymbol{g}_{2}(\tau)\right] \cdot\left[f_{1}(\tau), \boldsymbol{g}_{1}(\tau)\right]=\left[\left(f_{1} \circ f_{2}\right)(\tau), \boldsymbol{g}_{2}(\tau) \boldsymbol{g}_{1}\left(f_{2}(\tau)\right)\right] \tag{2.27}
\end{equation*}
$$

Here, $\cdot$ denotes the group multiplication of diff $\ltimes \widehat{s o}(M)$, and $\left(f_{1} \circ f_{2}\right)(\tau)=f_{1}\left(f_{2}(\tau)\right)$ corresponds to two successive reparametrizations. We now work with infinitesimal symmetry

$$
\begin{equation*}
f(\tau)=\tau+\epsilon(\tau), \quad \boldsymbol{g}(\tau)=\boldsymbol{I}+i \boldsymbol{\rho}(\tau) \tag{2.28}
\end{equation*}
$$

From (2.27), the successive two infinitesimal transformation ${ }^{8}$ of $(\tau, \boldsymbol{I})$ is given by

$$
\begin{align*}
& {[\tau, \boldsymbol{I}] \quad \xrightarrow{\left[f_{2}, \boldsymbol{g}_{2}\right] \cdot\left[f_{1}, \boldsymbol{g}_{1}\right]}} \\
& {\left[\tau+\epsilon_{1}(\tau)+\epsilon_{2}(\tau)+\epsilon_{1}^{\prime}(\tau) \epsilon_{2}(\tau), \boldsymbol{I}+i \boldsymbol{\rho}_{1}(\tau)+i \boldsymbol{\rho}_{2}(\tau)+i \epsilon_{2}(\tau) \boldsymbol{\rho}_{1}^{\prime}(\tau)-\boldsymbol{\rho}_{2}(\tau) \boldsymbol{\rho}_{1}(\tau)\right]} \tag{2.29}
\end{align*}
$$

Hence, denoting these infinitesimal transformations by $\delta_{\epsilon, \boldsymbol{\rho}}$, we have

$$
\begin{equation*}
\delta_{\epsilon_{2}, \boldsymbol{\rho}_{2}} \delta_{\epsilon_{1}, \boldsymbol{\rho}_{1}}-\delta_{\epsilon_{1}, \boldsymbol{\rho}_{1}} \delta_{\epsilon_{2}, \boldsymbol{\rho}_{2}}=\delta_{\epsilon_{1}^{\prime}(\tau) \epsilon_{2}(\tau)-\epsilon_{2}^{\prime}(\tau) \epsilon_{1}(\tau), \epsilon_{2}(\tau) \boldsymbol{\rho}_{1}^{\prime}(\tau)-\epsilon_{1}(\tau) \boldsymbol{\rho}_{2}^{\prime}(\tau)-\left[\boldsymbol{\rho}_{2}(\tau), \boldsymbol{\rho}_{1}(\tau)\right]} \tag{2.30}
\end{equation*}
$$

Let us define the modes of the infinitesimal transformation by

$$
\begin{equation*}
\epsilon(\tau) \equiv \sum_{n \in \mathbb{Z}} \epsilon_{n} \tau^{n+1}, \quad \boldsymbol{\rho}(\tau)=\sum_{n \in \mathbb{Z}} \sum_{a} \rho_{n}^{a} \boldsymbol{T}^{a} \tau^{n} \tag{2.31}
\end{equation*}
$$

[^4]where $a$ indices run over the adjoint(anti-symmetric irrep) of $\widehat{s o}(M)$, and $\boldsymbol{T}_{\mathrm{A}}^{a}$ is the generators of $\widehat{s o}(M)$ satisfying the commutation relation $\left[\boldsymbol{T}_{\mathrm{A}}^{a}, \boldsymbol{T}_{\mathrm{A}}^{b}\right]=i f^{a b c} \boldsymbol{T}_{\mathrm{A}}^{c}$. Defining the generators $\delta_{\epsilon, \boldsymbol{\rho}}=-\epsilon_{n} L_{n}+-i \rho_{n}^{a} J_{n}^{a}$, we finally get
\[

$$
\begin{align*}
{\left[L_{n}, L_{m}\right] } & =(n-m) L_{m+n}, \\
{\left[J_{n}^{a}, J_{m}^{b}\right] } & =i f^{a b c} J_{m+n}^{c},  \tag{2.32}\\
{\left[L_{n}, J_{m}\right] } & =-m J_{m+n} .
\end{align*}
$$
\]

As an aside, one can easily realize the algebra by (2.32) by the following representation of $L_{n}$ and $J_{n}^{a}$ :

$$
\begin{equation*}
L_{n}=-\tau^{n+1} \partial_{\tau} \quad J_{n}^{a}=\boldsymbol{T}_{\mathrm{A}}^{a} \tau^{n} . \tag{2.33}
\end{equation*}
$$

Note that the algebra (2.32) is nothing but the semi-direct product of Virasoro and KacMoody algebra without the central extensions, i.e., Vir $\ltimes \widehat{s o}(M)$. Since the central extensions are anomaly terms, we can obtain it only after a careful analysis of the theory at finite temperature and with non-trivial background charge configurations.

We mention here that the global properties of the group might depend on the asymptotic fall-off that are allowed. In particular one must distinguish finite temperature diff( $S^{1}$ ) from that at zero temperature diff $(\mathbb{R})$ although the algebra (2.32) is identical. Recall that the classical solution is given by

$$
\begin{equation*}
\Psi_{c l}\left(\tau_{1}, \tau_{2}\right)=\Lambda \frac{\operatorname{sgn}\left(\tau_{1}-\tau_{2}\right)}{\left|\tau_{1}-\tau_{2}\right|^{\Delta}} \mathbb{1} . \tag{2.34}
\end{equation*}
$$

Using the reparametrization symmetry with $f(\tau)=\tan \frac{\pi \tau}{\beta}$, one can also obtain the classical solution at the finite temperature:

$$
\begin{equation*}
\Psi_{c l}(\tau)=\Lambda\left(\frac{\pi}{\beta \sin \frac{\pi \tau}{\beta}}\right)^{2 \Delta} \operatorname{sgn}(\tau) \boldsymbol{I}=\psi_{c l}(\tau) \boldsymbol{I} \tag{2.35}
\end{equation*}
$$

One can easily see that diff $\ltimes \widehat{s o}(M)$ is spontaneously broken by the classical solution. In particular, the classical solution at finite temperature breaks $\operatorname{diff}\left(S^{1}\right) \ltimes \widehat{s o}(M)$. But, it is still invariant under the global subalgebra $\operatorname{SL}(2, \mathbb{R}) \times s o(M)$ thereof. Furthermore, At finite coupling, $\operatorname{diff}\left(S^{1}\right) \ltimes \widehat{s o}(M)$ is explicitly broken by the kinetic term in the collective action (2.14) which has been ignored at the strong coupling limit. This leads to Pseudo-Nambu-Goldstone bosons for the broken $\operatorname{diff}\left(S^{1}\right) \ltimes \widehat{s o}(M)$, and their effective action is invariant under (global) $\operatorname{SL}(2, \mathbb{R}) \times s o(M)$ symmetry. We will discuss the effective action in section 4.1. In addition, this effective action for the Goldstone bosons of diff $\left(S^{1}\right) \ltimes \widehat{s o}(M)$ with $\mathrm{SL}(2, \mathbb{R}) \times s o(M)$ symmetry can be also captured by coadjoint orbit of $\operatorname{Vir} \ltimes \widehat{s o}(M)$ which is central extension of $\operatorname{diff}\left(S^{1}\right) \ltimes \widehat{s o}(M)$.

Note that our model is not restricted to $\mathrm{SO}(M)$ but could be generalized any semisimple Lie group $G$. In particular, we explicitly consider the case of $G=\mathrm{U}(M)$ in appendix B , and it would be straightforward to generalize the above discussion for any Lie groups.

## 3 Four point functions

In this section, we will diagonalize the quadratic collective action in large $N$ expansion. In the quadratic action, we will read off the kernel, and evaluate the four point function. From the OPE limit of the four point function, we will obtain the spectrum of our model.

### 3.1 Diagonalization of quadratic action in large $N$

In large $N$, we will expand the collective action in (2.14) around the classical solution $\boldsymbol{\Psi}_{c l}$ in (2.20). For this, we expand the bi-local collective field around the classical solution.

Since the fundamental fermion $\chi^{i \alpha}$ transforms in the fundamental representation of $\mathrm{SO}(M)$, the bi-local field $\boldsymbol{\Psi}$ is decomposed into singlet, anti-symmetric and symmetric irreducible representations of $\mathrm{SO}(M)$ :

$$
\begin{equation*}
\square \otimes \square=(\text { singlet }) \oplus(\text { anti-sym }) \oplus(\text { sym }) . \tag{3.1}
\end{equation*}
$$

Hence, we have

$$
\begin{equation*}
\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right)=\boldsymbol{I} \psi_{c l}\left(\tau_{1}, \tau_{2}\right)+\sqrt{\frac{2}{N}} \boldsymbol{\eta}\left(\tau_{1}, \tau_{2}\right)+\sqrt{\frac{2}{N}} \boldsymbol{\zeta}_{\mathrm{A}}\left(\tau_{1}, \tau_{2}\right)+\sqrt{\frac{2}{N}} \boldsymbol{\zeta}_{\mathrm{S}}\left(\tau_{1}, \tau_{2}\right) \tag{3.2}
\end{equation*}
$$

where the singlet, the symmetric and the antisymmetric fluctuations can be written as

$$
\begin{aligned}
\boldsymbol{\eta}\left(\tau_{1}, \tau_{2}\right) & =\frac{1}{\sqrt{M}} \eta\left(\tau_{1}, \tau_{2}\right) \boldsymbol{I}, & & \\
\boldsymbol{\zeta}_{\mathrm{A}}\left(\tau_{1}, \tau_{2}\right) & =\frac{\boldsymbol{\zeta}_{\mathrm{A}}^{a}\left(\tau_{1}, \tau_{2}\right)}{\sqrt{2 \mathrm{x}_{\mathrm{A}}}} \boldsymbol{T}_{\mathrm{A}}^{a} & & \left(a=1, \cdots, \frac{1}{2} M(M-1)\right), \\
\boldsymbol{\zeta}_{\mathrm{S}}\left(\tau_{1}, \tau_{2}\right) & =\frac{\boldsymbol{\zeta}_{\mathrm{S}}^{a}\left(\tau_{1}, \tau_{2}\right)}{\sqrt{2 \mathrm{x}_{\mathrm{S}}}} \boldsymbol{T}_{\mathrm{S}}^{a} & & \left(a=1, \cdots, \frac{1}{2} M(M+1)-1\right) .
\end{aligned}
$$

$$
\begin{equation*}
\mathrm{x}_{R}=\frac{\operatorname{dim}(R) C_{2}(R)}{2 \operatorname{dim}(\operatorname{adj})} \tag{3.3}
\end{equation*}
$$

where $C_{2}(R)$ is the Casimir of the representation $R$. We will use conventions that repeated indices are summed unless otherwise specified. Here, we choose the basis for so(M) generators $\boldsymbol{T}_{\mathrm{A}}^{a}$ and $\boldsymbol{T}_{\mathrm{S}}^{a}$ satisfying

$$
\begin{equation*}
\operatorname{tr}\left(T_{\mathrm{A}}^{a} T_{\mathrm{A}}^{b}\right)=2 \mathrm{x}_{\mathrm{A}} \delta^{a b}, \quad \operatorname{tr}\left(T_{\mathrm{S}}^{a} T_{\mathrm{S}}^{b}\right)=2 \mathrm{x}_{\mathrm{S}} \delta^{a b} . \tag{3.4}
\end{equation*}
$$

Hence, the component bi-local fields $\eta\left(\tau_{1}, \tau_{2}\right), \zeta_{\mathrm{A}}^{a}\left(\tau_{1}, \tau_{2}\right)$ and $\zeta_{\mathrm{S}}^{a}\left(\tau_{1}, \tau_{2}\right)$ can be expressed as

$$
\begin{equation*}
\eta\left(\tau_{1}, \tau_{2}\right)=\frac{1}{\sqrt{M}} \operatorname{tr}\left(\boldsymbol{\eta}\left(\tau_{1}, \tau_{2}\right)\right), \quad \zeta_{\mathrm{A} / \mathrm{s}}^{a}\left(\tau_{1}, \tau_{2}\right)=\frac{1}{\sqrt{2 \mathrm{x}_{\mathrm{A} / \mathrm{s}}}} \operatorname{tr}\left(\boldsymbol{\zeta}\left(\tau_{1}, \tau_{2}\right) \boldsymbol{T}_{\mathrm{A} / \mathrm{s}}^{a}\right) . \tag{3.5}
\end{equation*}
$$

One can easily see that the singlet fluctuation $\eta\left(\tau_{1}, \tau_{2}\right)$ is anti-symmetric in the bi-local time space like the original SYK model, i.e.,

$$
\begin{equation*}
\eta\left(\tau_{1}, \tau_{2}\right)=-\eta\left(\tau_{2}, \tau_{1}\right) . \tag{3.6}
\end{equation*}
$$

In addition, because of the anti-symmetry/symmetry of the generators in the antisymmetric/symmetric representation

$$
\begin{equation*}
\left(\boldsymbol{T}_{\mathrm{A}}^{a}\right)^{t}=-\boldsymbol{T}_{\mathrm{A}}^{a}, \quad\left(\boldsymbol{T}_{\mathrm{S}}^{a}\right)^{t}=\boldsymbol{T}_{\mathrm{S}}^{a}, \tag{3.7}
\end{equation*}
$$

one can show that the anti-symmetric/symmetric irrep fluctuation $\zeta_{\mathrm{A}}^{a}\left(\tau_{1}, \tau_{2}\right) / \zeta_{\mathrm{S}}^{a}\left(\tau_{1}, \tau_{2}\right)$ is symmetric/anti-symmetric in the bi-local time space. respectively:

$$
\begin{equation*}
\zeta_{\mathrm{A}}^{a}\left(\tau_{1}, \tau_{2}\right)=\zeta_{\mathrm{A}}^{a}\left(\tau_{2}, \tau_{1}\right), \quad \zeta_{\mathrm{S}}^{a}\left(\tau_{1}, \tau_{2}\right)=-\zeta_{\mathrm{S}}^{a}\left(\tau_{2}, \tau_{1}\right) \tag{3.8}
\end{equation*}
$$

Now, we expand the collective action (2.14) around the classical solution in large $N$ :

$$
\begin{equation*}
S_{c o l}\left[\boldsymbol{\Psi}_{c l}+\sqrt{2 / N}\left(\boldsymbol{\eta}+\boldsymbol{\zeta}_{\mathrm{A}}+\boldsymbol{\zeta}_{\mathrm{S}}\right)\right]=N S^{(0)}+S^{(2)}\left[\boldsymbol{\eta}, \boldsymbol{\zeta}_{\mathrm{A}}, \boldsymbol{\zeta}_{\mathrm{S}}\right]+\frac{1}{\sqrt{N}} S^{(3)}\left[\boldsymbol{\eta}, \boldsymbol{\zeta}_{\mathrm{A}}, \boldsymbol{\zeta}_{\mathrm{S}}\right]+\cdots \tag{3.9}
\end{equation*}
$$

Recalling the anti-symmetry of $\eta$ in (3.6) and $\zeta_{\mathrm{s}}^{a}$ in (3.8) as well as the symmetry of $\zeta_{\mathrm{A}}^{a}$ in (3.8), one can read off the quadratic action $S_{\text {col }}^{(2)}$ :

$$
\begin{align*}
S_{c o l}^{(2)}= & -\frac{1}{2} \mathfrak{l r}\left(\psi_{c l}^{-1} \star \eta \star \psi_{c l}^{-1} \star \eta\right)-\frac{q-1}{2} J^{2} \int d \tau_{1} d \tau_{2}\left[\psi_{c l}\left(\tau_{1}, \tau_{2}\right)\right]^{q-2} \eta\left(\tau_{1}, \tau_{2}\right) \eta\left(\tau_{1}, \tau_{2}\right) \\
& -\frac{1}{2} \mathfrak{l r}\left(\psi_{c l}^{-1} \star \zeta_{\mathrm{A}}^{a} \star \psi_{c l}^{-1} \star \zeta_{\mathrm{A}}^{a}\right)+\frac{1}{2} J^{2} \int d \tau_{1} d \tau_{2}\left[\psi_{c l}\left(\tau_{1}, \tau_{2}\right)\right]^{q-2} \zeta_{\mathrm{A}}^{a}\left(\tau_{1}, \tau_{2}\right) \zeta_{\mathrm{A}}^{a}\left(\tau_{1}, \tau_{2}\right) \\
& -\frac{1}{2} \mathfrak{l r}\left(\psi_{c l}^{-1} \star \zeta_{\mathrm{S}}^{a} \star \psi_{c l}^{-1} \star \zeta_{\mathrm{S}}^{a}\right)-\frac{1}{2} J^{2} \int d \tau_{1} d \tau_{2}\left[\psi_{c l}\left(\tau_{1}, \tau_{2}\right)\right]^{q-2} \zeta_{\mathrm{S}}^{a}\left(\tau_{1}, \tau_{2}\right) \zeta_{\mathrm{S}}^{a}\left(\tau_{1}, \tau_{2}\right) \tag{3.10}
\end{align*}
$$

where $\mathfrak{t r}$ denotes the trace over the bi-local time space, i.e., $\operatorname{tr}(A)=\int d \tau A(\tau, \tau)$. Before we diagonalize the quadratic action, it is convenient to introduce new coordinates ${ }^{9}(t, z)$ :

$$
\begin{equation*}
t \equiv \frac{1}{2}\left(\tau_{1}+\tau_{2}\right), \quad z \equiv \frac{1}{2}\left(\tau_{1}-\tau_{2}\right) . \tag{3.11}
\end{equation*}
$$

These coordinates play a role of Poincare coordinates of $A d S_{2}$. For example, in these coordinates, the propagators of the bi-local fluctuations, which correspond to four point functions of the fundamental fermions, can be expressed as a sum of correlation functions of scalar fields in $\mathrm{AdS}_{2}$ Poincare coordinates [4, 9].

The quadratic action (3.10) will be diagonalized by expanding the fluctuations $\eta, \zeta_{\mathrm{A}}$ and $\zeta_{\mathrm{S}}$ in terms of suitable eigenfunctions [3, 4, 6, 24]. The eigenfunctions $u_{\nu w}^{-}$(and $u_{\nu w}^{+}$), which correspond to singlet fluctuation $\eta$ and symmetric irrep fluctuation $\zeta_{\mathrm{s}}^{a}$ (and, anti-symmetric irrep fluctuation $\zeta_{\mathrm{A}}^{a}$, respectively), are given by (for more details, refer to appendix C)

$$
\begin{array}{ll}
u_{\nu w}^{-}(t, z)=\frac{1}{\sqrt{8 \pi}} e^{-i w t} \operatorname{sgn}(z)|z|^{\frac{1}{2}-\frac{2}{q}} Z_{\nu}^{-}(|w z|), & \nu= \begin{cases}2 n+\frac{3}{2} & (n=0,1, \cdots) \\
i r & (r \geqq 0)\end{cases} \\
u_{\nu w}^{+}(t, z)=\frac{1}{\sqrt{8 \pi}} e^{-i w t}|z|^{\frac{1}{2}-\frac{2}{q}} Z_{\nu}^{+}(|w z|), & \nu= \begin{cases}2 n+\frac{1}{2} & (n=0,1, \cdots) \\
i r & (r \geqq 0)\end{cases} \tag{3.13}
\end{array}
$$

[^5]where the function $Z_{\nu}^{\mp}(x)$ is defined by
\[

$$
\begin{equation*}
Z_{\nu}^{\mp}(x) \equiv J_{\nu}(x)+\xi_{ \pm \nu} J_{-\nu}(x) \tag{3.14}
\end{equation*}
$$

\]

with

$$
\begin{equation*}
\xi_{\nu}=\frac{\tan \frac{\pi \nu}{2}+1}{\tan \frac{\pi \nu}{2}-1} . \tag{3.15}
\end{equation*}
$$

We summarize some useful properties of the eigenfunctions below.

- Symmetry. The symmetry properties of $u_{\nu w}^{-}(t, z)$ and $u_{\nu w}^{+}(t, z)$ under a transformation $z \rightarrow-z$ is inherited from (3.6) and (3.8) via (3.11), respectively, i.e.,

$$
\begin{equation*}
u_{\nu w}^{-}(t,-z)=-u_{\nu w}^{-}(t, z), \quad u_{\nu w}^{+}(t,-z)=u_{\nu w}^{+}(t, z) . \tag{3.16}
\end{equation*}
$$

- Asymptotics. As $z \longrightarrow \infty$, the eigenfunctions asymptote to

$$
\begin{equation*}
u_{\nu w}^{-}(t, z) \sim e^{-i w t} z^{-\frac{2}{q}} \cos z, \quad u_{\nu w}^{+}(t, z) \sim e^{-i w t} z^{-\frac{2}{q}} \sin z . \tag{3.17}
\end{equation*}
$$

Furthermore, for real discrete value $\nu$ 's, the eigenfunctions are regular as $z \longrightarrow 0$ because $\xi_{\nu}$ vanish for each discrete $\nu$ 's, i.e.,

$$
\begin{array}{rll}
\xi_{2 n+\frac{3}{2}}=0 & \Longrightarrow & Z_{2 n+\frac{3}{2}}^{-}(z)=J_{2 n+\frac{3}{2}}(z), \\
\xi_{-\left(2 n+\frac{1}{2}\right)}=0 & \Longrightarrow & Z_{2 n+\frac{1}{2}}^{+}(z)=J_{2 n+\frac{1}{2}}(z) . \tag{3.19}
\end{array}
$$

- Complex Conjugate. Note that the complex conjugate of $Z_{\nu}^{\mp}$ is

$$
\begin{equation*}
\overline{Z_{\nu}^{\mp}}=\xi_{\mp \nu} Z_{\nu}^{\mp}(z) . \tag{3.20}
\end{equation*}
$$

- Orthonormality. The orthonormality of the eigenfunctions is given by

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d z}{\overline{|z|}} \overline{Z_{\nu}^{\alpha}(|w z|)} Z_{\nu^{\prime}}^{\alpha}\left(\left|w^{\prime} z\right|\right)=\delta_{\alpha \alpha^{\prime}} N_{\nu} \delta\left(\nu-\nu^{\prime}\right) \quad(\alpha=\mp) \tag{3.21}
\end{equation*}
$$

where

$$
N_{\nu}= \begin{cases}\frac{1}{2 \nu} & \left(\nu=\frac{3}{2}+2 n \text { for } Z^{-}, \text {or } \nu=\frac{1}{2}+2 n \text { for } Z^{+} \quad(n=0,1, \cdots)\right)  \tag{3.22}\\ \frac{2 \sin \pi \nu}{\nu} & (\text { for } \quad \nu=\operatorname{ir} \quad(r \in \mathbb{R}))\end{cases}
$$

In particular, for the diagonalization of $\nu=i r$ modes, it is useful to use the following integration.

$$
\begin{align*}
& \int_{0}^{\infty} \frac{d z}{|z|} Z_{i r}^{\mp}(|w z|) Z_{i r^{\prime}}^{\mp}\left(\left|w^{\prime} z\right|\right)=\widetilde{N}_{i r}^{\mp} \delta\left(r-r^{\prime}\right) \quad\left(\tilde{N}_{i r}^{\mp} \equiv \xi_{ \pm i r} N_{i r}\right)  \tag{3.23}\\
\tilde{N}_{\nu}^{\mp}= & \begin{cases}\frac{1}{2 \nu} & \left(\nu=\frac{3}{2}+2 n \text { for } Z^{-}, \text {or } \nu=\frac{1}{2}+2 n \text { for } Z^{+}(n=0,1, \cdots)\right) \\
\xi_{ \pm \nu} \frac{2 \sin \pi \nu}{\nu} & (\text { for } \nu=i r \\
(r \in \mathbb{R}))\end{cases} \tag{3.24}
\end{align*}
$$

Finally, as we will see later, we emphasize that the lowest discrete mode of each eigenfunction, $u_{\frac{3}{2}, w}^{-}$and $u_{\frac{1}{2}, w}^{+}$, corresponds to the zero mode of the quadratic action related to the broken reparametrization and local $\mathrm{SO}(M)$ symmetry. Moreover, since the large $N$ classical solution is proportional to the $M \times M$ identity matrix, we will see that the lowest singlet fluctuation $u_{\frac{3}{2}, w}^{-}$and the anti-symmetric fluctuations $u_{\frac{1}{2}, w}^{\mathrm{A}+}$ correspond to the zero mode for reparametrization and local $s o(M)$, respectively (See section 4.1).

Diagonalization of the quadratic action. Now, we are ready for diagonalizing the quadratic action (3.10). First, note that the second terms in the each line of (3.10), which come from the interaction of the collective action, are reduced to the inner product of the two eigenfunctions. Namely, since $\left[\Psi_{c l}\right]^{q-2}$ together with $|z|^{\frac{1}{2}-\frac{2}{q}}$ factors in the two eigenfunctions form the measure of the Bessel function, we have

$$
\begin{align*}
& 2 J^{2} \int d t d z\left[\psi_{c l}(t+z, t-z)\right]^{q-2} u_{\nu w}^{-}(t, z) u_{\nu^{\prime} w^{\prime}}^{-}(t, z)=J^{2} \frac{\Lambda^{q-2}}{2^{2-\frac{4}{q}}} \widetilde{N}_{\nu}^{-} \delta_{w,-w^{\prime}} \delta_{\nu, \nu^{\prime}},  \tag{3.25}\\
& 2 J^{2} \int d t d z\left[\psi_{c l}(t+z, t-z)\right]^{q-2} u_{\nu w}^{+}(t, z) u_{\nu^{\prime} w^{\prime}}^{+}(t, z)=J^{2} \frac{\Lambda^{q-2}}{2^{2-\frac{4}{q}}} \widetilde{N}_{\nu}^{+} \delta_{w,-w^{\prime}} \delta_{\nu, \nu^{\prime}} \tag{3.26}
\end{align*}
$$

where the factor 2 in front of the integral comes from the change of coordinates in (3.11), and $\Lambda$ is defined in (2.21).

In order to diagonalize the first terms in each line of (3.10) which arise from the Jacobian of the collective action, we will find a function $\tilde{u}_{\nu w}^{\mp}(t, z)$ for each $u_{\nu w}^{\mp}(t, z)$ such that

$$
\begin{align*}
& \psi_{c l} \star \tilde{u}_{\nu w}^{-} \star \psi_{c l}=k_{-}(h) u_{\nu w}^{-} \\
& \psi_{c l} \star \tilde{u}_{\nu w}^{+} \star \psi_{c l}=k_{\mathrm{A}+}(h) u_{\nu w}^{+} \tag{3.27}
\end{align*}
$$

where $k(h)$ 's are a function of $h \equiv \nu+\frac{1}{2}$. In appendix C , we find that the function $\tilde{u}_{\nu w}^{\mp}(t, z)$ is proportional to the product of $\left[\Psi_{c l}\right]^{q-2}$ and $u^{\mp}$, i.e.,

$$
\begin{align*}
& \tilde{u}_{\nu w}^{-}(t, z)=(q-1) J^{2}\left[\psi_{c l}(t+z, t-z)\right]^{q-2} u_{\nu w}^{-}(t, z),  \tag{3.28}\\
& \tilde{u}_{\nu w}^{+}(t, z)=J^{2}\left[\psi_{c l}(t+z, t-z)\right]^{q-2} u_{\nu w}^{+}(t, z), \tag{3.29}
\end{align*}
$$

and the $k_{-}(h)$ and $k_{\mathrm{A}+}(h)$ are found to be

$$
\begin{align*}
k_{-}(h) & =-(q-1) \frac{\Gamma\left(\frac{3}{2}-\frac{1}{q}\right) \Gamma\left(1-\frac{1}{q}\right) \Gamma\left(\frac{1}{q}+\frac{h}{2}\right) \Gamma\left(\frac{1}{2}+\frac{1}{q}-\frac{h}{2}\right)}{\Gamma\left(\frac{1}{2}+\frac{1}{q}\right) \Gamma\left(\frac{1}{q}\right) \Gamma\left(\frac{3}{2}-\frac{1}{q}-\frac{h}{2}\right) \Gamma\left(1-\frac{1}{q}+\frac{h}{2}\right)},  \tag{3.30}\\
k_{\mathrm{A}+}(h) & =-\frac{\Gamma\left(\frac{3}{2}-\frac{1}{q}\right) \Gamma\left(1-\frac{1}{q}\right) \Gamma\left(\frac{1}{q}-\frac{1}{2}+\frac{h}{2}\right) \Gamma\left(\frac{1}{q}-\frac{h}{2}\right)}{\Gamma\left(\frac{1}{2}+\frac{1}{q}\right) \Gamma\left(\frac{1}{q}\right) \Gamma\left(1-\frac{1}{q}-\frac{h}{2}\right) \Gamma\left(\frac{1}{2}-\frac{1}{q}+\frac{h}{2}\right)} \tag{3.31}
\end{align*}
$$

We also define $k_{\mathrm{S}-}(h)$ for symmetric representation by

$$
\begin{equation*}
k_{\mathrm{S}-}(h) \equiv \frac{1}{q-1} k_{-}(h)=-\frac{\Gamma\left(\frac{3}{2}-\frac{1}{q}\right) \Gamma\left(1-\frac{1}{q}\right) \Gamma\left(\frac{1}{q}+\frac{h}{2}\right) \Gamma\left(\frac{1}{2}+\frac{1}{q}-\frac{h}{2}\right)}{\Gamma\left(\frac{1}{2}+\frac{1}{q}\right) \Gamma\left(\frac{1}{q}\right) \Gamma\left(\frac{3}{2}-\frac{1}{q}-\frac{h}{2}\right) \Gamma\left(1-\frac{1}{q}+\frac{h}{2}\right)} \tag{3.32}
\end{equation*}
$$

such that

$$
\begin{equation*}
J^{2} \psi_{c l} \star\left(\left[\psi_{c l}\right]^{q} u_{\nu w}^{-}\right) \star \psi_{c l}=k_{\mathrm{S}-}(h) u_{\nu w}^{-} . \tag{3.33}
\end{equation*}
$$

Note that $k_{-}(h), k_{\mathrm{A}+}(h)$ and $k_{\mathrm{S}-}(h)$ are important in the four point functions as you will see in the next section since they determine the spectrum of our model. In particular, $k_{-}(h)$ is identical to that of the original SYK model. On the other hand, $k_{\text {A }}(h)$ does not appear in the (real) SYK model. But, this function has been found in the complex SYK model which has $\mathrm{U}(1)$ symmetry [59] and the generalized SYK model for $q=4$ case [65]. Furthermore, $k_{\text {S- }}(h)$ appears in the Pillow channel of the rank $(q-1)$ tensor model [53].

Using (3.27), (3.28), (3.29) and (3.32), the first terms in each line of (3.10) are also reduced to the inner product of the two eigenvectors with $\frac{1}{k}$ factor, i.e.,

$$
\begin{align*}
\operatorname{tr}\left(\psi_{c l}^{-1} \star u_{\nu w}^{-} \psi_{c l}^{-1} \star u_{\nu^{\prime} w^{\prime}}^{-}\right) & =\frac{q-1}{k_{-}(h)} J^{2} \operatorname{tr}\left(\left[\psi_{c l}^{q-2} u_{\nu w}^{-}\right] \star u_{\nu^{\prime} w^{\prime}}^{-}\right) \\
& =-\frac{(q-1) \Lambda^{q-2}}{2^{2-\frac{4}{q}} k_{-}(h)} J^{2} \widetilde{N}_{\nu}^{-} \delta_{w,-w^{\prime}} \delta_{\nu, \nu^{\prime}},  \tag{3.34}\\
\operatorname{tr}\left(\psi_{c l}^{-1} \star u_{\nu w}^{+} \psi_{c l}^{-1} \star u_{\nu^{\prime} w^{\prime}}^{+}\right) & =\frac{1}{k_{\mathrm{A}+}(h)} J^{2} \operatorname{tr}\left(\left[\psi_{c l}^{q-2} u_{\nu w}^{+}\right] \star u_{\nu^{\prime} w^{\prime}}^{+}\right) \\
& =\frac{\Lambda^{q-2}}{2^{2-\frac{4}{q}} k_{\mathrm{A}+}(h)} J^{2} \widetilde{N}_{\nu}^{+} \delta_{w,-w^{\prime}} \delta_{\nu, \nu^{\prime}} \tag{3.35}
\end{align*}
$$

where $h \equiv \nu+\frac{1}{2}$. Note that we have used anti-symmetry of $u_{\nu w}^{-}$in (3.34).
Now, we expand the singlet and anti-symmetric/symmetric irrep fluctuations in terms of

$$
\begin{align*}
\eta(t, z) & =\int d w \sum_{\substack{\nu=2 n+\frac{3}{2} \\
n=0}}^{\infty} \eta_{\nu w} u_{\nu w}^{-}(t, z)+\int d w \sum_{\substack{\nu=i r \\
r \geqq 0}} \eta_{\nu w} u_{\nu w}^{-}(t, z),  \tag{3.36}\\
\zeta_{\mathrm{A}}^{a}(t, z) & =\int d w \sum_{\substack{\nu=2 n+\frac{1}{2} \\
n=0}}^{\infty} \zeta_{\mathrm{A}, \nu w}^{a} u_{\nu w}^{+}(t, z)+\int d w \sum_{\substack{\nu=i r \\
r \geqq 0}} \zeta_{\mathrm{A}, \nu w}^{a} u_{\nu w}^{+}(t, z),  \tag{3.37}\\
\zeta_{\mathrm{S}}^{a}(t, z) & =\int d w \sum_{\substack{\nu=2 n+\frac{1}{2} \\
n=0}}^{\infty} \zeta_{\mathrm{S}, \nu w}^{a} u_{\nu w}^{-}(t, z)+\int d w \sum_{\substack{\nu=i r \\
r \geq 0}} \zeta_{\mathrm{S}, \nu w}^{a} u_{\nu w}^{-}(t, z) . \tag{3.38}
\end{align*}
$$

The reality condition of the fundamental fermion $\chi^{i a}$ leads to

$$
\begin{equation*}
\overline{\Psi^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right)}=\Psi^{\alpha_{2} \alpha_{1}}\left(\tau_{2}, \tau_{1}\right)=-\Psi^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right), \tag{3.39}
\end{equation*}
$$

and, using (3.20), we have

$$
\begin{array}{rlrl}
\overline{\eta_{\nu w}} & =-\eta_{\nu,-w} & & \text { for } \nu=2 n+\frac{3}{2} \\
\overline{\zeta_{A \nu w}} & =\zeta_{A \nu,-w}^{a} & & (n=0,1, \cdots), \\
\overline{\zeta_{S \nu w}^{a}}=-\zeta_{S \nu,-w}^{a} & & \text { for } \nu=2 n+\frac{1}{2} & (n=0,1, \cdots),  \tag{3.42}\\
\end{array}
$$

$$
\begin{array}{llll}
\overline{\eta_{\nu w}} & =-\xi_{\nu} \eta_{\nu,-w} & \text { for } \nu=i r & \\
\overline{\zeta_{\mathrm{A} \nu w}^{a}}=\xi_{-\nu} \zeta_{\mathrm{A} \nu,-w}^{a} & & \text { for } \nu=i r & \\
\overline{\zeta_{\mathrm{S} \nu w}^{a}}=-\xi_{-\nu} \zeta_{\mathrm{S} \nu,-w}^{a} & \text { for } \nu=i r & & (r \geqq 0)  \tag{3.45}\\
\end{array}
$$

Therefore, the quadratic action can be written as

$$
\begin{align*}
S_{c o l}^{(2)}= & -\left.\frac{(q-1) J^{2} \Lambda^{q-2}}{2^{2-\frac{4}{q}}} \int_{w \geqq 0} d w\left(\sum_{\nu=2 n+\frac{3}{2}}+\sum_{\nu=i r}\right) \frac{1-k_{-}(h)}{k_{-}(h)} N_{\nu}\left|\eta_{\nu, w}\right|^{2}\right|_{h=\nu+\frac{1}{2}} \\
& -\left.\frac{J^{2} \Lambda^{q-2}}{2^{2-\frac{4}{q}}} \sum_{a} \int_{w \geqq 0} d w\left(\sum_{\nu=2 n+\frac{1}{2}}+\sum_{\nu=i r}\right) \frac{1-k_{\mathrm{A}+}(h)}{k_{\mathrm{A}+}(h)} N_{\nu}\left|\zeta_{\mathrm{A}, \nu, w}^{a}\right|^{2}\right|_{h=\nu+\frac{1}{2}} \\
& -\left.\frac{J^{2} \Lambda^{q-2}}{2^{2-\frac{4}{q}}} \sum_{a} \int_{w \geqq 0} d w\left(\sum_{\nu=2 n+\frac{3}{2}}+\sum_{\nu=i r}\right) \frac{1-k_{\mathrm{S}-}(h)}{k_{\mathrm{S}-}(h)} N_{\nu}\left|\zeta_{\mathrm{S}, \nu, w}^{a}\right|^{2}\right|_{h=\nu+\frac{1}{2}} . \tag{3.46}
\end{align*}
$$

It is easy to see that $\nu=\frac{3}{2}$ and $\nu=\frac{1}{2}$ corresponds to zero mode of the singlet and the anti-symmetric fluctuation respectively because

$$
\begin{equation*}
k_{-}(2)=1, \quad k_{\mathrm{A}+}(1)=1 \quad\left(h=\nu+\frac{1}{2}\right) \tag{3.47}
\end{equation*}
$$

For these zero modes, one has to consider the perturbation of the classical solution $\boldsymbol{\Psi}$ at finite coupling, and evaluate the correction to the quadratic action [6]. On the other hand, note that the symmetric irrep fluctuation does not have divergence. For now, ignoring the zero mode contributions, we write the propagators of the bi-local fluctuations, which corresponds to four point functions of the fundamental fermions as we will see in the next section, as follows.

$$
\begin{align*}
& \left\langle\eta(t, z) \eta\left(t^{\prime}, z^{\prime}\right)\right\rangle \\
& =\left.\frac{2^{2-\frac{4}{q}}}{(q-1) J^{2} \Lambda^{q-2}} \int d w\left(\sum_{\substack{\nu=2 n+\frac{3}{2} \\
n=1,2, \cdots}}+\sum_{\nu=i r}\right) \frac{k_{-}(h)}{1-k_{-}(h)} \frac{1}{N_{\nu}} \overline{u_{\nu w}^{-}(t, z)} u_{\nu w}^{-}\left(t^{\prime}, z^{\prime}\right)\right|_{h=\nu+\frac{1}{2}}  \tag{3.48}\\
& \left\langle\zeta_{\mathrm{A}}^{a}(t, z) \zeta_{\mathrm{A}}^{b}\left(t^{\prime}, z^{\prime}\right)\right\rangle \\
& =-\left.\delta^{a b} \frac{2^{2-\frac{4}{q}}}{J^{2} \Lambda^{q-2}} \int d w\left(\sum_{\substack{\nu=2 n+\frac{1}{2} \\
n=1,2, \cdots}}+\sum_{\nu=i r}\right) \frac{k_{\mathrm{A}+}(h)}{1-k_{\mathrm{A}+}(h)} \frac{1}{N_{\nu}} \overline{u_{\nu w}^{+}(t, z)} u_{\nu w}^{+}\left(t^{\prime}, z^{\prime}\right)\right|_{h=\nu+\frac{1}{2}} \tag{3.49}
\end{align*}
$$

$$
\begin{align*}
& \left\langle\zeta_{\mathrm{S}}^{a}(t, z) \zeta_{\mathrm{S}}^{b}\left(t^{\prime}, z^{\prime}\right)\right\rangle \\
& =\left.\delta^{a b} \frac{2^{2-\frac{4}{q}}}{J^{2} \Lambda^{q-2}} \int d w\left(\sum_{\substack{\nu=2 n+\frac{3}{2} \\
n=1,2, \cdots}}+\sum_{\nu=i r}\right) \frac{k_{\mathrm{S}-}(h)}{1-k_{\mathrm{S}-}(h)} \frac{1}{N_{\nu}} \overline{u_{\nu w}^{-}(t, z)} u_{\nu w}^{-}\left(t^{\prime}, z^{\prime}\right)\right|_{h=\nu+\frac{1}{2}} \tag{3.50}
\end{align*}
$$

One can proceed to evaluate these propagators as in [4]. However, in order to analyze the chaotic behavior of the out-of-time-order correlators, it is useful to utilize a conformal eigenfunction in calculating the four point functions [5, 20, 25, 59].

### 3.2 Kernel and four point function

In the previous section, we have diagonalized the quadratic action by using the eigenfunctions which diagonalize the bi-local time translation $\mathcal{P}=\partial_{\tau_{1}}+\partial_{\tau_{2}}=\partial_{t}$. Though this basis could imply a close connection to the bulk, it is not easy to utilize the conformal symmetry.

Therefore, in this section, we will diagonalize the kernel generating the ladder diagrams by using a basis ${ }^{10} \Phi_{h}^{\mp}(\chi)$ related conformal block with the dimension $h$ following [5, 20, $25,59]$. For this, let us first consider the four point function of the fundamental fermions, and express it in terms of the bi-local fields:

$$
\begin{equation*}
\frac{1}{N^{2}} \sum_{i, j=1}^{N}\left\langle\chi^{i \alpha_{1}}\left(\tau_{1}\right) \chi^{i \alpha_{2}}\left(\tau_{1}\right) \chi^{j \alpha_{3}}\left(\tau_{1}\right) \chi^{j \alpha_{4}}\left(\tau_{1}\right)\right\rangle=\left\langle\Psi^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right) \Psi^{\alpha_{3} \alpha_{4}}\left(\tau_{3}, \tau_{4}\right)\right\rangle \tag{3.51}
\end{equation*}
$$

As mentioned in (3.1), one can decompose the bi-local field into the singlet, anti-symmetric and symmetric representations of $\mathrm{SO}(M)$. Furthermore, since these representations are decoupled in the quadratic action (3.10), one can consider three representations separately up to quadratic level. Hence, we consider the three correlation functions corresponding to the singlet, anti-symmetric and symmetric representations, and expand them around the large $N$ classical solution (3.2):

$$
\begin{align*}
& \frac{1}{M}\left\langle\operatorname{tr}\left[\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right)\right] \operatorname{tr}\left[\boldsymbol{\Psi}\left(\tau_{3}, \tau_{4}\right)\right]\right\rangle=M \psi_{c l}\left(\tau_{1}, \tau_{2}\right) \psi_{c l}\left(\tau_{1}, \tau_{2}\right)+\frac{1}{N} \mathcal{F}_{-}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right),  \tag{3.52}\\
& \frac{1}{2 \mathrm{x}_{\mathrm{A}}}\left\langle\operatorname{tr}\left[\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right) \boldsymbol{T}_{\mathrm{A}}^{a}\right] \operatorname{tr}\left[\boldsymbol{\Psi}\left(\tau_{3}, \tau_{4}\right) \boldsymbol{T}_{\mathrm{A}}^{b}\right]\right\rangle=\frac{1}{N} \mathcal{F}_{\mathrm{A}+}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right),  \tag{3.53}\\
& \frac{1}{2 \mathrm{x}_{\mathrm{S}}}\left\langle\operatorname{tr}\left[\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right) \boldsymbol{T}_{\mathrm{S}}^{a}\right] \operatorname{tr}\left[\boldsymbol{\Psi}\left(\tau_{3}, \tau_{4}\right) \boldsymbol{T}_{\mathrm{S}}^{b}\right]\right\rangle=\frac{1}{N} \mathcal{F}_{\mathrm{S}-}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) \tag{3.54}
\end{align*}
$$

where $\mathcal{F}_{-}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)$ and $\mathcal{F}_{\mathrm{A} / \mathrm{s}+}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)$ denote the two point function of the corresponding fluctuations:

$$
\begin{align*}
\mathcal{F}_{-}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & =2\left\langle\eta\left(\tau_{1}, \tau_{2}\right) \eta\left(\tau_{3}, \tau_{4}\right)\right\rangle,  \tag{3.55}\\
\mathcal{F}_{\mathrm{A}+}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & =2\left\langle\zeta_{\mathrm{A}}^{a}\left(\tau_{1}, \tau_{2}\right) \zeta_{\mathrm{A}}^{b}\left(\tau_{3}, \tau_{4}\right)\right\rangle,  \tag{3.56}\\
\mathcal{F}_{\mathrm{S}-}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & =2\left\langle\zeta_{\mathrm{S}}^{a}\left(\tau_{1}, \tau_{2}\right) \zeta_{\mathrm{S}}^{b}\left(\tau_{3}, \tau_{4}\right)\right\rangle . \tag{3.57}
\end{align*}
$$

[^6]First, the factor 2 in (3.55) $\sim(3.57)$ comes from the large $N$ expansion of the bi-local field in (3.2). Also, note that the correlation function of the anti-symmetric/symmetric representation does not have the leading disconnected diagram of order $\mathcal{O}\left(N^{0}\right)$. This is because the classical solution belong to the singlet representation of $\mathrm{SO}(M)$. Furthermore, from the quadratic action (3.10), one can expect that $\mathcal{F}_{\mathrm{A} / \mathrm{S}+}^{a b}$ is proportional to $\delta^{a b}$, i.e.,

$$
\begin{align*}
& \mathcal{F}_{\mathrm{A}+}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)=\delta^{a b} \mathcal{F}_{\mathrm{A}+}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)  \tag{3.58}\\
& \mathcal{F}_{\mathrm{S}-}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)=\delta^{a b} \mathcal{F}_{\mathrm{S}-}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) \tag{3.59}
\end{align*}
$$

Hence, it is enough to consider $\mathcal{F}_{\mathrm{A}+}$ and $\mathcal{F}_{\mathrm{S}-}$ without index $a$ and $b$ up to quadratic level.
The correlation functions $\mathcal{F}_{-}, \mathcal{F}_{\mathrm{A}+}$ and $\mathcal{F}_{\mathrm{S}-}$ correspond to the ladder diagrams. For now, we will derive the Schwinger-Dyson equation without diagrammatics. We also work out diagrammatics in section 3.3, and obtain the same result.

Schwinger Dyson equation for four point function. In order to obtain the Schwinger-Dyson equation for the two point function of the bi-local fluctuations, let us consider the following identity:

$$
\begin{equation*}
\int \mathcal{D} \eta \mathcal{D} \zeta_{\mathrm{A}} \mathcal{D} \zeta_{\mathrm{S}} \frac{\delta}{\eta\left(\tau_{6}, \tau_{5}\right)}\left(\eta\left(\tau_{3}, \tau_{4}\right) e^{-S_{c o l}^{(2)}\left[\eta, \zeta_{\mathrm{A}}, \zeta_{\mathrm{S}}\right]}\right)=0 \tag{3.60}
\end{equation*}
$$

where we include terms up to of order $\mathcal{O}\left(N^{0}\right)$. Recall that the classical solution $\Psi_{c l}\left(\tau_{1}, \tau_{2}\right)$ and the singlet fluctuation $\eta\left(\tau_{1}, \tau_{2}\right)$ are anti-symmetric under $\tau_{1} \leftrightarrow \tau_{2}$ (See (3.6)). Then, the variation of the quadratic action (3.10) with respect to $\eta\left(\tau_{6}, \tau_{5}\right)$ is

$$
\begin{equation*}
\frac{\delta S_{c o l}^{(2)}}{\delta \eta\left(\tau_{6}, \tau_{5}\right)}=-\left(\psi_{c l}^{-1} \star \eta \star \psi_{c l}^{-1}\right)\left(\tau_{5}, \tau_{6}\right)+J^{2}(q-1)\left[\psi_{c l}\left(\tau_{56}\right)\right]^{q-2} \eta\left(\tau_{5}, \tau_{6}\right) \tag{3.61}
\end{equation*}
$$

Note that the anti-symmetry of the bi-local fluctuation gives

$$
\begin{equation*}
\frac{\delta \eta\left(\tau_{3}, \tau_{4}\right)}{\delta \eta\left(\tau_{6}, \tau_{5}\right)}=\frac{1}{2} \delta\left(\tau_{36}\right) \delta\left(\tau_{45}\right)-\frac{1}{2} \delta\left(\tau_{35}\right) \delta\left(\tau_{46}\right) \tag{3.62}
\end{equation*}
$$

Substituting (3.61) and (3.62) into (3.60), and then multiplying $\psi_{c l}\left(\tau_{1}, \tau_{5}\right) \psi_{c l}\left(\tau_{6}, \tau_{2}\right)$, we have

$$
\begin{equation*}
\mathcal{F}_{-}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)-\mathcal{F}_{-, 0}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)=\int d \tau_{5} \tau_{6} K_{-}\left(\tau_{1}, \tau_{2}, \tau_{5}, \tau_{6}\right) \mathcal{F}_{-}\left(\tau_{5}, \tau_{6}, \tau_{3}, \tau_{4}\right) \tag{3.63}
\end{equation*}
$$

where $\mathcal{F}_{-, 0}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)$ is found to be

$$
\begin{equation*}
\mathcal{F}_{-, 0}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) \equiv-\psi_{c l}\left(\tau_{1}, \tau_{3}\right) \psi_{c l}\left(\tau_{2}, \tau_{4}\right)+\psi_{c l}\left(\tau_{1}, \tau_{4}\right) \psi_{c l}\left(\tau_{2}, \tau_{3}\right) \tag{3.64}
\end{equation*}
$$

Note that $\mathcal{F}_{-, 0}$ corresponds to the zero-rung ladder diagram. Also, the kernel $K_{-}$is given by

$$
\begin{equation*}
K_{-}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)=-J^{2}(q-1) \int d \tau_{3} d \tau_{4} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{q-2} \tag{3.65}
\end{equation*}
$$

This is identical to the kernel from the diagrammatics in section 3.3. In the same way, using

$$
\begin{align*}
& \frac{\delta \zeta_{\mathrm{A}}^{a}\left(\tau_{3}, \tau_{4}\right)}{\delta \zeta_{\mathrm{A}}^{b}\left(\tau_{6}, \tau_{5}\right)}=\frac{1}{2} \delta^{a b} \delta\left(\tau_{36}\right) \delta\left(\tau_{45}\right)+\frac{1}{2} \delta^{a b} \delta\left(\tau_{35}\right) \delta\left(\tau_{46}\right)  \tag{3.66}\\
& \frac{\delta \zeta_{\mathrm{S}}^{a}\left(\tau_{3}, \tau_{4}\right)}{\delta \zeta_{\mathrm{S}}^{b}\left(\tau_{6}, \tau_{5}\right)}=\frac{1}{2} \delta^{a b} \delta\left(\tau_{36}\right) \delta\left(\tau_{45}\right)-\frac{1}{2} \delta^{a b} \delta\left(\tau_{35}\right) \delta\left(\tau_{46}\right) \tag{3.67}
\end{align*}
$$

we obtain

$$
\begin{align*}
& \mathcal{F}_{\mathrm{A}+}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)-\mathcal{F}_{\mathrm{A}+, 0}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)=\int d \tau_{5} \tau_{6} K_{+}\left(\tau_{1}, \tau_{2}, \tau_{5}, \tau_{6}\right) \mathcal{F}_{\mathrm{A}+}\left(\tau_{5}, \tau_{6}, \tau_{3}, \tau_{4}\right)  \tag{3.68}\\
& \mathcal{F}_{\mathrm{S}-}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)-\mathcal{F}_{\mathrm{S}-, 0}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)=\int d \tau_{5} \tau_{6} K_{+}\left(\tau_{1}, \tau_{2}, \tau_{5}, \tau_{6}\right) \mathcal{F}_{\mathrm{S}-}\left(\tau_{5}, \tau_{6}, \tau_{3}, \tau_{4}\right) \tag{3.69}
\end{align*}
$$

where the kernel $K_{+}$, the zero-rung ladder diagrams $\mathcal{F}_{\mathrm{A}+, 0}$ and $\mathcal{F}_{\mathrm{S}-, 0}$ of order $\mathcal{O}\left(N^{0}\right)$ are found to be

$$
\begin{align*}
K_{+}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & \equiv-J^{2} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{q-2}  \tag{3.70}\\
\mathcal{F}_{\mathrm{A}+, 0}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & \equiv \psi_{c l}\left(\tau_{1}, \tau_{3}\right) \psi_{c l}\left(\tau_{2}, \tau_{4}\right)+\psi_{c l}\left(\tau_{1}, \tau_{4}\right) \psi_{c l}\left(\tau_{2}, \tau_{3}\right) \equiv \mathcal{F}_{+, 0}  \tag{3.71}\\
\mathcal{F}_{\mathrm{S}-, 0}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & \equiv-\psi_{c l}\left(\tau_{1}, \tau_{3}\right) \psi_{c l}\left(\tau_{2}, \tau_{4}\right)+\psi_{c l}\left(\tau_{1}, \tau_{4}\right) \psi_{c l}\left(\tau_{2}, \tau_{3}\right)=\mathcal{F}_{-, 0} \tag{3.72}
\end{align*}
$$

Here, we dropped the trivial matrix structure of the kernels and the ladder diagrams of non-singlet representation because they are diagonal in $(a, b)$ space up to quadratic level. Note that the anti-symmetric and symmetric fluctuations have the same common ratio $K_{+}$. Also, note that the zero-rung ladder diagram $\mathcal{F}_{s+, 0}$ of the symmetric representation is the same as $\mathcal{F}_{-, 0}$ of the singlet representation. Moreover, we will denote by $\mathcal{F}_{+, 0}$ the zero-rung diagram $\mathcal{F}_{\mathrm{A}+, 0}$ of the anti-symmetric representation for simplicity.

The Schwinger-Dyson equations (3.63) and (3.68) for the two point function of the bi-local fluctuations generates geometric series, which leads to

$$
\begin{equation*}
\mathcal{F}=\frac{1}{1-K} \mathcal{F}_{0} \tag{3.73}
\end{equation*}
$$

for each $\mathcal{F}_{-}, \mathcal{F}_{\mathrm{A},+}$ and $\mathcal{F}_{\mathrm{S},-}$. Using $\mathrm{SL}(2, \mathbb{R})$ symmetry, one can express the correlation functions in terms of the cross ratio. Hence, we define

$$
\begin{equation*}
\mathcal{F}_{-}(\chi) \equiv \frac{\mathcal{F}_{-}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)}{\psi_{c l}\left(\tau_{12}\right) \psi_{c l}\left(\tau_{34}\right)}, \quad \mathcal{F}_{\mathrm{A}+}(\chi) \equiv \frac{\mathcal{F}_{\mathrm{A}+}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)}{\psi_{c l}\left(\tau_{12}\right) \psi_{c l}\left(\tau_{34}\right)} \tag{3.74}
\end{equation*}
$$

and similar for $\mathcal{F}_{\mathrm{S}-}(\chi)$ where the cross ratio is given by

$$
\begin{equation*}
\chi \equiv \frac{\tau_{12} \tau_{34}}{\tau_{13} \tau_{24}} \tag{3.75}
\end{equation*}
$$

Following [5], we will expand the correlation functions $\mathcal{F}_{-}(\chi), \mathcal{F}_{\mathrm{A}+}(\chi)$ and $\mathcal{F}_{\mathrm{S}-}(\chi)$ in term of the hypergeometric basis $\Phi_{h}^{\mp}(\chi)$ called as conformal eigenfunctions $[5,20,25,59]$.

$$
\begin{align*}
\mathcal{F}_{-}(\chi) & =\sum_{h} \Phi_{h}^{-}(\chi) \frac{1}{1-k_{-}(h)} \frac{\left\langle\Phi_{h}^{-}, \mathcal{F}_{-, 0}\right\rangle}{\left\langle\Phi_{h}^{\mp}, \Phi_{h}^{\mp}\right\rangle}  \tag{3.76}\\
\mathcal{F}_{\mathrm{A}+}(\chi) & =\sum_{h} \Phi_{h}^{+}(\chi) \frac{1}{1-k_{\mathrm{A}+}(h)} \frac{\left\langle\Phi_{h}^{+}, \mathcal{F}_{+, 0}\right\rangle}{\left\langle\Phi_{h}^{\mp}, \Phi_{h}^{\mp}\right\rangle}  \tag{3.77}\\
\mathcal{F}_{\mathrm{S}-}(\chi) & =\sum_{h} \Phi_{h}^{-}(\chi) \frac{1}{1-k_{\mathrm{S}-}(h)} \frac{\left\langle\Phi_{h}^{-}, \mathcal{F}_{-, 0}\right\rangle}{\left\langle\Phi_{h}^{-}, \Phi_{h}^{-}\right\rangle} \tag{3.78}
\end{align*}
$$

where the inner product is defined [5] by

$$
\begin{equation*}
\langle g, f\rangle \equiv \int_{0}^{2} \frac{d \chi}{\chi^{2}} \overline{g(\chi)} f(\chi) \tag{3.79}
\end{equation*}
$$

and we used $\mathcal{F}_{\mathrm{S}, 0}=\mathcal{F}_{-, 0}$. Here, $k_{-}(h), k_{\mathrm{A}+}(h)$ and $k_{\mathrm{S}-}(h)$ are given by

$$
\begin{align*}
k_{-}(h) & =-(q-1) \frac{\Gamma\left(\frac{3}{2}-\frac{1}{q}\right) \Gamma\left(1-\frac{1}{q}\right) \Gamma\left(\frac{1}{q}+\frac{h}{2}\right) \Gamma\left(\frac{1}{2}+\frac{1}{q}-\frac{h}{2}\right)}{\Gamma\left(\frac{1}{2}+\frac{1}{q}\right) \Gamma\left(\frac{1}{q}\right) \Gamma\left(\frac{3}{2}-\frac{1}{q}-\frac{h}{2}\right) \Gamma\left(1-\frac{1}{q}+\frac{h}{2}\right)},  \tag{3.80}\\
k_{\mathrm{A}+}(h) & =-\frac{\Gamma\left(\frac{3}{2}-\frac{1}{q}\right) \Gamma\left(1-\frac{1}{q}\right) \Gamma\left(\frac{1}{q}-\frac{1}{2}+\frac{h}{2}\right) \Gamma\left(\frac{1}{q}-\frac{h}{2}\right)}{\Gamma\left(\frac{1}{2}+\frac{1}{q}\right) \Gamma\left(\frac{1}{q}\right) \Gamma\left(1-\frac{1}{q}-\frac{h}{2}\right) \Gamma\left(\frac{1}{2}-\frac{1}{q}+\frac{h}{2}\right)},  \tag{3.81}\\
k_{\mathrm{S}-}(h) & =-\frac{\Gamma\left(\frac{3}{2}-\frac{1}{q}\right) \Gamma\left(1-\frac{1}{q}\right) \Gamma\left(\frac{1}{q}+\frac{h}{2}\right) \Gamma\left(\frac{1}{2}+\frac{1}{q}-\frac{h}{2}\right)}{\Gamma\left(\frac{1}{2}+\frac{1}{q}\right) \Gamma\left(\frac{1}{q}\right) \Gamma\left(\frac{3}{2}-\frac{1}{q}-\frac{h}{2}\right) \Gamma\left(1-\frac{1}{q}+\frac{h}{2}\right)}=\frac{1}{q-1} k_{-}(h), \tag{3.82}
\end{align*}
$$

which we have obtained in diagonalization of the quadratic action in section 3.1. Also, $\mathcal{F}_{\mp, 0}(\chi)$ is obtained from (3.64) and (3.71) in the same way as in (3.74):

$$
\mathcal{F}_{\mp, 0}(\chi)=\left\{\begin{array}{ll}
\mp \chi^{\frac{2}{q}}+\left(\frac{\chi}{1-\chi}\right)^{\frac{2}{q}} & (0<\chi<1)  \tag{3.83}\\
\mp \chi^{\frac{2}{q}}-\left(\frac{\chi}{\chi-1}\right)^{\frac{2}{q}} & (1<\chi)
\end{array} .\right.
$$

The conformal eigenfunction $\Phi_{h}^{\mp}(\chi)$ was introduced by [5, 20, 25, 59], and their integral representations are given by

$$
\begin{align*}
& \Phi_{h}^{-}=\frac{1}{2} \int_{-\infty}^{\infty} \frac{|\chi|^{h}}{|y|^{h}|y-1|^{1-h}|y-\chi|^{h}} d y,  \tag{3.84}\\
& \Phi_{h}^{+}=\frac{\operatorname{sgn}(\chi)}{2} \int_{-\infty}^{\infty} \frac{|\chi|^{h} \operatorname{sgn}(y) \operatorname{sgn}(y-1) \operatorname{sgn}(y-\chi)}{|y|^{h}|y-1|^{1-h}|y-\chi|^{h}} d y, \tag{3.85}
\end{align*}
$$

and, their inner products were evaluated in $[5,20,25,59]$ :

$$
\begin{align*}
& \left\langle\Phi_{h}^{ \pm}, \Phi_{h^{\prime}}^{ \pm}\right\rangle=\frac{\pi \tan (\pi h)}{4 h-2} 2 \pi \delta\left(h-h^{\prime}\right) \quad\left(h=\frac{1}{2}+i r\right)  \tag{3.86}\\
& \left\langle\Phi_{h}^{ \pm}, \Phi_{h^{\prime}}^{ \pm}\right\rangle=\frac{\pi^{2} \delta_{h h^{\prime}}}{4 h-2} \quad\left(h=2 n+2 \text { for } \Phi_{h}^{-}, h=2 n+1 \text { for } \Phi_{h}^{+}\right) \tag{3.87}
\end{align*}
$$

In addition, the inner product $\left\langle\Phi_{h}^{-}, \mathcal{F}_{-, 0}\right\rangle$ was shown [5] to be

$$
\begin{equation*}
\left\langle\Phi_{h}^{-}, \mathcal{F}_{-, 0}\right\rangle=\frac{\alpha_{-, 0}}{2} k_{-}(h) \tag{3.88}
\end{equation*}
$$

where $\alpha_{-, 0}$ is defined by

$$
\begin{equation*}
\alpha_{-, 0} \equiv \frac{2 \pi q}{(q-1)(q-2) \tan \frac{\pi}{q}}=\frac{1}{(q-1) J^{2} \Lambda^{q}} . \tag{3.89}
\end{equation*}
$$

In a similar way as in $[5,20,25,59]$, we evaluate the inner product of $\Phi_{h}^{+}$and $\mathcal{F}_{+, 0}$. For this, one can use the anti-symmetry of the integral representation $\Phi_{h}^{+}$under $\chi \rightarrow \frac{\chi}{\chi-1}$ and symmetry/anti-symmetry properties of the zero-rung $\mathcal{F}_{+, 0}(\chi)$ in (3.71) to extend the integration region $0<\chi<2$ in the inner product to the entire line $\chi \in \mathbb{R}$. Like $\Phi_{h}^{-}$case in [5], this extension picks up $\operatorname{sgn}(\chi)$ factor, and the inner product can be expressed as

$$
\begin{equation*}
\left\langle\Phi_{h}^{+}, \mathcal{F}_{+, 0}\right\rangle=\frac{1}{2} \int_{-\infty}^{\infty} d \chi d y \frac{\operatorname{sgn}(y) \operatorname{sgn}(y-1) \operatorname{sgn}(y-\chi)}{|\chi|^{2-h-\frac{2}{q}}|y|^{h}|y-1|^{1-h}|y-\chi|^{h}} . \tag{3.90}
\end{equation*}
$$

In order to evaluate this integral, we derive the following integral formula by using (2.23) in [21]:

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x \frac{\operatorname{sgn}(x-b)}{|x-a|^{2 \alpha}|x-b|^{2 \beta}}=\frac{\pi \sin (\pi(2 \alpha+2 \beta-1)) \Gamma(2 \alpha+2 \beta-1)}{\cos (\pi \alpha) \sin (\pi \beta) \Gamma(2 \alpha) \Gamma(2 \beta)} \frac{\operatorname{sgn}(a-b)}{|a-b|^{2 \alpha+2 \beta-1}} \tag{3.91}
\end{equation*}
$$

Using this integral formula, we have

$$
\begin{equation*}
\left\langle\Phi_{h}^{+}, \mathcal{F}_{+, 0}\right\rangle=\frac{\alpha_{+, 0}}{2} k_{+}(h) \tag{3.92}
\end{equation*}
$$

where $\alpha_{+, 0}$ is defined by

$$
\begin{equation*}
\alpha_{+, 0} \equiv \frac{2 \pi q}{(q-2) \tan \frac{\pi}{q}}=\frac{1}{J^{2} \Lambda^{q}}=(q-1) \alpha_{-, 0} \tag{3.93}
\end{equation*}
$$

Finally, the correlation functions $\mathcal{F}_{-}(\chi), \mathcal{F}_{\mathrm{A}+}(\chi)$ and $\mathcal{F}_{\mathrm{S}-}(\chi)$ can be expressed as

$$
\begin{gather*}
\mathcal{F}_{-}(\chi)=\left.\alpha_{-, 0} \int_{0}^{\infty} \frac{d s}{2 \pi} \frac{2 h-1}{\pi \tan (\pi h)} \frac{k_{-}(h)}{1-k_{-}(h)} \Phi_{h}^{-}(\chi)\right|_{h=\frac{1}{2}+i s} \\
+\alpha_{-, 0} \sum_{n=1}^{\infty}\left[\frac{2 h-1}{\pi^{2}} \frac{k_{-}(h)}{1-k_{-}(h)} \Phi_{h}^{-}(\chi)\right]_{h=2 n}  \tag{3.94}\\
\mathcal{F}_{\mathrm{A}+}(\chi)=\left.\alpha_{+, 0} \int_{0}^{\infty} \frac{d s}{2 \pi} \frac{2 h-1}{\pi \tan (\pi h)} \frac{k_{\mathrm{A}+}(h)}{1-k_{\mathrm{A}+}(h)} \Phi_{h}^{+}(\chi)\right|_{h=\frac{1}{2}+i s} \\
+\alpha_{+, 0} \sum_{n=1}^{\infty}\left[\frac{2 h-1}{\pi^{2}} \frac{k_{\mathrm{A}+}(h)}{1-k_{\mathrm{A}+}(h)} \Phi_{h}^{+}(\chi)\right]_{h=2 n-1}  \tag{3.95}\\
\mathcal{F}_{\mathrm{S}-}(\chi)=\left.\alpha_{-, 0} \int_{0}^{\infty} \frac{d s}{2 \pi} \frac{2 h-1}{\pi \tan (\pi h)} \frac{k_{\mathrm{S}-}(h)}{1-k_{\mathrm{S}-}(h)} \Phi_{h}^{-}(\chi)\right|_{h=\frac{1}{2}+i s} \\
+\alpha_{-, 0} \sum_{n=1}^{\infty}\left[\frac{2 h-1}{\pi^{2}} \frac{k_{\mathrm{S}-}(h)}{1-k_{\mathrm{S}-}(h)} \Phi_{h}^{-}(\chi)\right]_{h=2 n} \tag{3.96}
\end{gather*}
$$

As mentioned before, the singlet channel correlation function $\mathcal{F}_{-}(\chi)$ is the same as that of the original SYK model. Also, the symmetric channel $\mathcal{F}_{\mathrm{S}-}(\chi)$ is also almost the same as the original SYK model except that there is no divergence because of $k_{\mathrm{S}-}=\frac{1}{q-1} k_{-}$. The antisymmetric channel $\mathcal{F}_{\mathrm{A}+}(\chi)$ are also of the same form, but since the properties of $k_{\mathrm{A}+}(h)$ and $\Phi_{h}^{+}(\chi)$ are different, the results are slightly different. Nevertheless, the calculations are exactly parallel to those in section 3.2 .5 of [5]. Hence, we will not repeat the details here,
but we point out the difference and present the results. We also note here that a similar analysis was also done in $[20,25,59]$.

The basic idea is to change the continuous and the discrete sum into a contour integral, and express the correlation functions as a sum of the residues. For this, in addition to $\frac{2}{\tan \pi h}=\frac{1}{\tan \frac{\pi h}{2}}-\frac{1}{\tan \frac{\pi(1-h)}{2}}$ used for $\mathcal{F}_{-}$, we will also utilize

$$
\begin{equation*}
\frac{2}{\tan \pi h}=\tan \frac{\pi(1-h)}{2}-\tan \frac{\pi h}{2} \tag{3.97}
\end{equation*}
$$

to manipulate $\mathcal{F}_{\mathrm{A}+}$ in (3.95) into

$$
\begin{align*}
\frac{\mathcal{F}_{\mathrm{A}+, h \neq 1}(\chi)}{\alpha_{+, 0}}= & -\int_{-\infty}^{\infty} \frac{d s}{2 \pi} \frac{h-\frac{1}{2}}{\pi} \tan \frac{\pi h}{2} \frac{k_{\mathrm{A}+}(h)}{1-k_{\mathrm{A}+}(h)} \Phi_{h}^{+}(\chi) \\
& -\sum_{n=2}^{\infty} \operatorname{Res}\left[\frac{h-\frac{1}{2}}{\pi} \tan \frac{\pi h}{2} \frac{k_{\mathrm{A}+}(h)}{1-k_{\mathrm{A}+}(h)} \Phi_{h}^{+}(\chi)\right]_{h=2 n-1} \tag{3.98}
\end{align*}
$$

where we neglect $h=1$ zero mode which make $\mathcal{F}_{\mathrm{A},+}$ divergent. Note that the simple pole from $\tan \frac{\pi h}{2}$ enables us to write the discrete series as the residue sum. Also, note that the poles at $h=2 n$ of $\Phi_{h}^{+}$are cancelled with the zeros of $\tan \frac{\pi h}{2}$.

In the same way as in the singlet channel, the symmetric channel can also be written as

$$
\begin{align*}
& \frac{\mathcal{F}_{\mathrm{S}-}(\chi)}{\alpha_{-, 0}} \\
& =\int_{-\infty}^{\infty} \frac{d s}{2 \pi} \frac{h-\frac{1}{2}}{\pi \tan \frac{\pi h}{2}} \frac{k_{\mathrm{S}-}(h)}{1-k_{\mathrm{S}-}(h)} \Phi_{h}^{-}(\chi)+\sum_{n=1}^{\infty} \operatorname{Res}\left[\frac{h-\frac{1}{2}}{\pi \tan \frac{\pi h}{2}} \frac{k_{\mathrm{S}-}(h)}{1-k_{\mathrm{S}-}(h)} \Phi_{h}^{-}(\chi)\right]_{h=2 n} \tag{3.99}
\end{align*}
$$

Now, by moving the contour, we will pick up the residues which were not included in (3.98). These poles are located at

$$
\begin{array}{rrrl}
h_{-, m}: & k_{-}\left(h_{-, m}\right) & =1 & \\
h_{\mathrm{A}+, m}: & k_{\mathrm{A}+}\left(h_{\mathrm{A}+, m}\right) & =1 & \\
h_{\mathrm{S}-, m}: & k_{\mathrm{S}-}\left(h_{\mathrm{S}-, m}\right) & =1 &  \tag{3.102}\\
\hline
\end{array}
$$

Note that the integrands have double pole at $h=h_{-, 0}=2$ and $h=h_{\mathrm{A}+, 0}=1$ which correspond to the zero modes related to reparametrization and $\mathrm{SO}(M)$ symmetry. The lowest dimension in the symmetric irrep channel is $h_{S-, 0}=1.24340 \cdots$. Using the property of the conformal eigenfunction $\Phi^{\mp}[20,25,59]$

$$
\begin{equation*}
\Phi_{1-h}^{\mp}(\chi)= \pm \Phi_{h}^{\mp}(\chi) \tag{3.103}
\end{equation*}
$$

we finally have (together with $\mathcal{F}_{-, h \neq 2}(\chi)$ found in [5])

$$
\begin{align*}
\frac{\mathcal{F}_{-, h \neq 2}(\chi)}{\alpha_{-, 0}} & =-\sum_{m=0}^{\infty} \operatorname{Res}\left[\frac{h-\frac{1}{2}}{\pi \tan \frac{\pi h}{2}} \frac{k_{-}(h)}{1-k_{-}(h)} \frac{\Gamma(h)^{2}}{\Gamma(2 h)} \chi^{h}{ }_{2} F_{1}(h, h, 2 h, \chi)\right]_{h=h_{-, m}}(\chi<1)  \tag{3.104}\\
\frac{\mathcal{F}_{\mathrm{A}+, h \neq 1}(\chi)}{\alpha_{+, 0}} & =\sum_{m=0}^{\infty} \operatorname{Res}\left[\frac{h-\frac{1}{2}}{\pi} \tan \frac{\pi h}{2} \frac{k_{\mp}(h)}{1-k_{\mp}(h)} \frac{\Gamma(h)^{2}}{\Gamma(2 h)} \chi^{h}{ }_{2} F_{1}(h, h, 2 h, \chi)\right]_{h=h_{\mathrm{A}+, m}}^{(\chi<1)}  \tag{3.105}\\
\frac{\mathcal{F}_{\mathrm{S}-}(\chi)}{\alpha_{-, 0}} & =-\sum_{m=0}^{\infty} \operatorname{Res}\left[\frac{h-\frac{1}{2}}{\pi \tan \frac{\pi h}{2}} \frac{k_{\mathrm{S}-}(h)}{1-k_{\mathrm{S}-}(h)} \frac{\Gamma(h)^{2}}{\Gamma(2 h)} \chi^{h}{ }_{2} F_{1}(h, h, 2 h, \chi)\right]_{h=h_{\mathrm{S}-, m}}^{(\chi<1)} \tag{3.106}
\end{align*}
$$

and

$$
\begin{array}{rll}
\frac{\mathcal{F}_{-, h \neq 2}(\chi)}{\alpha_{-, 0}} & =-\sum_{m=0}^{\infty} \operatorname{Res}\left[\frac{h-\frac{1}{2}}{\pi \tan \frac{\pi h}{2}} \frac{k_{-}(h)}{1-k_{-}(h)} \Phi_{h}^{-}(\chi)\right]_{h=h_{-, m}} & (\chi>1) \\
\frac{\mathcal{F}_{\mathrm{A}+, h \neq 1}(\chi)}{\alpha_{+, 0}} & =\sum_{m=0}^{\infty} \operatorname{Res}\left[\frac{h-\frac{1}{2}}{\pi} \tan \frac{\pi h}{2} \frac{k_{\mathrm{A}+}(h)}{1-k_{\mathrm{A}+}(h)} \Phi_{h}^{+}(\chi)\right]_{h=h_{\mathrm{A}+, m}} & (\chi>1) \\
\frac{\mathcal{F}_{\mathrm{S}-}(\chi)}{\alpha_{-, 0}} & =-\sum_{m=0}^{\infty} \operatorname{Res}\left[\frac{h-\frac{1}{2}}{\pi \tan \frac{\pi h}{2}} \frac{k_{\mathrm{S}-}(h)}{1-k_{\mathrm{S}-}(h)} \Phi_{h}^{-}(\chi)\right]_{h=h_{\mathrm{S}-, m}} & (\chi>1) \tag{3.109}
\end{array}
$$

where $\Phi_{h}^{\mp}(\chi)(\chi>1)$ are given by $[5,25]$

$$
\begin{align*}
\Phi_{h}^{-}(\chi) & =\frac{\Gamma\left(\frac{1}{2}-\frac{h}{2}\right) \Gamma\left(\frac{h}{2}\right)}{\sqrt{\pi}}{ }_{2} F_{1}\left(\frac{h}{2}, \frac{1-h}{2}, \frac{1}{2}, \frac{(\chi-2)^{2}}{\chi^{2}}\right)  \tag{3.110}\\
\Phi_{h}^{+}(\chi) & =-\frac{2 \Gamma\left(1-\frac{h}{2}\right) \Gamma\left(\frac{h}{2}+\frac{1}{2}\right)}{\sqrt{\pi}} \frac{\chi-2}{\chi}{ }_{2} F_{1}\left(\frac{2-h}{2}, \frac{h+1}{2}, \frac{3}{2}, \frac{(\chi-2)^{2}}{\chi^{2}}\right) . \tag{3.111}
\end{align*}
$$

Now, we will take the OPE limit $(\chi \rightarrow 0)$ of (3.104), (3.105) and (3.106) in which the two point function of the bi-locals (or, the four point function of the fermions) is decomposed into conformal blocks as follow.

$$
\begin{align*}
\mathcal{F}_{-, h \neq 2}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & =\sum_{m=1}^{\infty} c_{-, m}^{2}\left[\chi^{h_{-, m}} F_{1}\left(h_{-, m}, h_{-, m}, 2 h_{-, m}, \chi\right)\right],  \tag{3.112}\\
\mathcal{F}_{\mathrm{A}+, h \neq 1}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & =\sum_{m=1}^{\infty} c_{\mathrm{A}+, m}^{2}\left[\chi^{h_{\mathrm{A}+, m}}{ }_{2} F_{1}\left(h_{\mathrm{A}+, m}, h_{\mathrm{A}+, m}, 2 h_{\mathrm{A}+, m}, \chi\right)\right],  \tag{3.113}\\
\mathcal{F}_{\mathrm{S}-}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & =\sum_{m=0}^{\infty} c_{\mathrm{S}-, m}^{2}\left[\chi^{h_{\mathrm{S}-, m}}{ }_{2} F_{1}\left(h_{\mathrm{S}-, m}, h_{\mathrm{S}-, m}, 2 h_{\mathrm{S}-, m}, \chi\right)\right] \tag{3.114}
\end{align*}
$$

where $h_{-, m}, h_{\mathrm{A}+, m}$ and $h_{\mathrm{S}-, m}$ are defined in (3.100) $\sim(3.102)$, and they can be understood as the conformal dimensions of the operators in the OPE channel. One can write the
conformal dimensions as

$$
\begin{align*}
h_{-, m} & =\frac{2}{q}+1+2 m+\epsilon_{m}^{-}  \tag{3.115}\\
h_{\mathrm{A}+, m} & =\frac{2}{q}+2 m+\epsilon_{m}^{\mathrm{A}+}  \tag{3.116}\\
h_{\mathrm{S}-, m} & =\frac{2}{q}+1+2 m+\epsilon_{m}^{\mathrm{S}-} \tag{3.117}
\end{align*}
$$

and, the asymptotic behavior for large $m$ are given by

$$
\begin{align*}
& \epsilon_{m}^{-}=\frac{2 \Gamma\left(3-\frac{2}{q}\right) \sin \frac{2 \pi}{q}}{\pi \Gamma\left(1+\frac{2}{q}\right)(2 m)^{2-\frac{4}{q}}},  \tag{3.118}\\
& \epsilon_{m}^{\mathrm{A}+}=\frac{2 \Gamma\left(2-\frac{2}{q}\right) \sin \frac{2 \pi}{q}}{\pi \Gamma\left(\frac{2}{q}\right)(2 m)^{2-\frac{4}{q}}},  \tag{3.119}\\
& \epsilon_{m}^{\mathrm{S}-}=\frac{2 \Gamma\left(2-\frac{2}{q}\right) \sin \frac{2 \pi}{q}}{\pi \Gamma\left(\frac{2}{q}\right)(2 m)^{2-\frac{4}{q}}} . \tag{3.120}
\end{align*}
$$

The OPE coefficients $c_{-, m}, c_{\mathrm{A}+, m}$ and $c_{\mathrm{S}-, m}$ in (3.112), (3.113) and (3.114) are found to be

$$
\begin{align*}
c_{-, m}^{2} & =-\frac{\alpha_{-, 0}}{N} \frac{h_{-, m}-\frac{1}{2}}{\pi \tan \frac{\pi h_{-, m}}{2}} \frac{\Gamma\left(h_{-, m}\right)^{2}}{\Gamma\left(2 h_{-, m}\right)} \frac{1}{-k_{\mp}^{\prime}\left(h_{-, m}\right)}  \tag{3.121}\\
c_{\mathrm{A}+, m}^{2} & =\frac{\alpha_{+, 0}}{N} \frac{h_{\mathrm{A}+, m}-\frac{1}{2}}{\pi} \tan \frac{\pi h_{\mathrm{A}+, m}}{2} \frac{\Gamma\left(h_{\mathrm{A}+, m}\right)^{2}}{\Gamma\left(2 h_{\mathrm{A}+, m}\right)} \frac{1}{-k_{\mp}^{\prime}\left(h_{\mathrm{A}+, m}\right)}  \tag{3.122}\\
c_{\mathrm{S}+, m}^{2} & =-\frac{\alpha_{-, 0}}{N} \frac{h_{\mathrm{S}+, m}-\frac{1}{2}}{\pi \tan \frac{\pi h_{\mathrm{S}+, m}}{2}} \frac{\Gamma\left(h_{\mathrm{S}+, m}\right)^{2}}{\Gamma\left(2 h_{\mathrm{S}+, m}\right)} \frac{1}{-k_{\mp}^{\prime}\left(h_{\mathrm{S}+, m}\right)} \tag{3.123}
\end{align*}
$$

which are positive.

### 3.3 Diagrammatic derivation of two point function and kernels

In this subsection, ${ }^{11}$ we give an alternate derivation for the two point function and for the kernel (relevant for the four point function calculation) given in (3.65) and (3.70). The diagrammatics is done at large $N$.

Two point function. We begin our analysis with the two point function. We will find the Schwinger-Dyson equation satisfied by the disorder averaged two point function

$$
\begin{equation*}
\Psi_{c l}^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right)=\frac{1}{N} \sum_{i=1}^{N}\left\langle\chi^{i \alpha_{1}}\left(\tau_{1}\right) \chi^{i \alpha_{2}}\left(\tau_{2}\right)\right\rangle \tag{3.124}
\end{equation*}
$$

where we used the notation $\Psi_{c l}^{\alpha_{1} \alpha_{2}}$ because the two point function of the fermions corre-
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Figure 1. Contributions to two point function self energy.
sponds to the large $N$ classical solution (or, equivalently one point function of the bi-local field). Recall that the two point function of the free theory is given by $\Psi_{c l}^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right)=$ $\frac{1}{2} \delta^{\alpha_{1} \alpha_{2}} \operatorname{sgn} \tau_{12}$. The $\operatorname{SO}(M)$ invariance guarantees that $\Psi_{c l}^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right) \propto \delta^{\alpha_{1} \alpha_{2}}$ to all orders in $J$. Some diagrams which contribute to the self energy are given in figure 1 .

The only difference from the original SYK model, in fact, is that the fermion propagators carry an extra $\mathrm{SO}(M)$ index. From figure 1, it is obvious that this results in extra factors of $M$ due to the sum over internal indices (e.g., sum over $\alpha_{2}$ and $\alpha_{3}$ in figure 1). Let us see how this works for the simplest case of the second diagram in figure 1: There are $q-1$ internal legs, of which one carries the same $\mathrm{SO}(M)$ index as the external legs. Hence the sum over internal indices gives an enhanced factors of $M^{q / 2-1}$ compared to the original SYK model. However, this is offset by the fact that the disorder average is suppressed by a factor of $M^{q / 2-1}$ as in (2.13). From the $\operatorname{SO}(M)$ invariant ansatz $\Psi_{c l}^{\alpha_{1} \alpha_{2}} \equiv \delta^{\alpha_{1} \alpha_{2}} \psi_{c l}\left(\tau_{1}, \tau_{2}\right)$, we finally get the same Schwinger-Dyson equation as in the original SYK model, i.e.,

$$
\begin{equation*}
\partial_{\tau_{1}} \psi_{c l}\left(\tau_{1}, \tau_{2}\right)-J^{2} \int d \tau_{3}\left[\psi_{c l}\left(\tau_{1}, \tau_{3}\right)\right]^{q-1} \psi_{c l}\left(\tau_{3}, \tau_{2}\right)=\delta\left(\tau_{1}-\tau_{2}\right) . \tag{3.125}
\end{equation*}
$$

This agrees with what we already derived in section 2.2 , and the rest of the analysis is the same as given there.

Four point function. Let us start with the four point function which has the $\frac{1}{N}$ expansion of the form

$$
\begin{align*}
& \frac{1}{N^{2}} \sum_{i j}\left\langle\chi^{i \alpha_{1}}\left(\tau_{1}\right) \chi^{i \alpha_{2}}\left(\tau_{2}\right) \chi^{j \alpha_{3}}\left(\tau_{3}\right) \chi^{j \alpha_{4}}\left(\tau_{4}\right)\right\rangle \\
& \quad=\Psi_{c l}^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right) \Psi_{c l}^{\alpha_{3} \alpha_{4}}\left(\tau_{3}, \tau_{4}\right)+\frac{1}{N} \mathcal{F}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \ldots \tau_{4}\right) \tag{3.126}
\end{align*}
$$

where the first term is the leading disconnected diagram made out of two propagators. We will evaluate the second term via diagrams. As in the SYK model the diagrams contributing to $\mathcal{F}$ are the ladder diagrams built out of the propagators $\Psi_{c l}$. The first two diagrams for $\mathcal{F}$ is shown in figure 2. Let us denote the ladder with $n$ rungs by $\mathcal{F}_{n}$. The first diagram in figure 2 gives

$$
\begin{equation*}
\mathcal{F}_{0}{ }^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \ldots \tau_{4}\right)=-\delta^{\alpha_{1} \alpha_{3}} \delta^{\alpha_{2} \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)+\delta^{\alpha_{1} \alpha_{4}} \delta^{\alpha_{2} \alpha_{3}} \psi_{c l}\left(\tau_{14}\right) \psi_{c l}\left(\tau_{23}\right) \tag{3.127}
\end{equation*}
$$



Figure 2. Ladder diagrams. There are also diagrams with $\left(\alpha_{3}, \tau_{3}\right) \leftrightarrow\left(\alpha_{4}, \tau_{4}\right)$ with a relative minus sign.
whereas the second diagram in figure 2 gives

$$
\begin{align*}
& \mathcal{F}_{1}{ }^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \ldots \tau_{4}\right) \\
& =J^{2}\left[\delta^{\alpha_{1} \alpha_{3}} \delta^{\alpha_{2} \alpha_{4}}+\frac{q-2}{M} \delta^{\alpha_{1} \alpha_{2}} \delta^{\alpha_{3} \alpha_{4}}\right] \int d \tau d \tilde{\tau} \psi_{c l}\left(\tau_{1}, \tau\right) \psi_{c l}\left(\tau_{2}, \tilde{\tau}\right) \psi_{c l}\left(\tau, \tau_{3}\right) \psi_{c l}\left(\tilde{\tau}, \tau_{4}\right) \psi_{c l}(\tau, \tilde{\tau})^{q-2} \\
& \quad-\left[\left(\alpha_{3}, \tau_{3}\right) \leftrightarrow\left(\alpha_{4}, \tau_{4}\right)\right] . \tag{3.128}
\end{align*}
$$

It is useful to define a kernel by

$$
\begin{align*}
& K^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) \\
& \equiv-J^{2}\left[\delta^{\alpha_{1} \alpha_{4}} \delta^{\alpha_{2} \alpha_{3}}+\frac{q-2}{M} \delta^{\alpha_{1} \alpha_{2}} \delta^{\alpha_{3} \alpha_{4}}\right] \psi_{c l}\left(\tau_{1}, \tau_{3}\right) \psi_{c l}\left(\tau_{2}, \tau_{4}\right) \psi_{c l}\left(\tau_{3}, \tau_{4}\right)^{q-2} . \tag{3.129}
\end{align*}
$$

It is also convenient to consider $K, F$ as matrices with a collective index given by the time $\tau$ and the $\mathrm{SO}(M)$ index. Correspondingly one can define matrix multiplication as an integral over $\tau$ and a sum over $\mathrm{SO}(M)$ index, e.g.,

$$
\begin{equation*}
(K \cdot \mathcal{F})\left(X_{1}, X_{2}, X_{3}, X_{4}\right)=\sum_{X_{5}, X_{6}} K\left(X_{1}, X_{2}, X_{5}, X_{6}\right) \mathcal{F}\left(X_{6}, X_{5}, X_{3}, X_{4}\right) \tag{3.130}
\end{equation*}
$$

where $X_{1}, \cdots, X_{6}$ are the collective indices of the time $\tau$ and the $\mathrm{SO}(M)$ index. With this compact notation, the sum of all ladder diagrams becomes just a geometric series which can be summed to obtain

$$
\begin{equation*}
\mathcal{F}=\sum_{n} \mathcal{F}_{n}=\frac{1}{1-K} \mathcal{F}_{0} \tag{3.131}
\end{equation*}
$$

Let us note the following properties of the kernel $K$ and the first term of the geometric series $\mathcal{F}_{0}$ (or, the zero-rung ladder diagram).

## - Singlet Sector of $\mathcal{F}_{0}$ and $\boldsymbol{K}$

$$
\begin{align*}
\mathcal{F}_{-, 0}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & \equiv \frac{1}{M} \sum_{\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}} \delta^{\alpha_{2} \alpha_{1}} \delta^{\alpha_{4} \alpha_{3}} \mathcal{F}_{0}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right),  \tag{3.132}\\
K_{-}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & \equiv \frac{1}{M} \sum_{\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}} \delta^{\alpha_{2} \alpha_{1}} \delta^{\alpha_{4} \alpha_{3}} K^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) \tag{3.133}
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{F}_{-, 0}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & =-\psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)+\psi_{c l}\left(\tau_{14}\right) \psi_{c l}\left(\tau_{23}\right),  \tag{3.134}\\
K_{-}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & =-J^{2}(q-1) \psi_{c l}\left(\tau_{1}, \tau_{3}\right) \psi_{c l}\left(\tau_{2}, \tau_{4}\right) \psi_{c l}\left(\tau_{3}, \tau_{4}\right)^{q-2} . \tag{3.135}
\end{align*}
$$

$$
\begin{align*}
\mathcal{F}_{\mathrm{A}+0}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & \equiv \frac{1}{2 \mathrm{x}_{\mathrm{A}}} \sum_{\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}}\left(\boldsymbol{T}_{\mathrm{A}}^{a}\right)_{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{A}}^{b}\right)_{\alpha_{4} \alpha_{3}} \mathcal{F}_{0}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right),  \tag{3.136}\\
K_{+}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & \equiv \frac{1}{2 \mathrm{x}_{\mathrm{A}}} \sum_{\alpha_{3} \alpha_{4}}\left(\boldsymbol{T}_{\mathrm{A}}^{a}\right)_{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{A}}^{b}\right)_{\alpha_{4} \alpha_{3}} K^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) \tag{3.137}
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{F}_{\mathrm{A}+0}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & \equiv \delta^{a b} \mathcal{F}_{\mathrm{A}+, 0}=\delta^{a b}\left(\psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)+\psi_{c l}\left(\tau_{14}\right) \psi_{c l}\left(\tau_{23}\right)\right),  \tag{3.138}\\
K_{+}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & \equiv \delta^{a b} K_{+}=-\delta^{a b} J^{2} \psi_{c l}\left(\tau_{1}, \tau_{3}\right) \psi_{c l}\left(\tau_{2}, \tau_{4}\right) \psi_{c l}\left(\tau_{3}, \tau_{4}\right)^{q-2} \tag{3.139}
\end{align*}
$$

where $a, b=1, \cdots, \frac{1}{2} M(M-1)$ and $\mathrm{x}_{\mathrm{A}}$ is the Dynkin index of the anti-symmetric representation of $G=\mathrm{SO}(M)$.

- Symmetric Sector of $\mathcal{F}_{0}, \boldsymbol{K}$

$$
\begin{align*}
\mathcal{F}_{\mathrm{S}-, 0}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & =\frac{1}{2 \mathrm{x}_{\mathrm{S}}} \sum_{\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}}\left(\boldsymbol{T}_{\mathrm{S}}^{a}\right)_{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{S}}^{b}\right)_{\alpha_{4} \alpha_{3}} \mathcal{F}_{0}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right),  \tag{3.140}\\
K_{+}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & =\frac{1}{2 \mathrm{x}_{\mathrm{S}}} \sum_{\alpha_{3} \alpha_{4}}\left(\boldsymbol{T}_{\mathrm{S}}^{a}\right)_{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{S}}^{b}\right)_{\alpha_{4} \alpha_{3}} K^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) \tag{3.141}
\end{align*}
$$

where

$$
\begin{gather*}
\mathcal{F}_{\mathrm{s}-, 0}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) \equiv \delta^{a b} \mathcal{F}_{\mathrm{s}-, 0}=\delta^{a b}\left(-\psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)+\psi_{c l}\left(\tau_{14}\right) \psi_{c l}\left(\tau_{23}\right)\right)=\mathcal{F}_{-}^{a b},  \tag{3.142}\\
K_{+}^{a b}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) \equiv \delta^{a b} K_{+}=-\delta^{a b} J^{2} \psi_{c l}\left(\tau_{1}, \tau_{3}\right) \psi_{c l}\left(\tau_{2}, \tau_{4}\right) \psi_{c l}\left(\tau_{3}, \tau_{4}\right)^{q-2} \tag{3.143}
\end{gather*}
$$

where $a, b=1, \cdots, \frac{1}{2} M(M+1)-1$ and $\mathbf{x}_{\mathrm{S}}$ is the Dynkin index of the symmetric representation of $G=\mathrm{SO}(M)$.

With these ingredients, one can easily see that

$$
\begin{equation*}
\mathcal{F}_{-}=\sum_{n} K_{-}^{n} \mathcal{F}_{-, 0}=\frac{1}{1-K_{-}} \mathcal{F}_{-, 0} \tag{3.144}
\end{equation*}
$$

Similarly, we get

$$
\begin{align*}
& \mathcal{F}_{\mathrm{A}+}^{a b}=\delta^{a b} \sum_{n} K_{+}^{n} \mathcal{F}_{\mathrm{A}+, 0}=\delta^{a b} \frac{1}{1-K_{+}} \mathcal{F}_{\mathrm{A}+, 0},  \tag{3.145}\\
& \mathcal{F}_{\mathrm{S}-}^{a b}=\delta^{a b} \sum_{n} K_{+}^{n} \mathcal{F}_{\mathrm{S}-, 0}=\delta^{a b} \frac{1}{1-K_{+}} \mathcal{F}_{\mathrm{S}-, 0} . \tag{3.146}
\end{align*}
$$

Note that all the results are consistent with the results found in section 3.2.

## 4 Chaos

### 4.1 Lypunov exponent from effective action

In this section, we will deduce the low energy effective action for Pseudo-Nambu-Goldstone boson of the broken reparametrization and the local $\operatorname{SO}(M)$ symmetry by using $\epsilon$-expansion technique introduced in $[4,6]$.

At strong coupling limit, the collective action (2.14) (or, the critical collective action (2.22)) has an emergent reparametrization and a local $\widehat{S O}(M)$ symmetry. They are spontaneously broken by the classical solution (2.20). In addition, these local symmetries are explicitly broken by the kinetic term of the collective action, which leads to an effective action for the Pseudo-Nambu-Goldstone bosons. In order to obtain the effective action, we transform the classical solution (2.20) by the reparametrization and the local $\widehat{S O}(M)$ transformation with parameters $f(\tau)$ and $\boldsymbol{g}(\tau)$, respectively. Then, substituting the transformed classical solution to the kinetic term which break the symmetries explicitly, we obtain the effective action of $f(\tau)$ and $\boldsymbol{g}(\tau)$. In order to evaluate this in a controlled manner, we will use the following $\epsilon$-expansion of $q(\geqq 2)$ suggested in [6]:

$$
\begin{equation*}
q \equiv \frac{2}{1-\epsilon} \tag{4.1}
\end{equation*}
$$

where the range of the corresponding $\epsilon$ is $[0,1]$. Let us consider the large $N$ classical solution:

$$
\begin{equation*}
\boldsymbol{\Psi}_{c l}\left(\tau_{1}, \tau_{2}\right)=\Lambda \frac{\operatorname{sgn}\left(\tau_{1}-\tau_{2}\right)}{\left|\tau_{1}-\tau_{2}\right|^{\frac{2}{q}}} \boldsymbol{I} . \tag{4.2}
\end{equation*}
$$

The coefficient $\Lambda$ can be expressed as

$$
\begin{equation*}
\Lambda=\frac{1}{J^{1-\epsilon} \alpha_{+, 0}^{\frac{1}{2}(1-\epsilon)}} \tag{4.3}
\end{equation*}
$$

where $\alpha_{+, 0}$ is defined in (3.93) whose $\epsilon$-expansion is given by

$$
\begin{equation*}
\frac{1}{\alpha_{+, 0}^{\frac{1}{2}(1-\epsilon)}}=\frac{1}{\pi}\left(1+\epsilon \log \pi+\frac{\epsilon^{2}}{24}\left(12(\log \pi)^{2}-\pi^{2}\right)+\cdots\right) \tag{4.4}
\end{equation*}
$$

Under the (finite) transformation of $\operatorname{diff} \ltimes \widehat{s o}(M)$ in (2.26), the $\epsilon$-expansion of the classical solution is

$$
\begin{align*}
& \boldsymbol{\Psi}_{c l,[f, \boldsymbol{g}]}\left(\tau_{1}, \tau_{2}\right)=\Lambda \frac{\left|f^{\prime}\left(\tau_{1}\right) f^{\prime}\left(\tau_{2}\right)\right|^{\frac{1}{q}}}{\left|f\left(\tau_{1}\right)-f\left(\tau_{2}\right)\right|^{\frac{2}{q}}} \operatorname{sgn}\left(\tau_{12}\right) \boldsymbol{g}\left(\tau_{1}\right) \boldsymbol{g}^{-1}\left(\tau_{2}\right) \\
& =\frac{1}{J \alpha_{+, 0}^{\frac{1}{2}(1-\epsilon)} \boldsymbol{g}\left(\tau_{1}\right) \boldsymbol{g}^{-1}\left(\tau_{2}\right) \operatorname{sgn}\left(\tau_{12}\right)\left(\frac{\sqrt{f^{\prime}\left(\tau_{1}\right) f^{\prime}\left(\tau_{2}\right)}}{\left|f\left(\tau_{1}\right)-f\left(\tau_{2}\right)\right|}\right)} \\
& \quad \times[\underbrace{1}_{\text {1st }}-\epsilon \underbrace{\left(\log \frac{\sqrt{f^{\prime}\left(\tau_{1}\right) f^{\prime}\left(\tau_{2}\right)}}{J\left|f\left(\tau_{1}\right)-f\left(\tau_{2}\right)\right|}\right.}_{\text {2nd }})+\underbrace{\frac{1}{2} \epsilon^{2}\left(\log \frac{\sqrt{f^{\prime}\left(\tau_{1}\right) f^{\prime}\left(\tau_{2}\right)}}{J\left|f\left(\tau_{1}\right)-f\left(\tau_{2}\right)\right|}\right)^{2}}_{\text {3rd }}+\cdots] \tag{4.5}
\end{align*}
$$

where we did not expand $\alpha_{+, 0}^{\frac{1}{2}(1-\epsilon)}$ in terms of $\epsilon$. We substitute the $\epsilon$-expansion of the transformed classical solution (4.5) into the kinetic term of the collective action:

$$
\begin{equation*}
S_{c o l, k i n}=\frac{N}{2} \operatorname{Tr}[-D \circledast \boldsymbol{\Psi}]=\frac{N}{2} \int d \tau_{2} \operatorname{tr}\left[-\partial_{\tau_{1}} \boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right)\right]_{\tau_{1} \rightarrow \tau_{2}} \tag{4.6}
\end{equation*}
$$

Then, we will evaluate the effective action order by order. For this, it is convenient to define $\widehat{s o}(M)$ current:

$$
\begin{equation*}
\mathbf{J}(\tau) \equiv-k \partial_{\tau} \boldsymbol{g}(\tau) \cdot \boldsymbol{g}^{-1}(\tau) \tag{4.7}
\end{equation*}
$$

where $k$ is a constant which is not important for now, and does not appear in the final result. In components, we have

$$
\begin{equation*}
\mathbf{J}(\tau) \equiv \frac{1}{\sqrt{2 \mathrm{x}_{\mathrm{A}}}} \sum_{a} \mathrm{~J}^{a}(\tau) \boldsymbol{T}_{\mathrm{A}}^{a}, \quad \mathrm{~J}^{a}(\tau) \equiv \frac{1}{\sqrt{2 \mathrm{x}_{\mathrm{A}}}} \operatorname{tr}\left(\mathbf{J}(\tau) \boldsymbol{T}_{\mathrm{A}}^{a}\right) \tag{4.8}
\end{equation*}
$$

where $\mathrm{x}_{\mathrm{A}}$ is the Dynkin index of the anti-symmetric representation, which is the same as the dual Coxeter number of $\mathrm{SO}(M)$. Using the expansion of $\boldsymbol{g}\left(\tau_{1}\right) \boldsymbol{g}^{-1}\left(\tau_{2}\right)$

$$
\begin{align*}
\boldsymbol{g}\left(\tau_{1}\right) \boldsymbol{g}^{-1}\left(\tau_{2}\right) & =\boldsymbol{I}+\partial_{\tau_{2}} \boldsymbol{g}\left(\tau_{2}\right) \cdot \boldsymbol{g}^{-1}\left(\tau_{2}\right)\left(\tau_{1}-\tau_{2}\right)+\frac{1}{2} \partial_{\tau_{2}}^{2} \boldsymbol{g}\left(\tau_{2}\right) \cdot \boldsymbol{g}^{-1}\left(\tau_{2}\right)\left(\tau_{1}-\tau_{2}\right)^{2}+\cdots \\
& =\boldsymbol{I}-\frac{1}{k} \mathbf{J}\left(\tau_{2}\right)\left(\tau_{1}-\tau_{2}\right)+\frac{1}{2 k^{2}}\left(\mathbf{J} \cdot \mathbf{J}-k \partial_{\tau} \mathbf{J}\right)\left(\tau_{1}-\tau_{2}\right)^{2}+\cdots \tag{4.9}
\end{align*}
$$

the substitution of the first term in (4.5) gives

$$
\begin{equation*}
(1 \mathrm{st})=-\frac{1}{J \alpha_{+, 0}^{\frac{1}{2}(1-\epsilon)}} \int d \tau\left[\frac{M}{12}\left(\frac{f^{\prime \prime \prime}(\tau)}{f^{\prime}(\tau)}-\frac{3}{2}\left(\frac{f^{\prime \prime}(\tau)}{f^{\prime}(\tau)}\right)^{2}\right)+\frac{1}{2 k^{2}} \sum_{a} \mathrm{~J}^{a}(\tau) \mathrm{J}^{a}(\tau)\right] \tag{4.10}
\end{equation*}
$$

Also, for the second and the third terms, we have

$$
\begin{align*}
& (2 \mathrm{nd})=-\frac{1}{J \alpha_{+, 0}^{\frac{1}{2}(1-\epsilon)}} \int d \tau\left[-\frac{1}{2 k^{2}} \epsilon \sum_{a} \mathrm{~J}^{a}(\tau) \mathrm{J}^{a}(\tau)\right]  \tag{4.11}\\
& (3 \mathrm{rd})=-\frac{1}{J \alpha_{+, 0}^{\frac{1}{2}(1-\epsilon)}} \int d \tau\left[\frac{M}{12}\left(-\epsilon^{2}\right)\left(\frac{f^{\prime \prime \prime}(\tau)}{f^{\prime}(\tau)}-\frac{3}{2}\left(\frac{f^{\prime \prime}(\tau)}{f^{\prime}(\tau)}\right)^{2}\right)\right] \tag{4.12}
\end{align*}
$$

As argued in [6], the higher order terms do not give any contribution to the effective action because $\left(-\log \left|f\left(\tau_{1}\right)-f\left(\tau_{2}\right)\right|\right)^{n}$ makes the contribution vanish as $\tau_{1} \rightarrow \tau_{2}$. Therefore, the effective action for $f(\tau)$ and $\boldsymbol{g}(\tau)$ becomes

$$
\begin{equation*}
S_{\mathrm{eff}}=-\frac{M N \alpha_{\mathrm{diff}}}{J} \int d \tau \operatorname{Sch}(f, \tau)-\frac{N \alpha_{\mathrm{G}}}{J} \int d \tau \frac{1}{2 k^{2}} \sum_{a} \mathrm{~J}^{a}(\tau) \mathrm{J}^{a}(\tau) \tag{4.13}
\end{equation*}
$$

where Sch denotes the Schwarzian derivative:

$$
\begin{equation*}
\operatorname{Sch}(f, \tau) \equiv \frac{f^{\prime \prime \prime}(\tau)}{f^{\prime}(\tau)}-\frac{3}{2}\left(\frac{f^{\prime \prime}(\tau)}{f^{\prime}(\tau)}\right)^{2} \tag{4.14}
\end{equation*}
$$

Moreover, the coefficients $\alpha_{\text {diff }}$ and $\alpha_{\mathrm{G}}$ are defined by

$$
\begin{align*}
\alpha_{\text {diff }} & \equiv \frac{1}{12 \alpha_{+, 0}^{\frac{1}{2}(1-\epsilon)}}\left(1-\epsilon^{2}\right)=\frac{(q-1)^{1-\frac{1}{q}}}{3 q^{2} \alpha_{-, 0}^{\frac{1}{q}}},  \tag{4.15}\\
\alpha_{\mathrm{G}} & \equiv \frac{1}{\alpha_{+, 0}^{\frac{1}{2}(1-\epsilon)}}(1+\epsilon)=\frac{2(q-1)}{q \alpha_{+, 0}^{\frac{1}{q}}} \tag{4.16}
\end{align*}
$$

where we expressed $\epsilon$ in terms of $q$ by using (4.1), and also used $\alpha_{+, 0}=(q-1) \alpha_{-, 0}$ in (3.93). Following [5], we obtain the effective action at finite temperature. For this, we perform the successive reparametrization $\tau \rightarrow \tan \frac{\pi \tau}{\beta} \rightarrow \tan \frac{\pi f(\tau)}{\beta}$ using (2.26):

$$
\begin{align*}
S_{\text {eff }} & =-\frac{M N \alpha_{\text {diff }}}{J} \int_{0}^{\beta} d \tau \operatorname{Sch}\left(\tan \frac{\pi f(\tau)}{\beta}, \tau\right)-\frac{N \alpha_{\mathrm{G}}}{J} \int_{0}^{\beta} d \tau \frac{1}{2 k^{2}} \sum_{a} J^{a}(f(\tau)) J^{a}(f(\tau))  \tag{4.17}\\
& =\frac{M N \alpha_{\text {diff }}}{2 J} \int_{0}^{\beta} d \tau\left[\left(\frac{f^{\prime \prime}}{f^{\prime}}\right)^{2}-\left(\frac{2 \pi}{\beta}\right)^{2}\left(f^{\prime}\right)^{2}\right]-\frac{N \alpha_{\mathrm{G}}}{J} \int_{0}^{\beta} d \tau \frac{1}{2 k^{2}} \sum_{a} J^{a}(f(\tau)) J^{a}(f(\tau)) .
\end{align*}
$$

Contribution of effective action. Now, we will consider the contribution of the zero modes to the correlation functions of the bi-local fluctuations. For this, it is convenient to use the dimensionless angular variable $\theta$ instead of the Euclidean time $\tau$ :

$$
\begin{equation*}
\theta \equiv \frac{2 \pi}{\beta} \tau \quad 0 \leqq \theta \leqq 2 \pi \tag{4.18}
\end{equation*}
$$

In this coordinate, the large $N$ classical solution (2.35) at finite temperature becomes

$$
\begin{equation*}
\boldsymbol{\Psi}(\theta)=\Lambda\left(\frac{1}{2 \sin \frac{\theta}{2}}\right)^{\frac{2}{q}} \operatorname{sgn}(\theta) \boldsymbol{I} \tag{4.19}
\end{equation*}
$$

Let us consider an infinitesimal transformations of the diffeomorphism and the local $\widehat{s o}(M)$ :

$$
\begin{equation*}
f(\theta)=\theta+\epsilon(\theta), \quad \boldsymbol{g}(\theta)=\boldsymbol{I}+i \boldsymbol{\rho}(\theta), \tag{4.20}
\end{equation*}
$$

and, the quadratic effective action ${ }^{12}$ for these zero modes is given by

$$
\begin{equation*}
S_{\text {eff }}=\frac{M N \alpha_{\text {diff }}}{\beta J} \sum_{n=2}^{\infty} n^{2}\left(n^{2}-1\right) \epsilon_{n} \epsilon_{-n}+\frac{N \alpha_{\mathrm{G}}}{\beta J} \sum_{n=1}^{\infty} n^{2} \rho_{n}^{a} \rho_{-n}^{a} \tag{4.21}
\end{equation*}
$$

where we expanded the fluctuations as follows.

$$
\begin{equation*}
\epsilon(\theta)=\frac{1}{2 \pi} \sum_{n} \epsilon_{n} e^{-i n \theta}, \quad \rho^{a}(\theta)=\frac{1}{2 \pi} \sum_{n} \rho_{n}^{a} e^{-i n \theta} . \tag{4.22}
\end{equation*}
$$

[^8]One can easily read off the propagators of the zero modes:

$$
\begin{align*}
\left\langle\epsilon_{n} \epsilon_{-n}\right\rangle & =\frac{\beta J}{M N \alpha_{\text {diff }}} \frac{1}{n^{2}\left(n^{2}-1\right)} & (n=2,3,4, \cdots)  \tag{4.23}\\
\left\langle\rho_{n}^{a} \rho_{-n}^{b}\right\rangle & =\delta^{a b} \frac{\beta J}{N \alpha_{\mathrm{G}}} \frac{1}{n^{2}} & (n=1,2, \cdots) \tag{4.24}
\end{align*}
$$

The corresponding zero mode eigenfunctions can be obtained from the transformation (2.26) of the large $N$ classical solution (4.19) at finite temperature by the corresponding infinitesimal transformation. The eigenfunctions corresponding to the reparametrization were already discussed in [5, 6, 27], which are given by

$$
\begin{equation*}
\Upsilon_{n}^{2}\left(\theta_{1}, \theta_{2}\right) \equiv \frac{1}{\sqrt{M}} \operatorname{tr}\left(\delta_{\epsilon_{n}} \boldsymbol{\Psi}_{c l}\right)=\frac{i \sqrt{M}}{\pi q} \psi_{c l}\left(\theta_{12}\right) e^{-i \frac{n}{2}\left(\theta_{1}+\theta_{2}\right)}\left[\frac{\sin \frac{n \theta_{12}}{2}}{\tan \frac{\theta_{12}}{2}}-n \cos \frac{n \theta_{12}}{2}\right] \tag{4.25}
\end{equation*}
$$

where $|n| \geqq 2$. Note that $\Upsilon_{0}^{2}=0$ and $\Upsilon_{ \pm 1}^{2}=0$ because the classical solution is invariant under $\operatorname{SL}(2, \mathbb{R})$.

In the same way, we will obtain the zero mode eigenfunctions related to the local $\widehat{s o}(M)$ symmetry. Under the $\widehat{s o}(M)$ transformation with $\boldsymbol{g}(\theta)$, the classical solution (4.19) is transformed as

$$
\begin{equation*}
\boldsymbol{\Psi}_{c l}=\Lambda\left[\frac{1}{2 \sin \frac{\theta_{12}}{2}}\right]^{\frac{2}{q}} \operatorname{sgn}\left(\theta_{12}\right) \longrightarrow \Lambda\left[\frac{1}{2 \sin \frac{\theta_{12}}{2}}\right]^{\frac{2}{q}} \operatorname{sgn}\left(\theta_{12}\right) \boldsymbol{g}\left(\theta_{1}\right) \boldsymbol{g}^{-1}\left(\theta_{2}\right) \tag{4.26}
\end{equation*}
$$

In particular, we consider the following infinitesimal transformation:

$$
\begin{equation*}
\boldsymbol{g}(\theta)=\boldsymbol{I}+i \boldsymbol{\rho}(\theta) \tag{4.27}
\end{equation*}
$$

Using the mode expansion

$$
\begin{equation*}
\rho^{a}(\theta)=\frac{1}{\sqrt{2 \mathrm{x}_{\mathrm{A}}}} \operatorname{tr}\left(\boldsymbol{\rho}(\theta) \boldsymbol{T}_{\mathrm{A}}^{a}\right)=\frac{1}{2 \pi} \sum_{n} \rho_{n}^{a} e^{-i n \theta} \tag{4.28}
\end{equation*}
$$

one can get the zero mode eigenfunction for the $\widehat{s o}(M)$ :

$$
\begin{equation*}
\Upsilon_{n}^{1, a}\left(\theta_{1}, \theta_{2}\right) \equiv \frac{1}{\sqrt{2 \mathrm{x}_{\mathrm{A}}}} \operatorname{tr}\left(\delta_{\rho_{n}} \boldsymbol{\Psi}_{c l} \boldsymbol{T}_{\mathrm{A}}^{a}\right)=\frac{1}{\pi} \psi_{c l}\left(\theta_{12}\right) e^{-i \frac{n}{2}\left(\theta_{1}+\theta_{2}\right)} \sin \frac{n \theta_{12}}{2} . \tag{4.29}
\end{equation*}
$$

We explore the further properties of zero mode eigenfunctions in appendix $D$.
Singlet channel. First, let us consider the contribution of the effective action to the out-of-time-ordered correlation function of the singlet channel. For this, we first consider the correlation function of the bi-local fields without contraction of the $\mathrm{SO}(M)$ index:

$$
\begin{equation*}
\left\langle\Psi^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right) \Psi^{\alpha_{3} \alpha_{4}}\left(\tau_{3}, \tau_{4}\right)\right\rangle=\Psi_{c l}^{\alpha_{1} \alpha_{2}}\left(\tau_{1}, \tau_{2}\right) \Psi_{c l}^{\alpha_{3} \alpha_{4}}\left(\tau_{3}, \tau_{4}\right)+\mathcal{O}\left(\frac{1}{N}\right) . \tag{4.30}
\end{equation*}
$$

Then, we take the singlet channel of the infinitesimal transformations of the leading contribution, which capture the contribution of the zero modes. The variation with respect to the zero mode of reparametrization gives

$$
\begin{equation*}
\frac{1}{M}\left\langle\epsilon_{n} \epsilon_{-n}\right\rangle \operatorname{tr}\left(\delta_{\epsilon_{n}} \boldsymbol{\Psi}_{c l}\left(\theta_{1}, \theta_{2}\right)\right) \operatorname{tr}\left(\delta_{\epsilon_{-n}} \boldsymbol{\Psi}_{c l}\left(\theta_{3}, \theta_{4}\right)\right) \tag{4.31}
\end{equation*}
$$

This is exactly the same as that of the original SYK model, and was evaluated in [5]. For the out-of-time-ordered correlator, we take the specific ordering of $\theta$ 's following [5]:

$$
\begin{equation*}
\theta_{1}<\theta_{3}=0<\theta_{2}<\theta_{4}=\pi \tag{4.32}
\end{equation*}
$$

and evaluate (4.31). Then, by taking analytic continuation

$$
\begin{equation*}
\theta_{1}=-\frac{\pi}{2}-\frac{2 \pi i}{\beta} t, \quad \theta_{2}=\frac{\pi}{2}-\frac{2 \pi i}{\beta} t \tag{4.33}
\end{equation*}
$$

one can repeat the same calculation as in [5]:

$$
\begin{equation*}
\frac{\mathcal{F}_{-}^{\epsilon}(t)}{\psi_{c l}(\pi) \psi_{c l}(\pi)}=\frac{\beta J}{\pi^{2} q^{2} \alpha_{\text {diff }}}\left(1-\frac{\pi}{2} \cosh \frac{2 \pi t}{\beta}\right) \quad \stackrel{t \rightarrow \infty}{\longrightarrow} \frac{\mathcal{F}_{-}^{\epsilon}(t)}{\psi_{c l}(\pi) \psi_{c l}(\pi)} \approx-\frac{\beta J}{4 \pi q^{2} \alpha_{\mathrm{diff}}} e^{\frac{2 \pi}{\beta} t} \tag{4.34}
\end{equation*}
$$

As expected, it saturates the chaos bound $\lambda_{L}^{\text {singlet }}=\frac{2 \pi}{\beta}$. On the contrary, one can easily see that there is no contribution of the $\hat{s o}(M)$ effective action to the singlet channel because the variation with respect to $\rho_{n}$ is traceless, i.e.,

$$
\begin{equation*}
\frac{1}{M}\left\langle\rho_{n} \rho_{-n}\right\rangle \operatorname{tr}\left(\delta_{\rho_{n}} \boldsymbol{\Psi}_{c l}\left(\theta_{1}, \theta_{2}\right)\right) \operatorname{tr}\left(\delta_{\rho_{-n}} \boldsymbol{\Psi}_{c l}\left(\theta_{3}, \theta_{4}\right)\right)=0 \tag{4.35}
\end{equation*}
$$

and therefore, we have

$$
\begin{equation*}
\mathcal{F}_{-}^{\rho}(t)=0 \tag{4.36}
\end{equation*}
$$

Anti-symmetric channel. In the same way, we analyze the contribution of the zero modes to the anti-symmetric irrep channel:

$$
\begin{equation*}
\frac{1}{2 \mathrm{x}}\left\langle\operatorname{tr}\left[\boldsymbol{\Psi}\left(\theta_{1}, \theta_{2}\right) \boldsymbol{T}_{\mathrm{A}}^{a}\right] \operatorname{tr}\left[\boldsymbol{\Psi}\left(\theta_{3}, \theta_{4}\right) \boldsymbol{T}_{\mathrm{A}}^{b}\right]\right\rangle . \tag{4.37}
\end{equation*}
$$

The zero mode of the reparametrization does not give any contribution to the antisymmetric irrep channel because the variation with respect to $\epsilon$ is proportional to the identity matrix, i.e.,

$$
\begin{equation*}
\frac{1}{2 \mathrm{x}}\left\langle\epsilon_{n} \epsilon_{-n}\right\rangle \operatorname{tr}\left(\delta_{\epsilon_{n}} \boldsymbol{\Psi}_{c l}\left(\theta_{1}, \theta_{2}\right) \boldsymbol{T}_{\mathrm{A}}^{a}\right) \operatorname{tr}\left(\delta_{\epsilon_{-n}} \boldsymbol{\Psi}_{c l}\left(\theta_{3}, \theta_{4}\right) \boldsymbol{T}_{\mathrm{A}}^{b}\right)=0 . \tag{4.38}
\end{equation*}
$$

Hence, we have

$$
\begin{equation*}
\mathcal{F}_{\mathrm{A}+}^{\epsilon}(t)=0 \tag{4.39}
\end{equation*}
$$

The non-trivial contribution to the anti-symmetric irrep(adjoint) channel comes from the $\hat{s o}(M)$ effective action:

$$
\begin{equation*}
\frac{1}{2 \mathrm{x}_{\mathrm{A}}}\left\langle\rho_{n} \rho_{-n}\right\rangle \operatorname{tr}\left(\delta_{\rho_{n}} \boldsymbol{\Psi}_{c l}\left(\theta_{1}, \theta_{2}\right) \boldsymbol{T}_{\mathrm{A}}^{a}\right) \operatorname{tr}\left(\rho_{\epsilon_{-n}} \boldsymbol{\Psi}_{c l}\left(\theta_{3}, \theta_{4}\right) \boldsymbol{T}_{\mathrm{A}}^{b}\right) . \tag{4.40}
\end{equation*}
$$

Hence, using (4.29) and (4.24), we obtain

$$
\begin{equation*}
\frac{\mathcal{F}_{\mathrm{A}+}^{\rho, a b}\left(\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}\right)}{\psi_{c l}\left(\theta_{12}\right) \psi_{c l}\left(\theta_{34}\right)}=-\delta^{a b} \frac{\beta J}{\pi^{2} \alpha_{\mathrm{G}}} \sum_{|n| \geqq 1} \frac{e^{\frac{i n}{2}\left(\theta_{3}+\theta_{4}-\theta_{1}-\theta_{2}\right)}}{n^{2}} \sin \frac{n \theta_{12}}{2} \sin \frac{n \theta_{34}}{2} \tag{4.41}
\end{equation*}
$$

With the particular ordering of $\theta$ 's in (4.32), we evaluate the summation, and then take the analytic continuation (4.33):

$$
\begin{align*}
& \frac{\mathcal{F}_{\mathrm{A}+}^{\rho, a b}(t)}{\psi_{c l}(\pi) \psi_{c l}(\pi)} \\
& =\delta^{a b} \frac{2 i \beta J}{\pi^{2} \alpha_{\mathrm{G}}}\left[e^{\frac{2 \pi}{\beta} t_{3}} F_{2}\left(\frac{1}{2}, \frac{1}{2}, 1 ; \frac{3}{2}, \frac{3}{2},-e^{\frac{4 \pi}{\beta} t}\right)-e^{-\frac{2 \pi}{\beta} t}{ }_{3} F_{2}\left(\frac{1}{2}, \frac{1}{2}, 1 ; \frac{3}{2}, \frac{3}{2},-e^{-\frac{4 \pi}{\beta} t}\right)\right] . \tag{4.42}
\end{align*}
$$

As $t \longrightarrow \infty$, one can see that there is no exponential growth.

$$
\begin{equation*}
\frac{\mathcal{F}_{\mathrm{A}+}^{\rho, a b}(t)}{\psi_{c l}(\pi) \psi_{c l}(\pi)} \approx \delta^{a b} \frac{2 i}{\alpha_{\mathrm{G}}} J t \tag{4.43}
\end{equation*}
$$

Symmetric channel. It is easy to see that there is no contribution of the low energy effective action to the symmetric irrep channel since the variation of the classical solution is either the singlet or the anti-symmetric irrep:

$$
\begin{equation*}
\operatorname{tr}\left(\delta_{\epsilon_{n}} \boldsymbol{\Psi}_{c l}\left(\theta_{1}, \theta_{2}\right) \boldsymbol{T}_{\mathrm{S}}^{a}\right)=\operatorname{tr}\left(\delta_{\rho_{n}} \boldsymbol{\Psi}_{c l}\left(\theta_{1}, \theta_{2}\right) \boldsymbol{T}_{\mathrm{S}}^{a}\right)=0 \tag{4.44}
\end{equation*}
$$

and therefore, we have

$$
\begin{equation*}
\mathcal{F}_{\mathrm{S}-}^{\epsilon, a b}=\mathcal{F}_{\mathrm{S}-}^{\rho, a b}=0 \tag{4.45}
\end{equation*}
$$

Summary. We summarize the zero mode contribution to the long time behavior of the out-of-time-ordered correlators for the singlet, anti-symmetric and symmetric irrep channels:

$$
\begin{align*}
\frac{\mathcal{F}_{-}^{\epsilon}(t)}{\psi_{c l}(\pi) \psi_{c l}(\pi)} & \approx-\frac{\beta J}{4 \pi q^{2} \alpha_{\mathrm{diff}}} e^{\frac{2 \pi}{\beta} t}, & \mathcal{F}_{-}^{\rho}(t) & =0  \tag{4.46}\\
\mathcal{F}_{\mathrm{A}+}^{\epsilon, a b}(t) & =0, & \frac{\mathcal{F}_{\mathrm{A}+}^{\rho, a b}(t)}{\psi_{c l}(\pi) \psi_{c l}(\pi)} & \approx \delta^{a b} \frac{2 i}{\alpha_{\mathrm{G}}} J t  \tag{4.47}\\
\mathcal{F}_{\mathrm{S}-}^{\epsilon, a b}(t) & =0, & \mathcal{F}_{\mathrm{S}-}^{\rho, a b}(t) & =0 \tag{4.48}
\end{align*}
$$

Here, we found that the $\widehat{s o}(M)$ zero mode does not give an exponentially growing contribution to the anti-symmetric irrep channel. In the next section, we will see that the anti-symmetric/symmetric channels do not have any exponential growth even if we take all contributions into account up to quadratic level. Hence, we conclude that

$$
\begin{equation*}
\lambda_{L}^{\text {singlet }}=\frac{2 \pi}{\beta}, \quad \lambda_{L}^{\mathrm{A}}=0, \quad \lambda_{L}^{\mathrm{S}}=0 \tag{4.49}
\end{equation*}
$$

### 4.2 Out-of-time-ordered correlators by analytic continuation

In this section, we will analyze the long time behavior of the out-of-time-order correlators from the non-zero modes which we evaluated in section 3.2. The singlet fluctuation $\eta$ is the same as that of the original SYK model, and the out-of-time-order correlators of the non-zero modes were already studied in [5] by analytic continuation of the Euclidean correlator. Following [5], we find the long time behavior of the out-of-time correlator of the anti-symmetric/symmetric channels.

Singlet channel. Following [5], we will consider the following type of the out-of-timeordered correlator for the singlet channel:

$$
\begin{equation*}
\frac{1}{M} \sum_{\alpha_{1}, \cdots, \alpha_{4}} \sum_{i, j} \delta^{\alpha_{2} \alpha_{1}} \delta^{\alpha_{4} \alpha_{3}} \mathrm{TR}\left[y \psi^{i \alpha_{1}}(t) y \psi^{j \alpha_{3}}(0) y \psi^{i \alpha_{2}}(t) y \psi^{j \alpha_{4}}(0)\right] \tag{4.50}
\end{equation*}
$$

where $y \equiv \rho(\beta)^{\frac{1}{4}}$ and $\rho(\beta)$ is the thermal density matrix. This correlators can be evaluated by analytic continuation of the Euclidean correlator. It was shown in [5] that this corresponds to the Euclidean correlators with the cross ratio

$$
\begin{equation*}
\chi=\frac{2}{1-i \sinh \frac{2 \pi t}{\beta}} . \tag{4.51}
\end{equation*}
$$

Furthermore, since $\chi=2$ for $t=0$ and $\chi \sim e^{-\frac{2 \pi t}{\beta}}$ for large $t$, one has to perform the analytic continuation of the Euclidean correlators for $\chi>1$ to $\chi<1$ for large $t$. The out-of-time-ordered correlator of the singlet fluctuation is the same as that of the original SYK model [5]:

$$
\begin{equation*}
\mathcal{F}_{-, h \neq 2} \sim t e^{\frac{2 \pi}{\beta} t}, \tag{4.52}
\end{equation*}
$$

and, this corresponds to the $\frac{1}{\beta J}$ correction to the maximal Lyapunov exponent $\frac{2 \pi}{\beta}$ of the singlet fluctuation which we evaluated from the effective action of $h=2$ mode in section 4.1.

Anti-symmetric channel. For the out-of-time-ordered correlator of the anti-symmetric channels, we consider

$$
\begin{equation*}
\frac{1}{2 \mathrm{x}_{\mathrm{A}}} \sum_{\alpha_{1}, \cdots, \alpha_{4}} \sum_{i, j}\left(\boldsymbol{T}_{\mathrm{A}}^{a}\right)^{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{A}}^{b}\right)^{\alpha_{4} \alpha_{3}} \operatorname{TR}\left[y \psi^{i \alpha_{1}}(t) y \psi^{j \alpha_{3}}(0) y \psi^{i \alpha_{2}}(t) y \psi^{j \alpha_{4}}(0)\right] . \tag{4.53}
\end{equation*}
$$

The relevant expression of the Euclidean correlator for this analysis is given in (3.98)

$$
\begin{align*}
\frac{\mathcal{F}_{\mathrm{A}+, h \neq 1}(\chi)}{\alpha_{+, 0}}= & -\left.\int_{-\infty}^{\infty} \frac{d s}{2 \pi} \frac{h-\frac{1}{2}}{\pi} \tan \frac{\pi h}{2} \frac{k_{\mathrm{A}+}(h)}{1-k_{\mathrm{A}+}(h)} \Phi_{h}^{+}(\chi)\right|_{h=\frac{1}{2}+i s} \\
& -\sum_{n=2}^{\infty} \operatorname{Res}\left[\frac{h-\frac{1}{2}}{\pi} \tan \frac{\pi h}{2} \frac{k_{\mathrm{A}+}(h)}{1-k_{\mathrm{A}+}(h)} \Phi_{h}^{+}(\chi)\right]_{h=2 n-1} . \tag{4.54}
\end{align*}
$$

For the analytic continuation, we first simplify the residue sum by introducing a function $k_{+, R}$ defined by

$$
\begin{equation*}
\frac{k_{\mathrm{A}+, R}(1-h)}{k_{\mathrm{A}+}(h)} \equiv-\frac{\sin \pi\left(\frac{1}{q}-\frac{h}{2}\right)}{\sin \pi\left(\frac{1}{q}+\frac{h}{2}\right)}, \tag{4.55}
\end{equation*}
$$

or, equivalently, it is given by

$$
\begin{equation*}
k_{\mathrm{A}+, R}(1-h) \equiv \frac{\Gamma\left(2-\frac{2}{q}\right) \Gamma\left(h-1+\frac{2}{q}\right)}{\Gamma\left(\frac{2}{q}\right) \Gamma\left(h+1-\frac{2}{q}\right)} . \tag{4.56}
\end{equation*}
$$

Note that $k_{\mathrm{A}+}(h)$ is identical to $k_{+, R}(1-h)$ for $h=2 n+1(n=1,2, \cdots)$ :

$$
\begin{equation*}
\left.\frac{k_{\mathrm{A}+, R}(1-h)}{k_{\mathrm{A}+}(h)}\right|_{h=2 n+1}=1 . \tag{4.57}
\end{equation*}
$$

Therefore, one can replace $k_{\mathrm{A}+}(h)$ inside of the residue sum with $k_{\mathrm{A}+, R}(1-h)$. Then, we change the residues into the contour integrals around the $h=2 n-1(n=2,3, \cdots)$, and push those contours back to the contour along $h=\frac{1}{2}+i s(s \in \mathbb{R})$. This pick up one pole at $h=1$ which did not included in the residue sum of (4.54). Therefore, we have

$$
\begin{align*}
\frac{\mathcal{F}_{\mathrm{A}+, h \neq 1}(\chi)}{\alpha_{+, 0}}= & -\left.\int_{-\infty}^{\infty} \frac{d s}{2 \pi} \frac{h-\frac{1}{2}}{\pi} \tan \frac{\pi h}{2}\left[\frac{k_{\mathrm{A}+}(h)}{1-k_{\mathrm{A}+}(h)}-\frac{k_{\mathrm{A}+, R}(1-h)}{1-k_{+, R}(1-h)}\right] \Phi_{h}^{+}(\chi)\right|_{h=\frac{1}{2}+i s} \\
& +\operatorname{Res}\left[\frac{h-\frac{1}{2}}{\pi} \tan \frac{\pi h}{2} \frac{k_{\mathrm{A}+R}(1-h)}{1-k_{\mathrm{A}+, R}(1-h)} \Phi_{h}^{+}(\chi)\right]_{h=1} \tag{4.58}
\end{align*}
$$

Using the expression of $\Phi_{h}^{+}(\chi)$ for $\chi>1$ in (3.111), we consider the analytic continuation to $\chi<1$. As $\chi \rightarrow 0, \Phi_{h}^{+}(\chi)$ behaves like

$$
\begin{equation*}
\Phi_{h}^{+}(\chi) \simeq-i \frac{\Gamma\left(1-\frac{h}{2}\right) \Gamma\left(h-\frac{1}{2}\right)}{2^{1-h} \Gamma\left(\frac{1}{2}+\frac{h}{2}\right)}(-i \chi)^{h}+(h \longrightarrow 1-h) . \tag{4.59}
\end{equation*}
$$

Noting that

$$
\begin{equation*}
\chi=\frac{2}{1-i \sinh \frac{2 \pi t}{\beta}} \sim e^{-\frac{2 \pi t}{\beta}} \quad(t \rightarrow \infty) \tag{4.60}
\end{equation*}
$$

one can easily see that the contour integral along $h=\frac{1}{2}+i s$ does not have an exponential growth as $\chi \rightarrow 0$. In addition, the residue at (double) pole $h=1$ also does not grow exponentially. At most, it grows $-\log (-i \chi) \sim t$ because of the double pole, i.e.,

$$
\begin{equation*}
\mathcal{F}_{\mathrm{A}+, h \neq 1}(\chi) \sim \frac{t}{\beta} . \tag{4.61}
\end{equation*}
$$

The effective action analysis showed that the $h=1$ mode also give the linear growth of the out-of-time ordered correlator in section 4.1. In this section, we also found that the contribution of the non-zero modes grows linearly.

Symmetric channel. For the out-of-time-ordered correlator of the symmetric channel

$$
\begin{equation*}
\frac{1}{2 \mathrm{x}_{\mathrm{S}}} \sum_{\alpha_{1}, \cdots, \alpha_{4}} \sum_{i, j}\left(\boldsymbol{T}_{\mathrm{S}}^{a}\right)^{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{S}}^{b}\right)^{\alpha_{4} \alpha_{3}} \mathrm{TR}\left[y \psi^{i \alpha_{1}}(t) y \psi^{j \alpha_{3}}(0) y \psi^{i \alpha_{2}}(t) y \psi^{j \alpha_{4}}(0)\right] \tag{4.62}
\end{equation*}
$$

we will consider the following Euclidean correlator

$$
\begin{align*}
\frac{\mathcal{F}_{\mathrm{S}-}(\chi)}{\alpha_{-, 0}}= & -\left.\int_{-\infty}^{\infty} \frac{d s}{2 \pi} \frac{h-\frac{1}{2}}{\pi \tan \frac{\pi h}{2}} \frac{k_{\mathrm{S}-}(h)}{1-k_{\mathrm{S}-}(h)} \Phi_{h}^{-}(\chi)\right|_{h=\frac{1}{2}+i s} \\
& -\sum_{n=1}^{\infty} \operatorname{Res}\left[\frac{h-\frac{1}{2}}{\pi \tan \frac{\pi h}{2}} \frac{k_{\mathrm{S}-}(h)}{1-k_{\mathrm{S}-}(h)} \Phi_{h}^{-}(\chi)\right]_{h=2 n} \tag{4.63}
\end{align*}
$$

and we will perform the analytic continuation in (4.51). Note that (4.63) is the same as that of the singlet channel (or, the original SYK model) except that the contribution of $h=2$ eigenfunction is included because it does not diverge. Therefore, in a similar way, we define $k_{\mathrm{S}-, R}(1-h)$ such that

$$
\begin{equation*}
\frac{k_{\mathrm{S}-, R}(1-h)}{k_{\mathrm{S}-}(h)} \equiv \frac{\cos \pi\left(\frac{1}{q}-\frac{h}{2}\right)}{\cos \pi\left(\frac{1}{q}+\frac{h}{2}\right)} \tag{4.64}
\end{equation*}
$$

Explicitly, one can see that $k_{\mathrm{S}-, R}(1-h)$ is the same as $k_{\mathrm{A}+, R}(1-h)$ :

$$
\begin{equation*}
k_{\mathrm{S}-, R}(1-h) \equiv \frac{\Gamma\left(2-\frac{2}{q}\right) \Gamma\left(h-1+\frac{2}{q}\right)}{\Gamma\left(\frac{2}{q}\right) \Gamma\left(h+1-\frac{2}{q}\right)}=k_{\mathrm{A}+, R}(1-h) . \tag{4.65}
\end{equation*}
$$

As before, we replace $k_{\mathrm{S}-}(h)$ with $k_{\mathrm{S}-, R}(1-h)$ inside of the residue, and we push the contour around the poles to the contour $h=\frac{1}{2}+i s(s \in \mathbb{R})$. Then, we have

$$
\begin{align*}
\frac{\mathcal{F}_{\mathrm{S}-}(\chi)}{\alpha_{0,-}}= & -\left.\int_{-\infty}^{\infty} \frac{d s}{2 \pi} \frac{h-\frac{1}{2}}{\pi \tan \frac{\pi h}{2}}\left[\frac{k_{\mathrm{S}-}(h)}{1-k_{\mathrm{S}-}(h)}-\frac{k_{\mathrm{S}-, R}(1-h)}{1-k_{\mathrm{S}-, R}(1-h)}\right] \Phi_{h}^{-}(\chi)\right|_{h=\frac{1}{2}+i s} \\
& +\operatorname{Res}\left[\frac{h-\frac{1}{2}}{\pi \tan \frac{\pi h}{2}} \frac{k_{\mathrm{S}-, R}(1-h)}{1-k_{\mathrm{S}-, R}(1-h)} \Phi_{h}^{-}(\chi)\right]_{h=1} \tag{4.66}
\end{align*}
$$

Note that the function inside of the residue has a simple pole at $h=1$ unlike the antisymmetric channel where the analogous function has a double pole at $h=1$. Therefore, using the asymptotic behavior $(\chi \rightarrow 0)$ of $\Phi_{h}^{-}(\chi)$ in (3.110)

$$
\begin{equation*}
\Phi_{h}^{-}(\chi) \simeq-i \frac{\Gamma\left(\frac{1}{2}-\frac{h}{2}\right) \Gamma\left(h-\frac{1}{2}\right)}{2^{1-h} \Gamma\left(\frac{h}{2}\right)}(-i \chi)^{h}+(h \longrightarrow 1-h) \tag{4.67}
\end{equation*}
$$

both contour integral and the residue at the simple pole $h=1$ give at most a constant (or, exponential decay) in the real time $t$, i.e.,

$$
\begin{equation*}
\mathcal{F}_{\mathrm{S}-}(t) \sim(\text { constant }) \tag{4.68}
\end{equation*}
$$

This is also consistent with the low energy effective action analysis where we have shown that there is no contribution of the low energy effective action to the symmetric irrep channel in section 4.1.

Summary. We summarize the long time behavior of the out-of-time-ordered correlators from the zero mode contribution in section 4.1 and the non-zero mode contributions found
in this section:

$$
\begin{array}{lll}
\text { Singlet : } & \mathcal{F}_{-} \sim \underbrace{\beta J e^{\frac{2 \pi}{\beta} t}}_{h=2 \text { zero mode }} & +\underbrace{\frac{t}{\beta} e^{\frac{2 \pi}{\beta} t}}_{\text {non-zero modes }}, \\
\text { Anti-symmetric : } & \mathcal{F}_{\mathrm{S}+} \sim \underbrace{J t}_{h=1 \text { zero mode }}+\underbrace{\frac{t}{\beta}}_{\text {non-zero modes }}, \\
\text { Symmetric : } & \mathcal{F}_{\mathrm{A}-} \sim \underbrace{\text { (constant) }}_{\text {non-zero modes }} \tag{4.71}
\end{array}
$$

where we omitted unnecessary numerical factors.

### 4.3 Retarded kernel

In this section, we will utilize the real time propagators of two point function of the fermions to study the out-of-time-ordered correlators following [5, 61] instead of analytic continuation of the Euclidean result. We also consider similar out-of-time-ordered correlators to (4.53) and (4.62) for the anti-symmetric/symmetric fluctuations

$$
\begin{align*}
& F_{\mathrm{A}+}\left(t_{1}, t_{2}\right) \equiv \frac{1}{2 \mathrm{x}_{\mathrm{A}}}\left(T_{\mathrm{A}}^{a}\right)^{\alpha_{2} \alpha_{1}}\left(T_{\mathrm{A}}^{b}\right)^{\alpha_{4} \alpha_{3}} \mathrm{TR}\left[y \psi^{i \alpha_{1}}\left(t_{1}\right) y \psi^{j \alpha_{3}}(0) y \psi^{i \alpha_{2}}\left(t_{2}\right) y \psi^{j \alpha_{4}}(0)\right],  \tag{4.72}\\
& F_{\mathrm{S}-}\left(t_{1}, t_{2}\right) \equiv \frac{1}{2 \mathrm{x}_{\mathrm{S}}}\left(T_{\mathrm{S}}^{a}\right)^{\alpha_{2} \alpha_{1}}\left(T_{\mathrm{S}}^{b}\right)^{\alpha_{4} \alpha_{3}} \mathrm{TR}\left[y \psi^{i \alpha_{1}}\left(t_{1}\right) y \psi^{j \alpha_{3}}(0) y \psi^{i \alpha_{2}}\left(t_{2}\right) y \psi^{j \alpha_{4}}(0)\right] \tag{4.73}
\end{align*}
$$

where $y \equiv[\rho(\beta)]^{\frac{1}{4}}$ and $\rho(\beta)$ is the thermal density of states, and we omitted summations over $\alpha_{1}, \cdots, \alpha_{4}$ and $i, j$. Recall that both anti-symmetric and symmetric irrep channels have the common ratio of their geometric series of the ladder diagrams (See (3.139), (3.143) or (3.70)). For the configuration of the ordering in the two real-time folds, the relevant retarded kernel for both four point functions is given by

$$
\begin{equation*}
K_{+, R}\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=J^{2} \Psi_{c l, R}\left(t_{13}\right) \Psi_{c l, R}\left(t_{24}\right)\left[\Psi_{c l, l r}\left(t_{34}\right)\right]^{q-2} \tag{4.74}
\end{equation*}
$$

where $\Psi_{c l, R}(t)$ and $\Psi_{c l, l r}(t)$ are the retarded propagator and the Wightman propagator, respective, which one can obtain by using appropriate analytic continuation [5, 65]:

$$
\begin{align*}
& \Psi_{c l, R}(t)=2 \Lambda \cos \pi \Delta\left(\frac{\pi}{\beta \sinh \frac{\pi t}{\beta}}\right)^{2 \Delta} \theta(t),  \tag{4.75}\\
& \Psi_{c l, l r}(t)=\Lambda\left(\frac{\pi}{\beta \cosh \frac{\pi t}{\beta}}\right)^{2 \Delta} . \tag{4.76}
\end{align*}
$$

In order to find the exponential growth, we utilize the following integral equation [5].

$$
\begin{equation*}
\int d t_{3} d t_{4} K_{+, R}\left(t_{1}, t_{2}, t_{3}, t_{4}\right) F_{\mathrm{A} / \mathrm{s}}\left(t_{3}, t_{4}\right)=F_{\mathrm{A} / \mathrm{s}}\left(t_{1}, t_{2}\right) \tag{4.77}
\end{equation*}
$$

which means that the exponential growing part of the sum of the ladder diagrams does not change by attaching additional rungs. Thus, let us consider the following eigenvalue problem:

$$
\begin{equation*}
K_{+, R} F_{\mathrm{A} / \mathrm{s}}=k_{+, R}(h) F_{\mathrm{A} / \mathrm{s}} \tag{4.78}
\end{equation*}
$$

where we will find the eigenfunction $F_{\mathrm{A} / \mathrm{s}}$ corresponding to the eigenvalue $k_{+, R}(h)=1$. Using the exponentially growing ansatz [5]

$$
\begin{equation*}
F_{+}\left(t_{1}, t_{2}\right)=\frac{e^{-\frac{h \pi}{\beta}\left(t_{1}+t_{2}\right)}}{\left[\cosh \frac{\pi t_{12}}{\beta}\right]^{\frac{2}{q}-h}}, \tag{4.79}
\end{equation*}
$$

we find the eigenvalue to be

$$
\begin{equation*}
k_{+, R}(h)=\frac{\Gamma\left(2-\frac{2}{q}\right) \Gamma\left(\frac{2}{q}-h\right)}{\Gamma\left(\frac{2}{q}\right) \Gamma\left(2-\frac{2}{q}-h\right)}=k_{\mathrm{A}+, R}(h)=k_{\mathrm{S}-, R}(h)=\frac{1}{q-1} k_{-, R}(h) . \tag{4.80}
\end{equation*}
$$

Note that $k_{+, R}(h)$ is the same as $k_{\mathrm{A}+, R}(h)$ and $k_{\mathrm{S}-, R}(h)$ which were found in the evaluation of the non-zero mode contributions of the anti-symmetric channel (4.56) and the symmetric channel (4.65). In addition, recall that the kernel $K_{+}$for the anti-symmetric/symmetric channels is equal to $\frac{1}{q-1} K_{-}$where $K_{-}$is the kernel of the singlet fluctuation. Hence, the corresponding retarded kernels have the same relation. Since we used the same ansatz as in [5], it is not surprising to have the relation between $k_{+, R}$ and $k_{-, R}$ in (4.80).

It is enough to consider solutions of $k_{+, R}(h)=1$ for $h \leqq 0$ because positive $h$ 's do not give exponential growth of the $F_{+}\left(t_{1}, t_{2}\right)$. First, one can easily see that $h=0$ is a solution:

$$
\begin{equation*}
k_{+, R}(0)=1, \tag{4.81}
\end{equation*}
$$

and, since the function $k_{+, R}$ is increasing function for $h \leqq 0, h=0$ is the only solution for $k_{+, R}(h)=1(h \leqq 0)$. Therefore, there is no exponential growth for the out-of-timeordered correlator of the anti-symmetric/symmetric channels, which is consistent with the results from the analysis in the previous sections. The same result for $\mathrm{U}(1)$ case of the complex SYK model was also found in [59]. In order to see the linear growth in the antisymmetric/symmetric channel from the retarded kernel, one need to consider a different type of eigenfunctions. We leave this for future work.

## 5 Tensor model with global symmetry

It has been shown that tensor models also feature the dominance of the "melonic" diagrams in large $N$. In [43, 44], it was shown that a new class of tensor model (Gurau-Witten (GW) model) reproduces interesting behaviors of the SYK model such as the saturation chaos bound. Also, [45] suggested the simplest (SYK-like) tensor model (Klebanov-Tarnopolsky (KT) model). The lattice generalizations thereof were investigated in [53] which developed general techniques to analyze a broad class of tensor models. For example, [53] showed that the GW model can be understood as a KT model on the 4 -site lattice after "uncoloring" process. However, this analysis is not restricted to the lattice generalizations. One can add any additional structure to the tensor model, and the same analysis can be applied straightforwardly. In particular, we add $\operatorname{SO}(M)$ index to the tensors, and we follow [53] to study tensor model with $\mathrm{SO}(M)$ global symmetry.


Figure 3. The Vertices of the on-site and (non-local) hopping interactions.

Let us consider the simplest uncolored $O(N)$ tensor model with $\mathrm{SO}(M)$ global symmetry of which Hamiltonian is defined by

$$
\begin{equation*}
H=\frac{J N^{-\frac{3}{2}}}{4} \sum_{\alpha_{1}, \alpha_{2}=1}^{M} \chi_{i_{1} j_{1} k_{1}}^{\alpha_{1}} \chi_{i_{1} j_{2} k_{2}}^{\alpha_{1}} \chi_{i_{2} j_{1} k_{2}}^{\alpha_{2}} \chi_{i_{2} j_{2} k_{1}}^{\alpha_{2}} \tag{5.1}
\end{equation*}
$$

where $\chi_{i j k}^{\alpha}$ denotes $M N^{3}$ Majorana fermions which transform in the tri-fundamental representation of $O(N)(i, j, k=1,2, \cdots, N)$ and in the fundamental representation of $\operatorname{SO}(M)(\alpha=1,2, \cdots, M)$. Since the three $O(N)$ indices are distinguishable, we label them by RGB color $\mathfrak{c}$. (E.g., the first index $i$ corresponds to red color, etc.)

One can see that the form of the Hamiltonian in (5.1) is similar to that of the tensor model on the lattice if one think of the $\mathrm{SO}(M)$ index as the lattice index. Hence, we can use the analysis carried out in [53] in this model. To contact with [53], we need to write (5.1) in the same form as that of [53].

$$
\begin{equation*}
H=\frac{J N^{-\frac{3}{2}}}{4} \sum_{\alpha=1}^{M} \chi_{i_{1} j_{1} k_{1}}^{\alpha} \chi_{i_{1} j_{2} k_{2}}^{\alpha} \chi_{i_{2} j_{1} k_{2}}^{\alpha} \chi_{i_{2} j_{2} k_{1}}^{\alpha}+\frac{J N^{-\frac{3}{2}}}{2} \sum_{\alpha_{1}>\alpha_{2}} \chi_{i_{1} j_{1} k_{1}}^{\alpha_{1}} \chi_{i_{1} j_{2} k_{2}}^{\alpha_{1}} \psi_{i_{2} j_{1} k_{2}}^{\alpha_{2}} \chi_{i_{2} j_{2} k_{1}}^{\alpha_{2}} . \tag{5.2}
\end{equation*}
$$

Here, $\mathrm{SO}(M)$ invariance is not manifest, but one can directly use the result of [53]. Comparing to the Hamiltonian in [53], (5.2) can be interpreted as a tensor model on the lattice with non-local hopping interactions. Moreover, the coupling constants of the on-site and hopping interactions are given by

$$
\begin{equation*}
J_{\text {on-site }}=J, \quad J_{r}=\sqrt{2} J, \quad J_{g}=J_{b}=0 . \tag{5.3}
\end{equation*}
$$

Note that $\sqrt{2}$ in front of $J_{r}$ appears because we follow the normalization of the hopping coupling constant in [53]. However, this $\sqrt{2}$ factor is cancelled in the Feynmann diagram since the contribution of these vertices to the Feynman diagram is $J_{\text {on-site }}=J$ and $\frac{1}{\sqrt{2}} J_{r}=J$, respectively. See the corresponding interaction vertices in figure 3. Moreover, we emphasize that the $\mathrm{SO}(M)$ index is connected to each other along the red line. Hence, $J_{r}$ is the only non-zero hopping interaction constant.

First, let us consider the $O(N)$ invariant two point function:

$$
\begin{equation*}
\frac{1}{N^{3}}\left\langle\chi_{i j k}^{\alpha_{1}}\left(\tau_{1}\right) \chi_{i j k}^{\alpha_{2}}\left(\tau_{2}\right)\right\rangle \tag{5.4}
\end{equation*}
$$



Figure 4. Contribution to the Schwinger-Dyson equation for the two point function.


Figure 5. Dipoles $\mathbf{D}_{\mathfrak{c}}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}$ of three colors.
where the summations over $O(N)$ indices are omitted. It was shown in [53] that the large $N$ diagrammatics of the two point function leads to a geometric series of the melonic diagrams which corresponds to the same Schwinger-Dyson equation of the two point function as in the SYK model. For the tensor model with $\mathrm{SO}(M)$ global symmetry, we have two types of the contribution to the melonic diagrams: one melonic diagram with the on-site interactions and $(M-1)$ melonic diagrams with the hopping interactions of red color. See figure 4. Hence, considering all contributions, one can obtain the same Schwinger-Dyson equation as in the $q=4$ SYK model with the coupling constant $J$ of the SYK model replaced by the effective coupling constant $\mathcal{J}$ given by

$$
\begin{equation*}
\mathcal{J} \equiv J_{\mathrm{on-site}}^{2}+(M-1) \frac{1}{2} J_{r}^{2}=M J^{2} \tag{5.5}
\end{equation*}
$$

At strong coupling limit, the two point function is found to be

$$
\begin{equation*}
\frac{1}{N^{3}}\left\langle\chi_{i j k}^{\alpha_{1}}\left(\tau_{1}\right) \chi_{i j k}^{\alpha_{2}}\left(\tau_{2}\right)\right\rangle=\Lambda \frac{\operatorname{sgn}\left(\tau_{12}\right)}{\left|\tau_{12}\right|^{\frac{1}{2}}} \delta^{\alpha_{1} \alpha_{2}}=\psi_{c l}\left(\tau_{1}, \tau_{2}\right) \delta^{\alpha_{1} \alpha_{2}} \tag{5.6}
\end{equation*}
$$

Here, $\psi_{c l}\left(\tau, \tau_{2}\right)$ is the same as the classical solution $\psi_{c l}\left(\tau_{1}, \tau_{2}\right)$ for $q=4$ SYK model with the effective coupling constant $\mathcal{J}$ in (5.5).

Now, we will analyze the ladder diagrams. $[38,40,44,66,67]$ introduced a dipole as the basic building block of the ladder diagrams. In addition, [53] generalized the dipole for the tensor model on the lattice (See figure 5), which have tensor structure in the lattice space. For our model, the dipole is a tensor in the $\mathrm{SO}(M)$ index.

Dipoles. There are three dipoles $\mathbf{D}_{\mathfrak{c}}(\mathfrak{c}=r, g, b)$ depending on the color that is transmitted along the ladder. See figure 5. The ladder diagrams can be constructed by connecting


Figure 6. Contribution of interactions to dipoles of red color. For $\alpha_{1}=\alpha_{3} \neq \alpha_{2}=\alpha_{4}$, there are two configurations that can give a contribution to the dipole of red color.


$$
\begin{gathered}
\frac{1}{2} J_{r}^{2} N^{-2}=J^{2} N^{-2} \\
\left(\alpha_{1} \neq \alpha_{2} \text { and } \alpha_{3} \neq \alpha_{1}, \alpha_{2}\right)
\end{gathered}
$$

Figure 7. Contribution of interactions to dipoles of red color. For $\alpha_{1}=\alpha_{3} \neq \alpha_{2}=\alpha_{4}$, there are two configurations that can give a contribution to the dipole of red color.
these dipoles. Moreover, depending on how we connect the dipoles, we will have different types of ladder diagrams.

Hence, let us evaluate the dipoles first. Recall that the red color is distinct from green and blue colors in that the $\mathrm{SO}(M)$ indices are contracted along the red line in the interaction vertex. For the dipole of red color, one can consider four configurations of the $\mathrm{SO}(M)$ index which can give a contribution to the dipole of red color (See figure 6 and figure 7). By summing up all contribution, we have

$$
\begin{align*}
\mathbf{D}_{r}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & =-N^{-2} M J^{2} \delta^{\alpha_{1}, \alpha_{3}} \delta^{\alpha_{2}, \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{2} \\
& =-\mathcal{J}^{2} \delta^{\alpha_{1}, \alpha_{3}} \delta^{\alpha_{2}, \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{2} \tag{5.7}
\end{align*}
$$

where we express the dipole in terms of the effective coupling constant (5.5). Also, note that $\psi_{c l}(\tau)$ denotes the full propagator obtained in (5.6).

On the other hand, there are two configurations which give a contribution to the dipoles of green and blue color. E.g., see figure 8 for dipole of green color. Therefore, we have

$$
\begin{align*}
\mathbf{D}_{g}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & =-J^{2} \delta^{\alpha_{1}, \alpha_{2}} \delta^{\alpha_{3}, \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{2} \\
& =-\frac{\mathcal{J}^{2}}{M} \delta^{\alpha_{1}, \alpha_{2}} \delta^{\alpha_{3}, \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{2},  \tag{5.8}\\
\mathbf{D}_{b}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) & =-J^{2} \delta^{\alpha_{1}, \alpha_{2}} \delta^{\alpha_{3}, \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{2} \\
& =-\frac{\mathcal{J}^{2}}{M} \delta^{\alpha_{1}, \alpha_{2}} \delta^{\alpha_{3}, \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{2} . \tag{5.9}
\end{align*}
$$



Figure 8. Contribution of interactions to dipole of green color.

Four point functions. From these basic building blocks, we will construct the ladder diagrams and four point functions. Unlike the SYK model, tensor models have various $O(N)$ invariant operators because of $O(N)$ tensor structure. In particular, there are three types of $O(N)$ invariant four point functions. In this work, we consider the following two types of four point functions:

$$
\begin{align*}
& F_{C}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}} \equiv\left\langle\chi_{i_{1} j_{1} k_{1}}^{\alpha_{1}}\left(\tau_{1}\right) \chi_{i_{1} j_{1} k_{1}}^{\alpha_{2}}\left(\tau_{2}\right) \chi_{i_{2} j_{2} k_{2}}^{\alpha_{3}}\left(\tau_{3}\right) \chi_{i_{2} j_{2} k_{2}}^{\alpha_{2}}\left(\tau_{4}\right)\right\rangle,  \tag{5.10}\\
& F_{P, r}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}} \equiv\left\langle\chi_{i_{1} j_{1} k_{1}}\left(\tau_{1}\right) \chi_{i_{2} j_{1} k_{1}}\left(\tau_{2}\right) \chi_{i_{3} j_{2} k_{2}}\left(\tau_{3}\right) \chi_{i_{2} j_{2}^{2} k_{2}}\left(\tau_{4}\right)\right\rangle,  \tag{5.11}\\
& F_{P, g}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}} \equiv\left\langle\chi_{i_{1} j_{1} k_{1}}\left(\tau_{1}\right) \chi_{i_{1} j_{2} k_{1}}\left(\tau_{2}\right) \chi_{i_{3} j_{1} k_{2}}\left(\tau_{3}\right) \chi_{i_{2} j_{1} j_{1} k_{2} k_{1}}\left(\tau_{4}\right)\right\rangle,  \tag{5.12}\\
&\left.\left.\tau_{1}\right) \chi_{i_{1} j_{1} k_{2}}\left(\tau_{2}\right) \chi_{i_{2} j_{2} k_{1}}\left(\tau_{3}\right) \chi_{i_{2} j_{2} k_{2}}^{\alpha_{1}}\left(\tau_{4}\right)\right\rangle \tag{5.13}
\end{align*}
$$

where we omitted the summation over the $O(N)$ indices. Note that they have different contraction of the $O(N)$ indices, which is schematically shown in figure 9 b . Depending on the structure of the $O(N)$ contraction, we call $F_{C}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}$ to be Cooper channel, and $F_{P, \mathfrak{c}}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}$ to be Pillow channel of color $\mathfrak{c}(\in\{r, g, b\})$. The Cooper channel is the analogous to the four point function of the SYK model. Hence, one can expect that the Cooper channel exhibits the same behavior as that of the SYK model. We emphasize that the Pillow channel is a new $O(N)$ invariant observable which does not appear in the original SYK model. Note that in the Pillow channel there exist two fermions that are contracted by only one $O(N)$ index. The color of this $O(N)$ index characterizes the Pillow channel. Hence, we have three Pillow channels: $F_{P, r}, F_{P, g}$ and $F_{P, b}$ (e.g., see the Pillow channel of the red color in figure 9b.) Furthermore, the ladder diagrams $\mathcal{F}_{C}$ and $\mathcal{F}_{P, \mathfrak{c}}$ are defined by excluding the leading disconnected diagram from each four point function:

$$
\begin{align*}
& F_{C}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)=N^{6} \delta^{\alpha_{1} \alpha_{2}} \delta^{\alpha_{3} \alpha_{4}} \psi_{c l}\left(\tau_{12}\right) \psi_{c l}\left(\tau_{34}\right)+N^{3} \mathcal{F}_{C}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right),  \tag{5.14}\\
& F_{P, \mathfrak{c}}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)=N^{5} \delta^{\alpha_{1} \alpha_{2}} \delta^{\alpha_{3} \alpha_{4}} \psi_{c l}\left(\tau_{12}\right) \psi_{c l}\left(\tau_{34}\right)+N^{4} \mathcal{F}_{P, \mathfrak{c}}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right) \tag{5.15}
\end{align*}
$$

where the first term of the r.h.s. corresponds to the leading disconnected diagram, and the second term is the ladder diagram which we will analyze.

Cooper channel. First, we consider the ladder diagram in the Cooper channel. In [53], it was shown that the leading ladder diagrams of order $\mathcal{O}\left(N^{3}\right)$ are composed of any com-


Figure 9. Schematic representation of $O(N)$ contraction of the Cooper and Pillow four point functions. Each vertex represents a fermion, and the colored edge denotes the contraction of $O(N)$ index of the corresponding color in the two fermions.
bination of dipoles. This leads to the geometric series of the dipoles, and one can write

$$
\begin{equation*}
\mathcal{F}_{C}=\sum_{n=0}^{\infty}\left(\mathbf{D}_{r}+\mathbf{D}_{g}+\mathbf{D}_{b}\right)^{n} \mathcal{F}_{0}=\frac{1}{1-\boldsymbol{K}_{C}} \mathcal{F}_{0} \tag{5.16}
\end{equation*}
$$

Here, the multiplication of dipoles is the matrix multiplication in which the first two $\operatorname{SO}(M)$ indices and $\tau$ 's form one matrix index, and the second two $\mathrm{SO}(M)$ indices and $\tau$ 's become the other matrix index. Also, $\mathcal{F}_{0}$ denotes the first term of the geometric series, and is given by

$$
\begin{equation*}
\mathcal{F}_{0}=-\delta^{\alpha_{1} \alpha_{3}} \delta^{\alpha_{2} \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)+\delta^{\alpha_{1} \alpha_{4}} \delta^{\alpha_{2} \alpha_{3}} \psi_{c l}\left(\tau_{14}\right) \psi_{c l}\left(\tau_{23}\right) \tag{5.17}
\end{equation*}
$$

The common ratio of the geometric series (5.16) is defined by

$$
\begin{equation*}
\boldsymbol{K}_{C} \equiv \mathbf{D}_{r}+\mathbf{D}_{g}+\mathbf{D}_{b}=-\mathcal{J}^{2}\left(\delta^{\alpha_{1} \alpha_{3}} \delta^{\alpha_{2} \alpha_{4}}+\frac{2}{M} \delta^{\alpha_{1}, \alpha_{2}} \delta^{\alpha_{3}, \alpha_{4}}\right) \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{2} \tag{5.18}
\end{equation*}
$$

This is the same as the kernel (3.129) of the SYK model with $\mathrm{SO}(M)$ global symmetry found by diagrammatics in section 3.3 except for the structure of $\mathrm{SO}(M)$ indices $\alpha_{3}$ and $\alpha_{4}$. Note that the matrix multiplication of the tensor model is slightly different from (3.130) of the SYK model with global symmetry:

$$
\begin{equation*}
(A \cdot B)\left(X_{1}, X_{2}, X_{3}, X_{4}\right)=\sum_{X_{5}, X_{6}} A\left(X_{1}, X_{2}, X_{5}, X_{6}\right) B\left(X_{5}, X_{6}, X_{3}, X_{4}\right) \tag{5.19}
\end{equation*}
$$

where $X_{1}, \cdots, X_{6}$ are the collective indices of the time coordinate and the $\mathrm{SO}(M)$ index. We define this multiplication for the tensor model because it is more natural when we connect the dipoles. These two differences in the tensor model lead to the same final results as those of the SYK model with global symmetry after the contraction with $\mathrm{SO}(M)$ generators.

Pillow channel. The leading ladder diagrams of the Pillow channel have a different feature. The specific combination of dipoles becomes the leading ladder diagram [53]. For example, consider the Pillow channel of red color. The leading ladder diagram of order $\mathcal{O}\left(N^{4}\right)$ comes from the series of dipoles of red color. Hence, one can write the leading ladder diagram as follows.

$$
\begin{equation*}
\mathcal{F}_{P, \mathfrak{c}}=\sum_{n=0}^{\infty}\left(\mathbf{D}_{\mathfrak{c}}\right)^{n} \mathcal{F}_{0}=\frac{1}{1-\boldsymbol{K}_{P, \mathfrak{c}}} \mathcal{F}_{P, 0} \quad(\mathfrak{c}=r, g, b) \tag{5.20}
\end{equation*}
$$

The common ratio $\boldsymbol{K}_{P, \mathfrak{c}}$ are found to be

$$
\begin{align*}
& \boldsymbol{K}_{P, r}=\mathbf{D}_{r}=-\mathcal{J}^{2} \delta^{\alpha_{1} \alpha_{3}} \delta^{\alpha_{2} \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{2},  \tag{5.21}\\
& \boldsymbol{K}_{P, g}=\mathbf{D}_{g}=-\frac{\mathcal{J}^{2}}{M} \delta^{\alpha_{1}, \alpha_{2}} \delta^{\alpha_{3}, \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{2},  \tag{5.22}\\
& \boldsymbol{K}_{P, b}=\mathbf{D}_{b}=-\frac{\mathcal{J}^{2}}{M} \delta^{\alpha_{1}, \alpha_{2}} \delta^{\alpha_{3}, \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{2} . \tag{5.23}
\end{align*}
$$

Note that the Pillow channel of red color has different tensor structure from those of green and blue colors.

The Pillow channel (e.g., of red color) can be further decomposed into the symmetric part (the singlet and the symmetric irrep) and the anti-symmetric part (the anti-symmetric irrep) of $O(N)$ index (e.g., of red color). For example, one can decompose the Pillow channel of red color $\mathcal{F}_{P, r}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)$ (See (5.11)) into the symmetric and anti-symmetric parts in $\left(i_{1}, i_{2}\right)$ which are the contracted external $O(N)$ indices of the red color. This decomposition can simply be taken into account by the same decomposition of the first term of the geometric series:

$$
\begin{equation*}
\mathcal{F}_{P \mp, 0}=\mp \delta^{\alpha_{1} \alpha_{3}} \delta^{\alpha_{2} \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)+\delta^{\alpha_{1} \alpha_{4}} \delta^{\alpha_{2} \alpha_{3}} \psi_{c l}\left(\tau_{14}\right) \psi_{c l}\left(\tau_{23}\right), \tag{5.24}
\end{equation*}
$$

where $\mathcal{F}_{P^{-}, 0}$ (or, $\mathcal{F}_{P^{+}, 0}$ ) corresponds to the symmetric part (or, the anti-symmetric part, respectively) under $i_{1} \leftrightarrow i_{2}$.

Rank ( $q-1$ ) tensor model with $\operatorname{SO}(M)$ global symmetry. As in the SYK model, it is easy to generalized to rank $D=(q-1)$ tensor model with global symmetry. In particular, [53] introduced "uncoloring" process to obtain the explicit Hamiltonian of the KT tensor model from the GW model. And, it is straightforward to generalize the diagrammatics of rank-3 KT tensor model. For our model, we also repeat the same process, and quickly generalize the above results. For details, we refer readers to [53].

In rank $(q-1)$ tensor model, RGB color is generalized into $(q-1)$ colors: $\mathfrak{c}_{1}, \mathfrak{c}_{2}, \cdots, \mathfrak{c}_{q-1}$. Without loss of generality, let us choose one color $\mathfrak{c}_{1}$ such that the $\operatorname{SO}(M)$ index are connected along the $\mathfrak{c}_{1}$ line in the interaction vertex. (i.e., $\mathfrak{c}_{1}$ is analogous to the red color in the rank- 3 case.) Then, the dipole of the color $\mathfrak{c}_{1}$ is given by

$$
\begin{equation*}
\mathbf{D}_{\mathfrak{c}_{1}}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)=-\mathcal{J}^{2} \delta^{\alpha_{1}, \alpha_{3}} \delta^{\alpha_{2}, \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{q-2} \tag{5.25}
\end{equation*}
$$

while the dipole of the other colors $\mathfrak{c}_{m}(m=2,3, \cdots, q-1)$ is found to be

$$
\begin{equation*}
\mathbf{D}_{\mathfrak{c}_{m}}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)=-\frac{\mathcal{J}^{2}}{M} \delta^{\alpha_{1}, \alpha_{2}} \delta^{\alpha_{3}, \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{q-2} \quad(m \neq 1) . \tag{5.26}
\end{equation*}
$$

Note that the full propagator denoted by $\psi_{c l}$ is the same as that of the SYK model for the case of general $q$ with effective coupling constant $\mathcal{J} \equiv \sqrt{M} J$.

As before, all combinations of the dipoles form the leading ladder diagrams of the Cooper channel, and the corresponding geometric series is given by

$$
\begin{equation*}
\mathcal{F}_{C}=\sum_{n=0}^{\infty}\left(\sum_{m=1}^{q-1} \mathbf{D}_{\mathfrak{c}_{m}}\right)^{n} \mathcal{F}_{0}=\frac{1}{1-\boldsymbol{K}_{C}} \mathcal{F}_{0} \tag{5.27}
\end{equation*}
$$

where the kernel is found to be

$$
\begin{equation*}
\boldsymbol{K}_{C}=\sum_{m=1}^{q-1} \mathbf{D}_{\mathfrak{c}_{m}}=-\mathcal{J}^{2}\left(\delta^{\alpha_{1} \alpha_{3}} \delta^{\alpha_{2} \alpha_{4}}+\frac{q-2}{M} \delta^{\alpha_{1}, \alpha_{2}} \delta^{\alpha_{3}, \alpha_{4}}\right) \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{q-2} \tag{5.28}
\end{equation*}
$$

As expected, this kernel (together with the zero-rung ladder diagram $\mathcal{F}_{0}$ in (5.17)) agrees with (3.129) in the SYK model with global symmetry for general $q$ case except for the structure of the $\mathrm{SO}(M)$ indices $\alpha_{3}$ and $\alpha_{4}$ in the kernel. But, they will give the same result as in the SYK model with global symmetry after the contraction with $\mathrm{SO}(M)$ generators.

Furthermore, the leading Pillow channel of the given color $c_{m}$ is consist of combinations of the dipoles of color $c_{m}$ :

$$
\begin{equation*}
\mathcal{F}_{P, \mathfrak{c}_{m}}=\sum_{n=0}^{\infty}\left(\mathbf{D}_{\mathfrak{c}_{m}}\right)^{n} \mathcal{F}_{0}=\frac{1}{1-\boldsymbol{K}_{P, \mathfrak{c}_{m}}} \mathcal{F}_{0} \tag{5.29}
\end{equation*}
$$

and therefore, the kernels are found to be

$$
\begin{align*}
& \boldsymbol{K}_{P, \mathfrak{c}_{1}}=\mathbf{D}_{\mathfrak{c}_{1}}=-\mathcal{J}^{2} \delta^{\alpha_{1} \alpha_{3}} \delta^{\alpha_{2} \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{2},  \tag{5.30}\\
& \boldsymbol{K}_{P, c_{m}}=\mathbf{D}_{\boldsymbol{c}_{m}}=-\frac{\mathcal{J}^{2}}{M} \delta^{\alpha_{1}, \alpha_{2}} \delta^{\alpha_{3}, \alpha_{4}} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{q-2} \quad(m=2,3, \cdots, q-1) \text {. } \tag{5.31}
\end{align*}
$$

Decomposition into irreducible representation. As in the SYK model with global symmetry, one can decomposed into the singlet and anti-symmetric/symmetric channels of the $\mathrm{SO}(M)$. We summarize our result:

- Cooper Channel of order $\mathcal{O}\left(N^{\boldsymbol{q - 1}}\right)$. The Cooper channel is decomposed into the singlet, anti-symmetric and symmetric irreducible representation of $\mathrm{SO}(M)$ :

$$
\begin{align*}
\mathcal{F}_{C,-} & \equiv \frac{1}{M} \delta^{\alpha_{2} \alpha_{1}} \delta^{\alpha_{4} \alpha_{3}} \mathcal{F}_{C}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}},  \tag{5.32}\\
\mathcal{F}_{C, \mathrm{~A}}^{a b} & \equiv \mathcal{F}_{C, \mathrm{~A}+} \equiv \frac{1}{2 \mathrm{x}_{\mathrm{A}}}\left(\boldsymbol{T}_{\mathrm{A}}^{a}\right)^{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{A}}^{b}\right)^{\alpha_{4} \alpha_{3}} \mathcal{F}_{C}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}},  \tag{5.33}\\
\mathcal{F}_{C, \mathrm{~S}-}^{a b} & \equiv \mathcal{F}_{C, \mathrm{~S}-} \equiv \frac{1}{2 \mathrm{x}_{\mathrm{S}}}\left(\boldsymbol{T}_{\mathrm{S}}^{a}\right)^{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{S}}^{b}\right)^{\alpha_{4} \alpha_{3}} \mathcal{F}_{C}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}} \tag{5.34}
\end{align*}
$$

Moreover, we decompose the common ratio of the geometric series as follows.

$$
\begin{align*}
& K_{C,-} \equiv \frac{1}{M} \delta^{\alpha_{2} \alpha_{1}} \delta^{\alpha_{4} \alpha_{3}}\left(\boldsymbol{K}_{C}\right)^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}  \tag{5.35}\\
& K_{C, \mathrm{~A}+}^{a b} \equiv \delta^{a b} K_{C, \mathrm{~A}+}  \tag{5.36}\\
& \equiv \frac{1}{2 \mathrm{x}_{\mathrm{A}}}\left(\left(\boldsymbol{T}_{\mathrm{A}}^{a}\right)^{t}\right)^{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{A}}^{b}\right)^{\alpha_{4} \alpha_{3}}\left(\boldsymbol{K}_{C}\right)^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}  \tag{5.37}\\
& K_{C, \mathrm{~s}-}^{a b} \equiv \delta^{a b} K_{C, \mathrm{~s}-} \equiv \frac{1}{2 \mathrm{x}_{\mathrm{S}}}\left(\left(\boldsymbol{T}_{\mathrm{S}}^{a}\right)^{t}\right)^{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{S}}^{b}\right)^{\alpha_{4} \alpha_{3}}\left(\boldsymbol{K}_{C}\right)^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}
\end{align*}
$$

where we took the transpose of one generator in order to respect the matrix multiplication (5.19). Therefore, we get

$$
\begin{align*}
K_{C,-} & =-(q-1) \mathcal{J}^{2} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{q-2}=K_{-}  \tag{5.38}\\
K_{C, \mathrm{~A}+} & =-\mathcal{J}^{2} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{q-2}=K_{+}  \tag{5.39}\\
K_{C, \mathrm{~s}-} & =-\mathcal{J}^{2} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{q-2}=K_{+} \tag{5.40}
\end{align*}
$$

One can decompose the first term (5.17) of the geometric series of the ladder diagrams into the singlet, anti-symmetric and symmetric irreducible representations of $\mathrm{SO}(M)$ :

$$
\begin{align*}
\mathcal{F}_{-, 0} & \equiv \frac{1}{M} \delta^{\alpha_{2} \alpha_{1}} \delta^{\alpha_{4} \alpha_{3}}\left(\mathcal{F}_{0}\right)^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}},  \tag{5.41}\\
\mathcal{F}_{\mathrm{A}+, 0}^{a b} & \equiv \delta^{a b} \mathcal{F}_{\mathrm{A}+, 0} \equiv \frac{1}{2 \mathbf{x}_{\mathrm{A}}}\left(\boldsymbol{T}_{\mathrm{A}}^{a}\right)^{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{A}}^{b}\right)^{\alpha_{4} \alpha_{3}}\left(\mathcal{F}_{0}\right)^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}},  \tag{5.42}\\
\mathcal{F}_{\mathrm{S}-, 0}^{a b} & \equiv \delta^{a b} \mathcal{F}_{\mathrm{S}-, 0} \equiv \frac{1}{2 \mathbf{x}_{\mathrm{S}}}\left(\boldsymbol{T}_{\mathrm{S}}^{a}\right)^{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{S}}^{b}\right)^{\alpha_{4} \alpha_{3}}\left(\mathcal{F}_{0}\right)^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}, \tag{5.43}
\end{align*}
$$

where $\mathrm{x}_{R}$ is the Dynkin index of representation $R$. Note that the zero-rung ladder diagram (the first term of the geometric series) in the anti-symmetric and symmetric channels are diagonal in $a, b$ space. Hence, we have

$$
\begin{align*}
\mathcal{F}_{-, 0} & =-\psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)+\psi_{c l}\left(\tau_{14}\right) \psi_{c l}\left(\tau_{23}\right)  \tag{5.44}\\
\mathcal{F}_{\mathrm{A}+, 0} & \equiv \mathcal{F}_{+, 0}=\psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)+\psi_{c l}\left(\tau_{14}\right) \psi_{c l}\left(\tau_{23}\right)  \tag{5.45}\\
\mathcal{F}_{\mathrm{S}-, 0} & =-\psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)+\psi_{c l}\left(\tau_{14}\right) \psi_{c l}\left(\tau_{23}\right)=\mathcal{F}_{-, 0} \tag{5.46}
\end{align*}
$$

In this section, we will denote by $\mathcal{F}_{+, 0}$ the zero-rung diagram of the anti-symmetric channel $\mathcal{F}_{\mathrm{A}+, 0}$. Note that the first terms and the common ratios of the Cooper channel are the same as those in the SYK model with global symmetry after decomposition. Finally, we have

$$
\begin{align*}
\mathcal{F}_{C,-} & =\frac{1}{1-K_{C,-}} \mathcal{F}_{-, 0}=\frac{1}{1-K_{-}} \mathcal{F}_{-, 0},  \tag{5.47}\\
\mathcal{F}_{C, \mathrm{~A}+} & =\frac{1}{1-K_{C, \mathrm{~A}+}} \mathcal{F}_{\mathrm{A}+, 0}=\frac{1}{1-K_{+}} \mathcal{F}_{+, 0},  \tag{5.48}\\
\mathcal{F}_{C, \mathrm{~S}-} & =\frac{1}{1-K_{C, \mathrm{~s}-}} \mathcal{F}_{\mathrm{S}-, 0}=\frac{1}{1-K_{+}} \mathcal{F}_{-, 0} . \tag{5.49}
\end{align*}
$$

- Pillow Channel of order $\mathcal{O}\left(N^{q}\right)$. We can also decompose the Pillow channel ladder diagram and the common ratio of the geometric series:

$$
\begin{align*}
\mathcal{F}_{P, \mathfrak{c},-} & \equiv \frac{1}{M} \delta^{\alpha_{2} \alpha_{1}} \delta^{\alpha_{4} \alpha_{3}} \mathcal{F}_{P, \mathfrak{c}}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}},  \tag{5.50}\\
\mathcal{F}_{P, \mathfrak{c}, \mathrm{~A}+}^{a b} & \equiv \delta^{a b} \mathcal{F}_{P, \mathfrak{c}, \mathrm{~A}+} \equiv \frac{1}{2 \mathrm{x}_{\mathrm{A}}}\left(\boldsymbol{T}_{\mathrm{A}}^{a}\right)^{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{A}}^{b}\right)^{\alpha_{4} \alpha_{3}} \mathcal{F}_{P, \mathfrak{c}}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}},  \tag{5.51}\\
\mathcal{F}_{P, \mathfrak{c}, \mathrm{~S}-}^{a b} & \equiv \delta^{a b} \mathcal{F}_{P, \mathfrak{c}, \mathrm{~S}-} \equiv \frac{1}{2 \mathrm{x}_{\mathrm{S}}}\left(\boldsymbol{T}_{\mathrm{S}}^{a}\right)^{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{S}}^{b}\right)^{\alpha_{4} \alpha_{3}} \mathcal{F}_{P, \mathfrak{c}}^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}, \tag{5.52}
\end{align*}
$$

and

$$
\begin{align*}
K_{P, \mathfrak{c},-} & \equiv \frac{1}{M} \delta^{\alpha_{2} \alpha_{1}} \delta^{\alpha_{4} \alpha_{3}}\left(\boldsymbol{K}_{P, \mathfrak{c},-}\right)^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}},  \tag{5.53}\\
K_{P, \mathrm{c}, \mathrm{~A}+}^{a b} & \equiv \delta^{a b} K_{P, \mathfrak{c}, \mathrm{~A}+} \equiv \frac{1}{2 \mathrm{x}_{\mathrm{A}}}\left(\left(\boldsymbol{T}_{\mathrm{A}}^{a}\right)^{t}\right)^{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{A}}^{b}\right)^{\alpha_{4} \alpha_{3}}\left(\boldsymbol{K}_{P, \mathfrak{c}, \mathrm{~A}+}\right)^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}},  \tag{5.54}\\
K_{P, \mathrm{c}, \mathrm{~S}-}^{a b} & \equiv \delta^{a b} K_{P, \mathfrak{c}, \mathrm{~S}-} \equiv \frac{1}{2 \mathrm{x}_{\mathrm{s}}}\left(\left(\boldsymbol{T}_{\mathrm{S}}^{a}\right)^{t}\right)^{\alpha_{2} \alpha_{1}}\left(\boldsymbol{T}_{\mathrm{S}}^{b}\right)^{\alpha_{4} \alpha_{3}}\left(\boldsymbol{K}_{P, \mathrm{c}, \mathrm{~S}-}\right)^{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}} . \tag{5.55}
\end{align*}
$$

Here, we also took the transpose of the one generator in the decomposition of the common ratio because of the matrix multiplication (5.19). For the Pillow channel of the color $\mathfrak{c}_{1}$, we have

$$
\begin{align*}
K_{P, \mathfrak{c}_{1},-} & =0  \tag{5.56}\\
K_{P, \mathfrak{c}_{1}, \mathrm{~A}+} & =-\mathcal{J}^{2} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{q-2}=K_{+},  \tag{5.57}\\
K_{P, \mathfrak{c}_{1}, \mathrm{~S}-} & =-\mathcal{J}^{2} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{q-2}=K_{+}, \tag{5.58}
\end{align*}
$$

and, for the Pillow channels of other colors $\mathfrak{c}_{m}(m=2,3, \cdots, q-1)$, the common ratios are given by

$$
\begin{align*}
K_{P, \mathfrak{c}_{n},-} & =-\mathcal{J}^{2} \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)\left[\psi_{c l}\left(\tau_{34}\right)\right]^{q-2}=K_{+},  \tag{5.59}\\
K_{P, \mathfrak{c}_{n}, \mathrm{~A}+} & =0  \tag{5.60}\\
K_{P, \mathfrak{c}_{n}, \mathrm{~S}-} & =0 \tag{5.61}
\end{align*}
$$

As in the Cooper channel, we decompose the zero-rung ladder diagrams (the first terms of the geometric series) in (5.24) into the irreducible representation of $\mathrm{SO}(M)$ :

$$
\begin{align*}
\mathcal{F}_{P^{\mp},-, 0} & =\mp \psi_{c l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)+\psi_{c l}\left(\tau_{14}\right) \psi_{c l}\left(\tau_{23}\right)  \tag{5.62}\\
\mathcal{F}_{P^{\mp}, \mathrm{A}+, 0} & = \pm \mathcal{F}_{\mp l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)+\psi_{c l}\left(\tau_{14}\right) \psi_{c l}\left(\tau_{23}\right)  \tag{5.63}\\
\mathcal{F}_{P^{\mp}, \mathrm{S}-, 0} & =\mp \mathcal{F}_{ \pm l}\left(\tau_{13}\right) \psi_{c l}\left(\tau_{24}\right)+\psi_{c l}\left(\tau_{14}\right) \psi_{c l}\left(\tau_{23}\right) \tag{5.64}
\end{align*}=\mathcal{F}_{\mp, 0} .
$$

The decomposition of the zero-rung ladder diagrams with respect to $O(N)$ and $\mathrm{SO}(M)$ leads to the various decomposition of the Pillow channels. Note that the common ratio of the Pillow channel is independent of the $O(N)$ decomposition. E.g., $\mathcal{F}_{P^{\mp}, \mathfrak{c},-}$ have the same common ratio, and the difference comes from the zero-rung ladder diagram. Hence, the leading ladder diagrams of the Pillow channels of the color $\mathfrak{c}_{1}$ are given by

$$
\begin{align*}
\mathcal{F}_{P^{-}, \mathfrak{c}_{1},-} & =0,  \tag{5.65}\\
\mathcal{F}_{P^{-}, \mathfrak{c}_{1}, \mathrm{~A}+} & =\frac{1}{1-K_{P, \mathrm{~A}+}} \mathcal{F}_{P^{-}, \mathrm{A}+, 0}=\frac{1}{1-K_{+}} \mathcal{F}_{+, 0},  \tag{5.66}\\
\mathcal{F}_{P^{-}, \mathfrak{c}_{1}, \mathrm{~S}-} & =\frac{1}{1-K_{P, \mathrm{~S}-}} \mathcal{F}_{P^{-}, \mathrm{S}-, 0}=\frac{1}{1-K_{+}} \mathcal{F}_{-, 0} .  \tag{5.67}\\
\mathcal{F}_{P^{+}, \mathfrak{c}_{1},-} & =0,  \tag{5.68}\\
\mathcal{F}_{P^{+}, \mathfrak{c}_{1}, \mathrm{~A}+} & =\frac{1}{1-K_{P, \mathrm{~A}+}} \mathcal{F}_{P^{+}, \mathrm{A}+, 0}=\frac{1}{1-K_{+}} \mathcal{F}_{-, 0},  \tag{5.69}\\
\mathcal{F}_{P^{+}, \mathfrak{c}_{1}, \mathrm{~S}-} & =\frac{1}{1-K_{P, \mathrm{~S}-}} \mathcal{F}_{P^{+}, \mathrm{S}-, 0}=\frac{1}{1-K_{+}} \mathcal{F}_{+, 0} . \tag{5.70}
\end{align*}
$$

On the other hand, we obtain those of the other colors $\mathfrak{c}_{m}(m=2,3, \cdots, q-1)$ :

$$
\begin{align*}
\mathcal{F}_{P^{-}, \mathfrak{c}_{m},-} & =\frac{1}{1-K_{P,-}} \mathcal{F}_{P^{-},-, 0}=\frac{1}{1-K_{+}} \mathcal{F}_{-, 0}  \tag{5.71}\\
\mathcal{F}_{P^{+}, \mathfrak{c}_{m},-} & =\frac{1}{1-K_{P,-}} \mathcal{F}_{P^{+},-, 0}=\frac{1}{1-K_{+}} \mathcal{F}_{+, 0}  \tag{5.72}\\
\mathcal{F}_{P^{\mp}, \mathfrak{c}_{m}, \mathrm{~A}+} & =\mathcal{F}_{P^{\mp}, \mathfrak{c}_{m}, \mathrm{~S}-}=0 \tag{5.73}
\end{align*}
$$

Note that the ladder diagrams $\mathcal{F}_{P^{-}, \mathfrak{c}_{1}, \mathrm{~A}+}, \mathcal{F}_{P^{+}, \mathfrak{c}_{1}, \mathrm{~S}-}$ and $\mathcal{F}_{P^{+}, \mathfrak{c}_{m},-}(m \neq 1)$ are the same as the anti-symmetric channel of the SYK model with $\mathrm{SO}(M)$ global symmetry, and the other non-zero ladder diagrams $\mathcal{F}_{P^{-}, \mathfrak{c}_{1}, \mathrm{~S}_{-}}, \mathcal{F}_{P^{+}, \mathfrak{c}_{1}, \mathrm{~A}+}$ and $\mathcal{F}_{P^{-}, \mathfrak{c}_{m},-}(m \neq 1)$ are analogous to the symmetric channel of the SYK model with global symmetry.

According to the analysis in section 4.2, when evaluating the out-of-time-ordered correlator, one can expect that there will be no exponential growth except for the linear growth in various channels which are analogous to anti-symmetric channel in the SYK model with $\mathrm{SO}(M)$ global symmetry.

In [53], it was shown that although there is no exponential growth in the large $N$ leading ladder diagram of the Pillow channel, the subleading ladder diagram of the Pillow channel would grow exponentially with the growth rate $\frac{2 \pi}{\beta}$. Recall that the leading ladder diagram of the Pillow channel consists of dipoles of the same color as that of the Pillow. The rest of combinations are subleading. I.e., broken ladder diagrams of order $\mathcal{O}\left(N^{q-2}\right)$. Note that the anti-symmetric part of the external $O(N)$ indices in the Pillow channels will not give a contribution to the broken ladder diagram because of the $O(N)$ tensor structure of the dipoles. Hence, for the broken ladder diagrams of color $\mathfrak{c}_{m}$, one may consider the symmetric part of the external $O(N)$ indices of color $\mathfrak{c}_{m}$ in the Pillow channels. By summing up those subleading dipoles of order $\mathcal{O}\left(N^{q-2}\right)$, we have

$$
\begin{align*}
\mathcal{F}_{P^{-}, \mathfrak{c}_{m}}^{\text {subleadg }} & =\sum_{n=0}^{\infty}\left(\sum_{k=1}^{q-1} \mathbf{D}_{\mathfrak{c}_{k}}\right)^{n} \mathcal{F}_{P^{-}, 0}-\sum_{n=0}^{\infty}\left(\mathbf{D}_{\mathfrak{c}_{m}}\right)^{n} \mathcal{F}_{P^{-}, 0} \\
& =\frac{1}{1-\boldsymbol{K}_{C}} \mathcal{F}_{0}-\frac{1}{1-\boldsymbol{K}_{P, \mathfrak{c}_{m}}} \mathcal{F}_{0} \tag{5.74}
\end{align*}
$$

where $m=1,2, \cdots, q-1$ and we used $\mathcal{F}_{P^{-}, 0}=\mathcal{F}_{0}$. This seems suggest that the subleading ladder diagram grows exponentially with $\frac{2 \pi}{\beta}$ rate. But, one also has to consider other contributions which has not been considered. Namely, in rank-3 tensor model, this subleading ladder diagram is suppressed by the non-melonic diagrams which has not been evaluated yet. However, in rank $(q-1)$ tensor model, [53] showed that the order $N$ of the (melonic) ladder diagrams of both Cooper and Pillow Channel increases with $q$ while the order $N$ of the non-melonic diagrams do not. Schematically, the order $N$ of the four point function of Cooper and Pillow channels are given [53] by

$$
\begin{array}{ll}
F_{C} \sim \underbrace{N^{2(q-1)} \psi_{c l} \psi_{c l}}_{\text {leading disconnected }}+\underbrace{N^{q-1} \mathcal{F}_{C}^{\text {leading }}}_{\text {ladder }} & +N^{4} \text { (Non-melonic) }, \\
F_{P, \mathfrak{c}} \sim \underbrace{N^{2(q-1)-1} \psi_{c l} \psi_{c l}}_{\text {leading disconnected }}+\underbrace{N^{q} \mathcal{F}_{P}^{\text {leading }}}_{\text {leading ladder }}+\underbrace{N^{q-2} \mathcal{F}_{P}^{\text {subleading }}}_{\text {subleading ladder }}+N^{4}(\text { Non-melonic }) \tag{5.76}
\end{array}
$$

Therefore, for $q>6$, the non-melonic diagrams are suppressed by the ladder diagrams in (5.74) which are indeed the subleading contributions to the ladder diagrams of the Pillow channel and grow exponentially with maximal growth ratio $\frac{2 \pi}{\beta}$.

This maximal growth in subleading ladder diagram could be explained by assuming that there exists the Schwarzian effective action. The effective action of the tensor models
has not been derived yet because there are too many invariant operators and we do not have collective action for the tensor model. Nevertheless, one can expect Schwarzian action for the tensor model because the pattern of symmetry breaking is reminiscent to that of the SYK model. If exists, the effective action is proportional to $N^{q-1}$. Then, one may estimate the long time behavior of each channel by using method discussed in section 4.1. Recalling the tensor structure of the leading disconnected diagrams (5.14) and (5.15), one can immediately conclude that the singlet Cooper and singlet Pillow channel will grow exponentially with maximal growth rate $\frac{2 \pi}{\beta}$ as in the SYK model. Furthermore, when we evaluate this exponential growth from the leading disconnected diagrams, the order $N$ of them are decreased by $N^{q-1}$ which is the $N$ scaling of the effective action. Hence, from (5.75) and (5.76), one can see that this exponential growth is of order $\mathcal{O}\left(N^{q-1}\right)$ for the singlet Cooper channel and is of order $\mathcal{O}\left(N^{q-2}\right)$ for the singlet Pillow channel, which is consistent with (5.74).

However, we do not claim that the Pillow channel saturate chaos bound because we have not considered $\frac{1}{\beta \mathcal{J}}$ correction to the leading ladder diagram. The Cooper channel does saturate chaos bound since the leading ladder diagram has maximal Lyapunov exponent. On contrary, the leading ladder diagram of the Pillow channel does not grow exponentially, and one has to consider the $1 / \beta \mathcal{J}$ corrections which is higher order than the subleading ladder diagram in $N$. Unless one proves that all $1 / \beta \mathcal{J}$ corrections do not grow exponentially, one cannot conclude that the Pillow channel saturate the chaos bound because of the $1 / N$ subleading ladder diagram. Our claim is that there exists exponentially growing terms with maximal growth ratio which comes from the effective action if the effective action exists.

## 6 3D gravity: $q=4$

It is highly interesting to investigate the holographic dual of the SYK model. The low energy modes have been captured in the dilaton gravity [7] and the Liouville theory [8] in the context of 2 D gravity. On the other hand, the non-zero modes of the SYK model suggest an infinite tower of particles in the matter sector. In [9], for $q=4$ case, this infinite tower of particles was interpreted as Kaluza-Klein modes from 3D gravity. In our model with global symmetry, we have obtained additional infinite towers of spectrums. Hence, following [9], we will also interpret them as Kaluza-Klein modes.

In section 3.1, we have found the spectrum of our model. In particular, the spectrum of the $q=4$ case is determined by simple trigonometrc functions:

$$
\begin{array}{lll}
p_{m}^{-} & (m=0,1,2, \cdots): & -\frac{3 \tan \frac{\pi p_{m}^{-}}{2}}{2 p_{m}^{-}}=1, \\
p_{m}^{\mathrm{A}+} & (m=0,1,2, \cdots): & \frac{\cot \frac{\pi p_{m}^{\mathrm{A}+}}{2}}{2 p_{m}^{\mathrm{A}+}}=1, \\
p_{m}^{\mathrm{S}-} & (m=0,1,2, \cdots): & -\frac{\tan \frac{\pi p_{m}^{\mathrm{S}}}{2}}{2 p_{m}^{\mathrm{S}-}}=1 \tag{6.3}
\end{array}
$$

where we used $p_{m}^{-} \equiv h_{m}^{-}-\frac{1}{2}$ and similar for $p_{m}^{\mathrm{A}+}$ and $p_{m}^{\mathrm{S}-}$. For this case, we will briefly extend the conjecture by [9] on the 3D bulk dual of the SYK model. [9] interpreted the spectrum of the SYK model as the Kaluza-Klein modes of the three-dimensional scalar field. For this, let us begin by a simple quantum mechanical problem [9]: two Schrödinger equations with delta function potentials

$$
\begin{equation*}
\left[-\partial_{y}^{2}+V_{\mp} \delta(y)\right] f_{\mp}(y)=E^{\mp} f_{\mp}(y) \quad(i=1,2) \tag{6.4}
\end{equation*}
$$

where the coordinate $y$ is restricted to an interval:

$$
\begin{equation*}
-L \leqq y \leqq L \tag{6.5}
\end{equation*}
$$

At the boundary $y= \pm L$, we demand different boundary conditions:

$$
\begin{array}{lr}
f_{-}( \pm L)=0: & \text { Dirichlet } \\
f_{+}^{\prime}( \pm L)=0: & \text { Neumann } \tag{6.7}
\end{array}
$$

For these boundary conditions, general solutions with even parity can be written as

$$
\begin{align*}
& f_{-}(y)= \begin{cases}A \sin p^{-}(y-L) & (0 \leqq y \leqq L) \\
-A \sin p^{-}(y+L) & (-L \leqq y \leqq 0)\end{cases}  \tag{6.8}\\
& f_{+}(y)= \begin{cases}B \cos p^{+}(y-L) & (0 \leqq y \leqq L) \\
B \cos p^{+}(y+L) & (-L \leqq y \leqq 0)\end{cases} \tag{6.9}
\end{align*}
$$

where the normalization is given by

$$
\begin{equation*}
A=\sqrt{\frac{2 p^{-}}{2 p^{-} L-\sin \left(2 p^{-} L\right)}}, \quad B=\sqrt{\frac{2 p^{+}}{2 p^{+} L+\sin \left(2 p^{+} L\right)}} . \tag{6.10}
\end{equation*}
$$

The continuity condition at $y=0$ leads to quantization condition:

$$
\begin{align*}
-\frac{2}{V_{1}} p^{-} & =\tan p^{-} L  \tag{6.11}\\
\frac{2}{V_{2}} p^{+} & =\cot p^{+} L \tag{6.12}
\end{align*}
$$

By choosing

$$
\begin{equation*}
L=\frac{\pi}{2}, \quad V_{-}=3, \quad V_{\mathrm{A}+}=1, \quad V_{\mathrm{S}-}=1 \tag{6.13}
\end{equation*}
$$

one can get the spectrum $p_{m}^{-}$in (6.1), $p_{m}^{\mathrm{A}+}$ in (6.2) and $p_{m}^{\mathrm{S}-}$ in (6.3). To make contact with the SYK model, we generalize the action of the three-dimensional scalar fields in the near-horizon limit of a charged extremal BTZ black hole proposed by [9]:

$$
\begin{align*}
S_{3 D}= & \frac{1}{2} \int d^{3} x \sqrt{|g|}\left[-g^{B C} \partial_{B} \Phi_{-} \partial_{C} \Phi_{-}-m_{-}^{2} \Phi_{-}^{2}-V_{-} \delta(y) \Phi_{-}^{2}\right] \\
& +\frac{1}{2} \int d^{3} x \sqrt{|g|}\left[-g^{B C} \partial_{B} \Phi_{\mathrm{A}+} \partial_{C} \Phi_{\mathrm{A}+}-m_{\mathrm{A}+}^{2} \Phi_{\mathrm{A}+}^{2}-V_{\mathrm{A}+} \delta(y) \Phi_{\mathrm{A}+}^{2}\right] \\
& +\frac{1}{2} \int d^{3} x \sqrt{|g|}\left[-g^{B C} \partial_{B} \Phi_{\mathrm{S}-} \partial_{C} \Phi_{\mathrm{S}-}-m_{\mathrm{S}-}^{2} \Phi_{\mathrm{S}-}^{2}-V_{\mathrm{S}-} \delta(y) \Phi_{\mathrm{S}-}^{2}\right] \tag{6.14}
\end{align*}
$$

where three-dimensional metric is given by

$$
\begin{equation*}
d s^{2}=\tilde{g}_{\mu \nu} d x^{\mu} d x^{\nu}+d y^{2}=\frac{1}{z^{2}}\left(-d t^{2}+d z^{2}\right)+d y^{2} \tag{6.15}
\end{equation*}
$$

Note that we choose the constant dilaton $\phi_{0}=1$ for simplicity, which is enough for our discussion. ${ }^{13}$ We also demand the boundary condition on the boundary $y= \pm L$ :

$$
\begin{equation*}
\Phi_{-}(t, z ; y= \pm L)=0, \quad \partial_{y} \Phi_{\mathrm{A}+}(t, z ; y= \pm L)=0, \quad \Phi_{\mathrm{S}-}(t, z ; y= \pm L)=0 \tag{6.16}
\end{equation*}
$$

Using the function $f_{\mp}(y)$ with suitable normalization, one can decompose the three-dimensional scalar field into a tower of the Kaluza-Klein modes [9]:

$$
\begin{equation*}
\Phi_{\mp}(t, z ; y)=\sum_{m=0}^{\infty} \phi_{\mp, m}(t, z) f_{\mp, m}(y) \tag{6.17}
\end{equation*}
$$

If we choose the mass to be the BF mass bound $m_{\mp}^{2}=-\frac{1}{4}[9]$, the action can be written as

$$
\begin{align*}
S_{3 D}= & \frac{1}{2} \sum_{m=0}^{\infty} \int d^{2} x \sqrt{|\tilde{g}|}\left[-\tilde{g}^{\mu \nu} \partial_{\mu} \phi_{-, m} \partial_{\nu} \phi_{-, m}-\left(\left(p_{m}^{-}\right)^{2}-\frac{1}{4}\right) \phi_{-, m}^{2}\right] \\
& +\frac{1}{2} \sum_{m=0}^{\infty} \int d^{2} x \sqrt{|\tilde{g}|}\left[-\tilde{g}^{\mu \nu} \partial_{\mu} \phi_{\mathrm{A}+, m} \partial_{\nu} \phi_{\mathrm{A}+, m}-\left(\left(p_{m}^{\mathrm{A}+}\right)^{2}-\frac{1}{4}\right) \phi_{\mathrm{A}+, m}^{2}\right] \\
& +\frac{1}{2} \sum_{m=0}^{\infty} \int d^{2} x \sqrt{|\tilde{g}|}\left[-\tilde{g}^{\mu \nu} \partial_{\mu} \phi_{\mathrm{S}-, m} \partial_{\nu} \phi_{\mathrm{S}-, m}-\left(\left(p_{m}^{\mathrm{S}-}\right)^{2}-\frac{1}{4}\right) \phi_{\mathrm{S}-, m}^{2}\right] . \tag{6.18}
\end{align*}
$$

It was shown in [9] that the propagators of the three-dimensional scalar field,

$$
\begin{equation*}
\left\langle\Phi_{-}(t, z ; 0) \Phi_{-}\left(t^{\prime}, z^{\prime} ; 0\right)\right\rangle \tag{6.19}
\end{equation*}
$$

agrees with the four point function of the SYK model. In this proof, the following identity plays a crucial role in transform the residue of $\frac{k}{1-k}$ at $\nu=p_{m}^{-}$to the square of eigenfunction at $y=0$ :

$$
\begin{equation*}
\underset{\nu=p_{m}^{-}}{\operatorname{Res}} \frac{k_{-}\left(\nu+\frac{1}{2}\right)}{1-k_{-}\left(\nu+\frac{1}{2}\right)}=\frac{3\left(p_{m}^{-}\right)^{2}}{\left[\left(p_{m}^{-}\right)^{2}+(3 / 2)^{2}\right]\left[\pi p_{m}^{-}-\sin \left(\pi p_{m}^{-}\right)\right]}=\frac{3}{2 p_{m}^{-}} f_{-, m}(0) f_{-, m}(0) . \tag{6.20}
\end{equation*}
$$

Likewise, by using the identity

$$
\begin{align*}
& \operatorname{Res}_{\nu=p_{m}^{\mathrm{A}+}} \frac{k_{\mathrm{A}+}\left(\nu+\frac{1}{2}\right)}{1-k_{\mathrm{A}+}\left(\nu+\frac{1}{2}\right)}=\frac{\left(p_{m}^{\mathrm{A}+}\right)^{2}}{\left[\left(p_{m}^{\mathrm{A}+}\right)^{2}+(1 / 2)^{2}\right]\left[\pi p_{m}^{\mathrm{A}+}+\sin \left(\pi p_{m}^{\mathrm{A}+}\right)\right]}=\frac{f_{+, m}(0) f_{+, m}(0)}{2 p_{m}^{\mathrm{A}+}},  \tag{6.21}\\
& \operatorname{Res}_{\nu=p_{m}^{\mathrm{S}}} \frac{k_{\mathrm{S}-}\left(\nu+\frac{1}{2}\right)}{1-k_{\mathrm{S}-}\left(\nu+\frac{1}{2}\right)}=\frac{\left(p_{m}^{\mathrm{S}-}\right)^{2}}{\left[\left(p_{m}^{\mathrm{S}-}\right)^{2}+(1 / 2)^{2}\right]\left[\pi p_{m}^{\mathrm{S}-}-\sin \left(\pi p_{m}^{\mathrm{S}-}\right)\right]}=\frac{f_{-, m}(0) f_{-, m}(0)}{2 p_{m}^{\mathrm{S}}} \tag{6.22}
\end{align*}
$$

one can easily see that the anti-symmetric and symmetric channel correlation functions agree with

$$
\begin{equation*}
\left\langle\Phi_{\mathrm{A}+}(t, z ; 0) \Phi_{\mathrm{A}+}\left(t^{\prime}, z^{\prime} ; 0\right)\right\rangle, \quad\left\langle\Phi_{\mathrm{S}-}(t, z ; 0) \Phi_{\mathrm{S}-}\left(t^{\prime}, z^{\prime} ; 0\right)\right\rangle \tag{6.23}
\end{equation*}
$$

[^9]respectively. We leave the further analysis related to $1 / J$ correction, which was carried out in [9], for the future work.

Now, we will consider an action for the three-dimensional scalar fields similar to (6.14), which does not have delta function potential. This is not a new approach at all, but we follow the same idea as in [9], and elaborate it with Robin boundary condition. Let us consider the following action for three scalar fields in $A d S_{2} \times I$ :

$$
\begin{align*}
S_{3 D}^{\prime}= & \int d^{2} x d y \sqrt{|g|}\left[-\frac{1}{2} g^{B C} \partial_{B} \Phi_{-} \partial_{C} \Phi_{-}-\zeta \mathcal{R} \Phi_{-}^{2}-\frac{1}{2} g^{B C} \partial_{B} \Phi_{\mathrm{A}+} \partial_{C} \Phi_{\mathrm{A}+}-\zeta \mathcal{R} \Phi_{\mathrm{A}+}^{2}\right] \\
& +\int d^{2} x d y \sqrt{|g|}\left[-\frac{1}{2} g^{B C} \partial_{B} \Phi_{\mathrm{S}-} \partial_{C} \Phi_{\mathrm{S}-}-\zeta \mathcal{R} \Phi_{\mathrm{S}-}^{2}\right] \tag{6.24}
\end{align*}
$$

where the metric is the same as before (6.15), but we chose a different range of the extra coordinate:

$$
\begin{equation*}
0 \leqq y \leqq L \tag{6.25}
\end{equation*}
$$

When $\zeta=\frac{1}{16}$, this action is invariant under the Weyl transformation

$$
\begin{align*}
g_{B C} & \longrightarrow \quad \Omega^{2} g_{B C}  \tag{6.26}\\
\Phi_{-}, \Phi_{\mathrm{A}+}, \Phi_{\mathrm{S}-} & \longrightarrow \quad \Omega^{-\frac{1}{2}} \Phi_{-}, \Omega^{-\frac{1}{2}} \Phi_{\mathrm{A}+}, \Omega^{-\frac{1}{2}} \Phi_{\mathrm{S}-} \tag{6.27}
\end{align*}
$$

Now, we impose boundary conditions at $y= \pm L$. Note that the Dirichlet boundary condition is invariant under the Weyl transformation while the Neumann condition is not:

$$
\begin{align*}
& \Phi\left(t, z ; y_{0}\right)=0 \longrightarrow \quad \Phi\left(t, z ; y_{0}\right)=0  \tag{6.28}\\
&\left.\partial_{y} \Phi(t, z ; y)\right|_{y=y_{0}}=\left.0 \quad \longrightarrow \quad \partial_{y} \Phi(t, z ; y)\right|_{y=y_{0}}-\left.\frac{1}{2}\left(\partial_{y} \log \Omega(y)\right)\right|_{y=y_{0}} \Phi\left(t, z ; y_{0}\right)=0 . \tag{6.29}
\end{align*}
$$

For the invariant boundary condition, we consider the following Robin boundary condition:

$$
\begin{equation*}
\left.\left(\Xi(y)+\partial_{y}\right) \Phi(t, z ; y)\right|_{y=y_{0}}=0 \tag{6.30}
\end{equation*}
$$

This Robin boundary condition is invariant under the Weyl transformation if $\Xi(y)$ also transforms as [68, 69]

$$
\begin{equation*}
\Xi(y) \quad \longrightarrow \quad \Xi(y)+\left.\frac{1}{2}\left(\partial_{y} \log \Omega(y)\right)\right|_{y=y_{0}} \tag{6.31}
\end{equation*}
$$

We demand the following Robin boundary condition assuming that there exists a suitable $\Xi$ :

$$
\begin{align*}
& \Phi_{-}(t, z ; 0)=0,\left.\quad \partial_{y} \Phi_{-}(t, z ; y)\right|_{y=L}-\frac{3}{2} \Phi_{-}(t, z ; L)=0,  \tag{6.32}\\
& \left.\partial_{y} \Phi_{\mathrm{A}+}(t, z ; y)\right|_{y=0}=0,\left.\quad \partial_{y} \Phi_{\mathrm{A}+}(t, z ; y)\right|_{y=L}-\frac{1}{2} \Phi_{\mathrm{A}+}(t, z ; L)=0,  \tag{6.33}\\
& \Phi_{\mathrm{S}-}(t, z ; 0)=0,\left.\quad \partial_{y} \Phi_{\mathrm{S}-}(t, z ; y)\right|_{y=L}-\frac{1}{2} \Phi_{\mathrm{S}-}(t, z ; L)=0 . \tag{6.34}
\end{align*}
$$

One can repeat the same calculations as before, and obtain the same result. For this case, the odd parity solution in the previous KK modes is naturally excluded. Furthermore, the to Ricci scalar $\mathcal{R}=-2$ of $\mathrm{AdS}_{2}$ leads to $m_{ \pm}^{2}=-\frac{1}{4}$. Note that we switch the boundary conditions at $y=0$ and $y=L$ for simplicity. Hence, the correlation functions of the 3D scalar field evaluated at $y=L$ will agree with the correlation functions of our model.

## 7 Conclusion

We have explored the SYK model and the SYK-like tensor model with global symmetry. The global symmetry is enhanced to local symmetry at strong coupling limit. Furthermore, the emergent local symmetry together with the reparametrization symmetry is spontaneously broken by the large $N$ classical solution as well as explicitly broken by the kinetic term of the action. This leads to Pseudo-Nambu-Goldstone bosons and the corresponding low energy effective action is found to be a sum of the Schwarzian action and the action of a particle on the group manifold. In both SYK and tensor models with global symmetry, the four point functions have a richer structure, and we have additional infinite towers of spectrum. For the SYK model, the singlet channel four point function saturates the chaos bound ${ }^{14}$ due to the zero mode of reparametrization. On the other hand, the antisymmetric channel does not grow exponentially, but shows a linear growth of which the leading contribution comes from the zero mode of the local $\mathrm{SO}(M)$ symmetry. Moreover, there is no contribution of the effective action to the symmetric channel, and it does not exhibit exponential growth.

For the tensor model with global symmetry, we first consider the rank-3 tensor model, and generalize it into rank- $(q-1)$ tensor model by using "uncoloring" process [53]. We showed that the Cooper channel exhibits a similar result as in the SYK model with global symmetry. The Pillow channel does not grow exponentially at the leading order in large $N$. However, for the rank- $(q-1)$ tensor model $(q>6)$, the subleading ladder diagram in $N$ shows exponential growth with growth rate $\frac{2 \pi}{\beta}$. We also extended the 3D gravity conjecture [9], and confirm that the Kaluza-Klein modes could phenomenologically explain the various spectra of our model for $q=4$ case.

Here, we describe future directions and questions that remain to be addressed:

- One can also consider a large $N$ classical solution which break global $\mathrm{SO}(M)$ group. The saddle point equation (2.16) implies that such a solution should be proportional to a matrix of which square is the identity matrix. Hence, after diagonalization, the general solution can be written as

$$
\boldsymbol{\Psi}_{c l}\left(\tau_{1}, \tau_{2}\right)=\left(\begin{array}{cc}
\boldsymbol{I}_{m} & 0  \tag{7.1}\\
0 & -\boldsymbol{I}_{M-m}
\end{array}\right) \psi_{c l}\left(\tau_{1}, \tau_{2}\right)
$$

where $0 \leqq m \leqq M$, and $\psi_{c l}$ is the same as (2.20). We leave this for future work.

- It is interesting to study the central extension of $\operatorname{diff}\left(S^{1}\right) \ltimes \hat{g}$ and the corresponding coadjoint orbit action explicitly. Furthermore, the generalization to $\mathcal{W}$ symmetry is highly interesting.
- In a tensor model with global symmetry, the leading ladder diagram of the Pillow channel does not have exponential growth while the subleading ladder diagram in $N$ does grow exponentially with maximal growth rate as mentioned above. In order to

[^10]prove that the Pillow channel also saturates the chaos bound, one need to show that the $\frac{1}{\beta \mathcal{J}}$ correction to the leading ladder diagram does not grow exponentially. We also leave this for future work.
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## A Generalized collective action: Schur polynomial

In this appendix, we will study a general form of the $\mathrm{SO}(M)$ invariant actions for $q=$ $2 q$ case:

$$
\begin{equation*}
S_{R}=\int d \tau\left[\chi^{i \alpha} \partial_{\tau} \chi^{i \alpha}+i^{\frac{q}{2}} \sum_{\rho \in S_{q}} \operatorname{ch}_{R}(\rho) J_{i_{1} \ldots i_{q}} \chi^{i_{1} \alpha_{1}} \chi^{i_{2} \alpha_{\rho(1)}} \ldots \chi^{i_{q-1} \alpha_{q}} \chi^{i_{q} \alpha_{\rho(\mathrm{q})}}\right] \tag{A.1}
\end{equation*}
$$

where we omitted the summation over $\operatorname{SO}(N)$ index $i$ 's and $\operatorname{SO}(M)$ index $\alpha$ 's. And, $\operatorname{ch}_{R}(\rho)$ denotes the $S_{\mathrm{q}}$ character of $\rho \in S_{\mathbb{q}}$ in the representation $R$. Since we do not assume any symmetry of the random coupling constant $J_{i_{1} \cdots i_{q}}$, one might expect $S_{q}$ permutation of $q$ $\mathrm{SO}(N)$ indices ${ }^{15}$ rather than $S_{\mathbb{Q}}=S_{q / 2}$. After a disorder average of the random coupling constant $J_{i_{1} \cdots i_{q}}$, not all interactions give distinct results, and therefore it is enough to consider $S_{q}=S_{q / 2}$ permutations in (A.1). As before, we will treat $J_{i_{1} \cdots i_{q}}$ as an additional non-dynamical field and will perform the disorder average over the Gaussian distribution given by

$$
\begin{equation*}
\exp \left[-\frac{N^{q-1}(\llbracket!)^{2} \operatorname{dim}_{G}(R)}{J^{2} M \operatorname{dim}_{S_{q}}(R)} \sum_{i_{1}, \cdots, i_{q}=1}^{N} J_{i_{1} \cdots i_{q}} J_{i_{1} \cdots i_{q}}\right] . \tag{A.2}
\end{equation*}
$$

Here, $\operatorname{dim}_{G}(R)$ denotes the dimension of the representation $R$ of the corresponding group $G$. After the disorder average, we use the following generalized orthogonality of the characters to obtain the collective action:

$$
\begin{equation*}
\frac{1}{|G|} \sum_{g \in G} \operatorname{ch}_{R}(g h) \operatorname{ch}_{S}\left(g^{-1}\right)=\delta_{R, S} \frac{\operatorname{ch}_{R}(h)}{\operatorname{ch}_{R}(1)} \tag{A.3}
\end{equation*}
$$

[^11]where $|G|$ is the dimension of group $G$, and $R$ and $S$ are irreducible representation. Then, one can show that the bi-local collective action is
\[

$$
\begin{equation*}
S_{c o l, R}=\frac{N}{2} \operatorname{Tr}[-D \star \boldsymbol{\Psi}+\log \boldsymbol{\Psi}]-\frac{N M J^{2}}{4 q \operatorname{dim}_{G}(R)} \int d \tau_{1} d \tau_{2} P_{R}\left(-\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right) \boldsymbol{\Psi}\left(\tau_{2}, \tau_{1}\right)\right), \tag{A.4}
\end{equation*}
$$

\]

where $P_{R}(x)$ is the Schur polynomial of $x$ corresponding to the representation $R$, and the bi-local field $\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right)$ is defined as before:

$$
\begin{equation*}
\left[\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right)\right]^{\alpha_{1} \alpha_{2}} \equiv \frac{1}{N} \sum_{i=1}^{N} \chi^{i \alpha_{1}}\left(\tau_{1}\right) \chi^{i \alpha_{2}}\left(\tau_{1}\right) \tag{A.5}
\end{equation*}
$$

One may also consider the generic configuration of $\mathrm{SO}(M)$ indices. For this case, the interactions are decomposed into irreducible representations of $S_{\mathrm{q}}$. This also leads to the decomposition of $J_{i_{1} \cdots i_{q}}$ into the irreducible representations which are transpose ${ }^{16}$ of the representations appearing in the decomposition of the $\mathrm{SO}(M)$ indices. Then, the random coupling constant in each representation are averaged separately. Hence, one can obtain a linear combination of the Schur polynomials corresponding to each representation with positive coefficients.

Now, by varying the collective action with respect to the bi-local field, one can obtain the large $N$ saddle-point equation which corresponds to the Schwinger-Dyson equation for the two point function of the fermions. We also take the $\mathrm{SO}(M)$ invariant ansatz

$$
\begin{equation*}
\boldsymbol{\Psi}_{c l}=\boldsymbol{I} \psi_{c l}\left(\tau_{1}, \tau_{2}\right) \tag{A.6}
\end{equation*}
$$

and the saddle-point equation is reduced to that of the original SYK model:

$$
\begin{equation*}
J^{2}[\psi]^{q-1}\left(\tau_{1}, \tau_{3}\right) \star \psi\left(\tau_{3}, \tau_{2}\right)=-\delta\left(\tau_{12}\right) \tag{A.7}
\end{equation*}
$$

Hence, as before, the solution is given by

$$
\begin{equation*}
\psi_{c l}\left(\tau_{1}, \tau_{2}\right)=\Lambda \frac{\operatorname{sgn}\left(\tau_{1}-\tau_{2}\right)}{\left|\tau_{1}-\tau_{2}\right|^{2 \Delta}} \tag{A.8}
\end{equation*}
$$

where the constant $\Lambda$ is defined by

$$
\begin{equation*}
J^{2} \Lambda^{q} \pi=\left(\frac{1}{2}-\frac{1}{q}\right) \tan \frac{\pi}{q} . \tag{A.9}
\end{equation*}
$$

Now, one can repeat the same analysis as in section 2.1. We expand the bi-local field around the large $N$ classical solution

$$
\begin{equation*}
\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right)=\boldsymbol{I} \psi_{c l}\left(\tau_{1}, \tau_{2}\right)+\sqrt{\frac{2}{N}} \boldsymbol{\eta}\left(\tau_{1}, \tau_{2}\right)+\sqrt{\frac{2}{N}} \boldsymbol{\zeta}_{\mathrm{A}}\left(\tau_{1}, \tau_{2}\right)+\sqrt{\frac{2}{N}} \boldsymbol{\zeta}_{\mathbf{S}}\left(\tau_{1}, \tau_{2}\right) \tag{A.10}
\end{equation*}
$$

[^12]where the singlet, the anti-symmetric and the symmetric fluctuations are given by
\[

$$
\begin{align*}
\boldsymbol{\eta}\left(\tau_{1}, \tau_{2}\right) & =\frac{1}{\sqrt{M}} \eta\left(\tau_{1}, \tau_{2}\right) \boldsymbol{I}, & & \\
\boldsymbol{\zeta}_{\mathrm{A}}\left(\tau_{1}, \tau_{2}\right) & =\frac{1}{\sqrt{2 \mathrm{x}_{\mathrm{A}}}} \zeta_{\mathrm{A}}^{a}\left(\tau_{1}, \tau_{2}\right) \boldsymbol{T}_{\mathrm{A}}^{a} & & \left(a=1, \cdots, \frac{1}{2} M(M-1)\right)  \tag{A.11}\\
\boldsymbol{\zeta}_{\mathrm{S}}\left(\tau_{1}, \tau_{2}\right) & =\frac{1}{\sqrt{2 \mathrm{x}_{\mathrm{S}}}} \zeta_{\mathrm{S}}^{a}\left(\tau_{1}, \tau_{2}\right) \boldsymbol{T}_{\mathrm{S}}^{a} & & \left(a=1, \cdots, \frac{1}{2} M(M+1)-1\right)
\end{align*}
$$
\]

Then, we consider the quadratic action from the large $N$ expansion of the collective action around the classical solution:

$$
\begin{equation*}
S_{c o l, R}\left[\boldsymbol{\Psi}_{c l}+\sqrt{2 / N}\left(\boldsymbol{\eta}+\boldsymbol{\zeta}_{\mathrm{A}}+\boldsymbol{\zeta}_{\mathrm{S}}\right)\right]=N S_{c o l, R}^{(0)}+S_{c o l, R}^{(2)}\left[\boldsymbol{\eta}, \boldsymbol{\zeta}_{\mathrm{A}}, \boldsymbol{\zeta}_{\mathrm{S}}\right]+\frac{1}{\sqrt{N}} S_{c o l, R}^{(3)}\left[\boldsymbol{\eta}, \boldsymbol{\zeta}_{\mathrm{A}}, \boldsymbol{\zeta}_{\mathrm{s}}\right]+\cdots \tag{A.12}
\end{equation*}
$$

Since the classical solution is proportional to the identity matrix, the calculation for the quadratic action is straightforward as before. In particular, using the fact that the Schur polynomial of the identity matrix is equal to the dimension of the representation i.e.,

$$
\begin{equation*}
P_{R}(\boldsymbol{I})=\operatorname{dim}_{G}(R), \tag{A.13}
\end{equation*}
$$

we obtain exactly the same quadratic action as in section 2.1 :

$$
\begin{align*}
S_{c o l, R}^{(2)}= & -\frac{1}{2} \operatorname{tr}\left(\psi_{c l}^{-1} \star \eta \star \psi_{c l}^{-1} \star \eta\right)-\frac{q-1}{2} J^{2} \int d \tau_{1} d \tau_{2}\left[\psi_{c l}\left(\tau_{1}, \tau_{2}\right)\right]^{q-2} \eta\left(\tau_{1}, \tau_{2}\right) \eta\left(\tau_{1}, \tau_{2}\right) \\
& -\frac{1}{2} \operatorname{tr}\left(\psi_{c l}^{-1} \star \zeta_{\mathrm{A}}^{a} \star \psi_{c l}^{-1} \star \zeta_{\mathrm{A}}^{a}\right)+\frac{1}{2} J^{2} \int d \tau_{1} d \tau_{2}\left[\psi_{c l}\left(\tau_{1}, \tau_{2}\right)\right]^{q-2} \zeta_{\mathrm{A}}^{a}\left(\tau_{1}, \tau_{2}\right) \zeta_{\mathrm{A}}^{a}\left(\tau_{1}, \tau_{2}\right) \\
& -\frac{1}{2} \operatorname{tr}\left(\psi_{c l}^{-1} \star \zeta_{\mathrm{S}}^{a} \star \psi_{c l}^{-1} \star \zeta_{\mathrm{S}}^{a}\right)-\frac{1}{2} J^{2} \int d \tau_{1} d \tau_{2}\left[\psi_{c l}\left(\tau_{1}, \tau_{2}\right)\right]^{q-2} \zeta_{\mathrm{S}}^{a}\left(\tau_{1}, \tau_{2}\right) \zeta_{\mathrm{S}}^{a}\left(\tau_{1}, \tau_{2}\right) \tag{A.14}
\end{align*}
$$

Hence, up to quadratic level, one can expect the same physics as before (e.g., Pseudo-Nambu-Goldstone boson, spectrum, out-of-time-ordered correlators, Lyapunov exponent etc.). The difference might begin to appear in the cubic interactions of the bi-local fields which are related to the 6 -point function of the fermions.

## B SYK model with $\mathrm{U}(\boldsymbol{M})$ global symmetry

In this appendix, we present the generalization of our model with $\mathrm{U}(M)$ global symmetry. The generalization is straightforward, and the most calculations are parallel to the $\mathrm{SO}(M)$ case. Hence, we do not repeat the same calculations and briefly show the result.

Let us star with $N M$ complex fermions

$$
\begin{equation*}
\chi^{i \alpha}(\tau), \quad \bar{\chi}_{i \alpha}(\tau) \quad(i=1,2 \cdots, N \text { and } \alpha=1,2, \cdots, M) \tag{B.1}
\end{equation*}
$$

where $\chi^{i \alpha}$ (and, $\bar{\chi}^{i \alpha}$ ) transform in the fundamental(and, anti-fundamental, respectively) representations of $\mathrm{U}(N)$ and $\mathrm{U}(M)$.

We consider the simplest $q=2 q$ complex SYK model with $\mathrm{U}(M)$ global symmetry:

$$
\begin{equation*}
S=\int d \tau\left[\chi^{i \alpha} \partial_{\tau} \bar{\chi}_{i \alpha}+J^{j_{1} \cdots j_{q^{q}}}{ }_{i_{1} \cdots i_{q}} \chi^{i_{1} \alpha_{1}} \cdots \chi^{i_{q} \alpha_{q}} \bar{\chi}_{j_{1} \alpha_{1}} \cdots \bar{\chi}_{j_{q} \alpha_{ष}}\right] \tag{B.2}
\end{equation*}
$$

where the summation over $\mathrm{U}(N)$ indices $i$ 's and $\mathrm{U}(M)$ indices $j$ 's are omitted. $J^{j_{1} \cdots j_{q^{\prime}}} i_{1} \cdots i_{\text {q }}$ denotes the random coupling constant with Gaussian distribution:

Note that the reality of the action requires "Hermitian" condition of the random coupling constant, i.e.,
and we will not demand any other symmetries of $J^{j_{1} \cdots j_{\boldsymbol{q}} i_{1} \cdots i_{\mathbb{G}}}$ as in the $\mathrm{SO}(M)$ case. After the disorder average, we have the bi-local collective action for the case of $\mathrm{U}(M)$ :

$$
\begin{equation*}
S_{c o l}=N \operatorname{Tr}[-D \star \mathbf{\Psi}+\log \mathbf{\Psi}]-\frac{N J^{2}}{2 \llbracket M^{\natural-1}} \int d \tau_{1} d \tau_{2}\left[\operatorname{tr}\left(-\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right) \boldsymbol{\Psi}\left(\tau_{2}, \tau_{1}\right)\right)\right]^{\llbracket} \tag{B.5}
\end{equation*}
$$

Here, we also defined the bi-local field as follow.

$$
\begin{equation*}
\Psi^{\alpha_{1}}{ }_{\alpha_{2}}\left(\tau_{1}, \tau_{2}\right) \equiv \frac{1}{N} \sum_{i=1}^{N} \chi^{i \alpha_{1}}\left(\tau_{1}\right) \bar{\chi}_{i \alpha_{2}}\left(\tau_{2}\right) \tag{B.6}
\end{equation*}
$$

and, we also introduce the $M \times M$ matrix notation $\mathbf{\Psi}\left(\tau_{1}, \tau_{2}\right)$ for the bi-local field:

$$
\begin{equation*}
\left(\mathbf{\Psi}\left(\tau_{1}, \tau_{2}\right)\right)_{\alpha_{2}}^{\alpha_{1}} \equiv \Psi_{\alpha_{2}}^{\alpha_{1}}\left(\tau_{1}, \tau_{2}\right) \tag{B.7}
\end{equation*}
$$

For the $\mathrm{U}(M)$ case, the bi-local field $\Psi^{\alpha_{1}}{ }_{\alpha_{2}}\left(\tau_{1}, \tau_{2}\right)$ also have a symmetry analogous to anti-symmetry of the $\mathrm{SO}(M)$ case $(2.4): \Psi^{\alpha_{1}}{ }_{\alpha_{2}}\left(\tau_{1}, \tau_{2}\right)$ is a "Hermitian" as a matrix in the $\left(\tau_{1}, \alpha_{1} ; \tau_{2}, \alpha_{2}\right)$ space, i.e.,

$$
\begin{equation*}
\overline{\Psi^{\alpha_{1}}{ }_{\alpha_{2}}\left(\tau_{1}, \tau_{2}\right)}=\Psi^{\alpha_{2}}{ }_{\alpha_{1}}\left(\tau_{2}, \tau_{1}\right) \tag{B.8}
\end{equation*}
$$

Furthermore, the fermions transforms in the fundamental and anti-fundamental representation, the bi-local field can be decomposed into the singlet and the adjoint representation:

$$
\begin{equation*}
\square \otimes \bar{\square}=(\text { singlet }) \oplus(\text { adjoint }) . \tag{B.9}
\end{equation*}
$$

Also, note that $N \operatorname{tr} \log \Psi$ in (B.5) comes from the Jacobian in Hubbard-Stratonovich type transformation to the bi-local field $[24,30,63]$ where we have the overall factor $N$ instead of $\frac{N-1}{2}$ because of complex vector field.

Now, let us consider the large $N$ classical solution. For this, we vary the collective action (B.5) with respect to the bi-local field. We have

$$
\begin{align*}
& -\left(D \circledast \boldsymbol{\Psi}_{c l}\right)\left(\tau_{1}, \tau_{2}\right)+\boldsymbol{I} \delta\left(\tau_{1}-\tau_{2}\right) \\
+ & \frac{J^{2}}{M^{\natural-1}} \int d \tau_{3}\left[-\operatorname{tr}\left(\boldsymbol{\Psi}_{c l}\left(\tau_{1}, \tau_{3}\right) \boldsymbol{\Psi}_{c l}\left(\tau_{3}, \tau_{1}\right)\right)\right]^{\llbracket-1} \boldsymbol{\Psi}_{c l}\left(\tau_{1}, \tau_{3}\right) \boldsymbol{\Psi}_{c l}\left(\tau_{3}, \tau_{2}\right)=0 \tag{B.10}
\end{align*}
$$

where we multiplied another bi-local fields after the variation. We take $\mathrm{U}(M)$ invariant ansatz:

$$
\begin{equation*}
\boldsymbol{\Psi}_{c l}\left(\tau_{1}, \tau_{2}\right)=\boldsymbol{I} \psi_{c l}\left(\tau_{1}, \tau_{2}\right) \tag{B.11}
\end{equation*}
$$

and the large $N$ saddle point equation becomes the Schwinger-Dyson equaiton for the complex SYK model:

$$
\begin{equation*}
-\left(D \star \psi_{c l}\right)\left(\tau_{1}, \tau_{2}\right)+\delta\left(\tau_{1}-\tau_{2}\right)+J^{2} \int d \tau_{3}\left[\left(\psi_{c l}\left(\tau_{1}, \tau_{3}\right) \psi_{c l}\left(\tau_{3}, \tau_{1}\right)\right]^{\square-1} \psi_{c l}\left(\tau_{1}, \tau_{3}\right) \psi_{c l}\left(\tau_{3}, \tau_{2}\right)=0\right. \tag{B.12}
\end{equation*}
$$

At strong coupling limit $|J t| \gg 1$, one can drop the first term which comes from the kinetic term, and a general solution [27] is given by

$$
\begin{equation*}
\psi_{c l}\left(\tau_{1}, \tau_{2}\right) \sim \frac{\operatorname{sgn}\left(\tau_{12}\right)+\tanh \pi \mathcal{E}}{\left|\tau_{1}-\tau_{2}\right|^{2 \Delta}} \tag{B.13}
\end{equation*}
$$

where $\mathcal{E}$ is "spectral asymmetry" introduced by [27], which appear because the classical solution need not to be anti-symmetric unlike the real SYK model. It plays an important role in thermodynamics of the complex SYK model. However, in this paper, we consider the anti-symmetric solution $\mathcal{E}=0$ (the particle-hole symmetric case) for simplicity, and leave the thermodynamics of the generic $\mathcal{E} \neq 0$ case for future work. Then, the (anti-symmetric) classical solution is the same as before:

$$
\begin{equation*}
\boldsymbol{\Psi}_{c l}\left(\tau_{1}, \tau_{2}\right)=\Lambda \frac{\operatorname{sgn}\left(\tau_{12}\right)}{\left|\tau_{12}\right|^{\frac{2}{q}}} \boldsymbol{I} \tag{B.14}
\end{equation*}
$$

where $\Lambda$ is defined by

$$
\begin{equation*}
J^{2} \Lambda^{q} \pi=\left(\frac{1}{2}-\frac{1}{q}\right) \tan \frac{\pi}{q} . \tag{B.15}
\end{equation*}
$$

We expand the bi-local field around the large $N$ classical solution:

$$
\begin{equation*}
\boldsymbol{\Psi}\left(\tau_{1}, \tau_{2}\right)=\boldsymbol{I} \psi_{c l}\left(\tau_{1}, \tau_{2}\right)+\frac{1}{\sqrt{N}} \boldsymbol{\eta}\left(\tau_{1}, \tau_{2}\right)+\frac{1}{\sqrt{N}} \boldsymbol{\zeta}\left(\tau_{1}, \tau_{2}\right) \tag{B.16}
\end{equation*}
$$

where the singlet and the adjoint fluctuation can be written as

$$
\begin{equation*}
\boldsymbol{\eta}\left(\tau_{1}, \tau_{2}\right)=\frac{\eta\left(\tau_{1}, \tau_{2}\right)}{\sqrt{M}} \boldsymbol{I}, \quad \boldsymbol{\zeta}\left(\tau_{1}, \tau_{2}\right)=\frac{\zeta_{a}\left(\tau_{1}, \tau_{2}\right)}{\sqrt{2 \mathrm{x}}} \boldsymbol{T}^{a} \quad(a=1, \cdots, \operatorname{dim}(s u(M))), \tag{B.17}
\end{equation*}
$$

where $\boldsymbol{T}^{a}$ is the $s u(M)$ generator of which normalization is given by

$$
\begin{equation*}
\operatorname{tr}\left(T^{a} T^{b}\right)=2 \times \delta^{a b} \tag{B.18}
\end{equation*}
$$

where $\mathrm{x}=M$ is the Dynkin index of the adjoint representation which equals to the dual Coxeter number of the $\mathrm{SU}(M)$. Let us consider the complex conjugate of the bi-local fluctuations. One can easily see that the complex conjuate of both the singlet and the adjoint fluctuations becomes

$$
\begin{equation*}
\overline{\eta\left(\tau_{1}, \tau_{2}\right)}=\eta\left(\tau_{2}, \tau_{1}\right), \quad \overline{\zeta^{a}\left(\tau_{1}, \tau_{2}\right)}=\zeta^{a}\left(\tau_{2}, \tau_{1}\right) . \tag{B.19}
\end{equation*}
$$

Note the $\mathrm{SU}(M)$ case do not have other symmetry property such as (3.6) and (3.8). Using this complex conjugate, one can obtain the quadratic action from the large $N$ expansion
of the collective action (B.5):

$$
\begin{align*}
S_{c o l}^{(2)}= & -\frac{1}{2} \operatorname{lr}\left(\psi_{c l}^{-1} \star \eta \star \psi_{c l}^{-1} \star \eta\right)+\frac{\mathbb{q}}{2} J^{2} \int d \tau_{1} d \tau_{2}\left[\psi_{c l}\left(\tau_{1}, \tau_{2}\right)\right]^{q-2} \eta\left(\tau_{1}, \tau_{2}\right) \overline{\eta\left(\tau_{1}, \tau_{2}\right)} \\
& -\frac{\mathbb{q}-1}{2} J^{2} \int d \tau_{1} d \tau_{2}\left[\psi_{c l}\left(\tau_{1}, \tau_{2}\right)\right]^{q-2} \eta\left(\tau_{1}, \tau_{2}\right) \eta\left(\tau_{1}, \tau_{2}\right) \\
& -\frac{1}{2} \operatorname{lr}\left(\psi_{c l}^{-1} \star \zeta^{a} \star \psi_{c l}^{-1} \star \zeta^{a}\right)+\frac{1}{2} J^{2} \int d \tau_{1} d \tau_{2}\left[\psi_{c l}\left(\tau_{1}, \tau_{2}\right)\right]^{q-2} \zeta^{a}\left(\tau_{1}, \tau_{2}\right) \overline{\zeta^{a}\left(\tau_{1}, \tau_{2}\right)} \tag{B.20}
\end{align*}
$$

To see explicit analogy to the $\mathrm{SO}(M)$ case, we further decompose the bi-local fluctuations into symmetric and anti-symmetric components under $\tau_{1} \leftrightarrow \tau_{2}$ (or, real and imaginary components).

$$
\begin{align*}
\eta\left(\tau_{1}, \tau_{2}\right) & =\eta_{+}\left(\tau_{1}, \tau_{2}\right)+\eta_{-}\left(\tau_{1}, \tau_{2}\right)  \tag{B.21}\\
\zeta^{a}\left(\tau_{1}, \tau_{2}\right) & =\zeta_{+}^{a}\left(\tau_{1}, \tau_{2}\right)+\zeta_{-}^{a}\left(\tau_{1}, \tau_{2}\right) \tag{B.22}
\end{align*}
$$

where $\eta_{ \pm}$and $\zeta_{ \pm}^{a}$ are real, and satify

$$
\begin{equation*}
\eta_{ \pm}\left(\tau_{1}, \tau_{2}\right)= \pm \eta_{ \pm}\left(\tau_{2}, \tau_{1}\right), \quad \zeta_{ \pm}^{a}\left(\tau_{1}, \tau_{2}\right)= \pm \zeta_{ \pm}^{a}\left(\tau_{2}, \tau_{1}\right) \tag{B.23}
\end{equation*}
$$

Hence, the quadratic action can be decomposed as follow.

$$
\begin{align*}
S_{c o l}^{(2)}= & -\frac{1}{2} \operatorname{tr}\left(\psi_{c l}^{-1} \star \eta_{+} \star \psi_{c l}^{-1} \star \eta_{+}\right)+\frac{1}{2} J^{2} \int d \tau_{1} d \tau_{2}\left[\psi_{c l}\left(\tau_{1}, \tau_{2}\right)\right]^{q-2} \eta_{+}\left(\tau_{1}, \tau_{2}\right) \eta_{+}\left(\tau_{1}, \tau_{2}\right) \\
& -\frac{1}{2} \operatorname{tr}\left(\psi_{c l}^{-1} \star \eta_{-} \star \psi_{c l}^{-1} \star \eta_{-}\right)-\frac{q-1}{2} J^{2} \int d \tau_{1} d \tau_{2}\left[\psi_{c l}\left(\tau_{1}, \tau_{2}\right)\right]^{q-2} \eta_{-}\left(\tau_{1}, \tau_{2}\right) \eta_{-}\left(\tau_{1}, \tau_{2}\right) \\
& -\frac{1}{2} \operatorname{tr}\left(\psi_{c l}^{-1} \star \zeta_{+}^{a} \star \psi_{c l}^{-1} \star \zeta_{+}^{a}\right)+\frac{1}{2} J^{2} \int d \tau_{1} d \tau_{2}\left[\psi_{c l}\left(\tau_{1}, \tau_{2}\right)\right]^{q-2} \zeta_{+}^{a}\left(\tau_{1}, \tau_{2}\right) \zeta_{+}^{a}\left(\tau_{1}, \tau_{2}\right) \\
& -\frac{1}{2} \operatorname{tr}\left(\psi_{c l}^{-1} \star \zeta_{-}^{a} \star \psi_{c l}^{-1} \star \zeta_{-}^{a}\right)-\frac{1}{2} J^{2} \int d \tau_{1} d \tau_{2}\left[\psi_{c l}\left(\tau_{1}, \tau_{2}\right)\right]^{q-2} \zeta_{-}^{a}\left(\tau_{1}, \tau_{2}\right) \zeta_{-}^{a}\left(\tau_{1}, \tau_{2}\right) \tag{B.24}
\end{align*}
$$

Note that $\eta_{-}$and $\zeta_{-}$correspond to the singlet and symmetric irrep fluctuations of the $\mathrm{SO}(M)$ case, respectively. Moreover, $\eta_{+}$and $\zeta_{+}^{a}$ are analogous to the anti-symmetric irrep fluctuation of the $\mathrm{SO}(M)$ case. Therefore, one can repeat the same analysis as in section $2 \sim 4$ and section 6 (i.e., the spectrum, correlation functions, the low energy effective actions, chaos and 3D gravity, etc.). Also, note that the lowest mode of the $\eta_{+}$is related to the broken $\hat{u}(1)$ symmetry which is a part of $\hat{u}(M)$ symmetry.

It is also straightforward to generalize the diffeomorphism and the Kac-Moody algebra discussed in section 2.3 to the $\mathrm{U}(M)$ case. At strong coupling limit, we have emergent reparametrization and the local $\hat{U}(M)$ symmetry. These local symmetry is spontaneously broken by the classical solution as well as explicitly broken by the kinetic term of the collective action. Hence, we will have the effective actions related to the reparametrization and the local $\hat{u}(M)$ symmetry. They are of the same form as those of $\mathrm{SO}(M)$ case in section 4.1. Furthermore, one can also repeat the analysis of the chaos in section 4, and one can see that the singlet channel will saturate the chaos bound because of the Schwarzian effective action, and the adjoint channel will not. Furthermore, the zero mode from the broken local $\hat{u}(M)$ symmetry will not give any exponential growth.

## C Eigenfunctions of quadratic action

In this appendix, we will study eigenfunctions of the quadratic action $S_{c o l}^{(2)}$ in (3.10). Recall that the classical solution $\boldsymbol{\Psi}_{c l}(2.20)$ is invariant under $\operatorname{SL}(2, \mathbb{R})$. Thus, one can easily check that the quadratic action, which is consist of $\psi_{c l}$ 's, commutes with the Casimir of $\operatorname{SL}(2, \mathbb{R})$ as well as the conformal generators up to total derivative. Therefore, we first diagonalize the Casimir of $\operatorname{SL}(2, \mathbb{R})$ to find eingenfunctions of the quadratic action.

For the bi-local field, it is natural to define the bi-local conformal generators $\mathcal{P}, \mathcal{D}, \mathcal{K}$ :

$$
\begin{equation*}
\mathcal{P} \equiv \mathcal{P}_{1}+\mathcal{P}_{2}, \quad \mathcal{D} \equiv \mathcal{D}_{1}+\mathcal{D}_{2}, \quad \mathcal{K} \equiv \mathcal{K}_{1}+\mathcal{K}_{2} \tag{C.1}
\end{equation*}
$$

where each generator is given by

$$
\begin{array}{ll}
\mathcal{P}_{1} \equiv \partial_{\tau_{1}}, & \mathcal{P}_{2} \equiv \partial_{\tau_{2}} \\
\mathcal{D}_{1} \equiv \tau_{1} \partial_{\tau_{1}}+\frac{1}{q}, & \mathcal{D}_{2} \equiv \tau_{2} \partial_{\tau_{2}}+\frac{1}{q} \\
\mathcal{K}_{1} \equiv \tau_{1}^{2} \partial_{\tau_{1}}+\frac{2}{q} \tau_{1}, & \mathcal{K}_{2} \equiv \tau_{2}^{2} \partial_{\tau_{2}}+\frac{2}{q} \tau_{2} \tag{C.4}
\end{array}
$$

Using the bi-local map

$$
\begin{equation*}
t \equiv \frac{1}{2}\left(\tau_{1}+\tau_{2}\right), \quad z \equiv \frac{1}{2}\left(\tau_{1}-\tau_{2}\right) \tag{C.5}
\end{equation*}
$$

one can write the corresponding $\mathrm{SL}(2, \mathbb{R})$ Casimir in terms of $(t, z)$ coordinates:

$$
\begin{equation*}
\mathcal{C} \equiv \mathcal{D}^{2}-\frac{1}{2}(\mathcal{P K}+\mathcal{K} \mathcal{P})=\frac{4}{q^{2}}-\frac{2}{q}+\frac{4}{q} z \partial_{z}+z^{2}\left(-\partial_{t}^{2}+\partial_{z}^{2}\right) . \tag{C.6}
\end{equation*}
$$

In order to find eigenfunctions $u(t, z)$ of the Casimir i.e.,

$$
\begin{equation*}
\mathcal{C} u(t, z)=\lambda u(t, z), \tag{C.7}
\end{equation*}
$$

we diagoanalize the bi-local generator $\mathcal{P}$. Then, with ansatz $f(t, z) \sim e^{-i w t} z^{\frac{1}{2}-\frac{2}{q}}$, the differential equation (C.7) is reduced to the Bessel's differential equation for $f(z)$. Hence, the eigenfunction of the Casimir is a linear combination of two Bessel functions, $J_{\nu}(w z)$ and $J_{-\nu}(w z)$ with the corresponding eigenvalue $\lambda$ of the Casimir being $\nu^{2}-\frac{1}{4}$. Furthermore, by change of variable $x=\log w z$, this Bessel's differential equation can be understood as a Schrodinger-like equation with potential $V(x)=-e^{2 x}$, and the corresponding energy is $-\nu^{2}$. [3] argued that there are a continuum spectrum for the positive energy ( $\nu=i r$ and $r \geqq 0$ ), and there are also discrete states with negative energy ( $\nu:$ real.) Therefore, the form of eigenfunction can be written as

$$
u_{\nu w}(t, w)=e^{-i w t} z^{\frac{1}{2}-\frac{2}{q}}\left(J_{\nu}(w z)+c_{\nu} J_{-\nu}(w z)\right) \quad\left\{\begin{array}{l}
\nu=i r \quad(r \geqq 0)  \tag{C.8}\\
\nu: \text { discrete real number }
\end{array}\right.
$$

where $c_{\nu}$ is a constant. To determine $\nu$ and $c_{\nu}$, we consider boundary conditions. Because the eigenfunctions are symmetric or anti-symmetric under $\tau_{1} \leftrightarrow \tau_{2}$ (or, equivalently, $z \rightarrow-z$ ) (e.g., see (3.6) and (3.8)), one can restrict to $z>0$ space. Then, we demand UV/IR boundary conditions.

First, we demand IR boundary condition in which the eigenfunction behave either $\sin z$ or $\cos z$ as $z \longrightarrow \infty$. For now, we do not have a good argument to justify this boundary condition. However, even if we do not demand this IR boundary condition, one can determine the relative coefficient of the $J_{\nu}(z)$ and $J_{-\nu}(z)$ by direct calculations of the integration. And, the resulting coefficients agree with what one can obtain from the IR boundary condition. Hence, for the pedagogical purpose, we first demand the IR boundary condition. As $z \longrightarrow \infty$, the eigenfunction asymptote to

$$
\begin{align*}
J_{\nu}(z)+c_{\nu} J_{-\nu}(z) \approx & \sqrt{\frac{2}{\pi z}}\left(\cos \frac{\pi}{2}(\nu+1 / 2)+c_{\nu} \sin \frac{\pi}{2}(\nu+1 / 2)\right) \cos z \\
& +\sqrt{\frac{2}{\pi z}}\left(\sin \frac{\pi}{2}(\nu+1 / 2)+c_{\nu} \cos \frac{\pi}{2}(\nu+1 / 2)\right) \sin z \tag{C.9}
\end{align*}
$$

By demanding either $\sin z$ or $\cos z$, one can determine the coefficient $\xi$ :

$$
\begin{equation*}
Z_{\nu}^{\mp}(z) \equiv J_{\nu}(z)+\xi_{ \pm} J_{-\nu}(z), \quad \xi_{\nu} \equiv \frac{\tan \frac{\pi \nu}{2}+1}{\tan \frac{\pi \nu}{2}-1} \tag{C.10}
\end{equation*}
$$

and, their asymptotic behaviors are

$$
\begin{equation*}
Z_{\nu}^{-}(z) \sim \frac{\cos z}{\sqrt{z}}, \quad Z_{\nu}^{+}(z) \sim \frac{\sin z}{\sqrt{z}} \tag{C.11}
\end{equation*}
$$

In addition, the eigenfunction should be regular as $z \longrightarrow 0$ (UV boundary condition). Since $J_{-\nu}$ diverges at $z \rightarrow 0$ for the case of the discrete spectrum, this term should be vanishes. Hence, noting the following identities

$$
\begin{equation*}
\xi_{2 n+\frac{3}{2}}=0, \quad \xi_{-\left(2 n+\frac{1}{2}\right)}=0 \quad(n=0,1,2, \cdots) \tag{C.12}
\end{equation*}
$$

one can obtain the quantization condition of the discrete spectrum:

$$
\begin{array}{ll}
Z_{\nu}^{-}(z): & \nu=2 n+\frac{3}{2} \\
Z_{\nu}^{+}(z): & \nu=2 n+\frac{1}{2} \tag{C.14}
\end{array} \quad(n=0,1,2, \cdots),
$$

and, thus, we have

$$
\begin{equation*}
Z_{2 n+\frac{3}{2}}^{-}(z)=J_{2 n+\frac{3}{2}}(z), \quad Z_{2 n+\frac{1}{2}}^{+}(z)=J_{2 n+\frac{1}{2}}(z) . \tag{C.15}
\end{equation*}
$$

Now, using the properties of the singlet and anti-symmetric fluctuations, we will find their eigenfunctions. First, we found that the singlet/anti-symmetric fluctuation is antisymmetric/symmetric under $\tau_{1}, \tau_{2}$ (or, equivalently $z \rightarrow-z$ ), respectively. Furthermore, the singlet fluctuation have the reparametrization zero mode ( $h=2$ or $\nu=\frac{3}{2}$ ), and the anti-symmetric(adjoint) fluctuation is related to $\hat{S O}(M)$ zero mode $\left(h=1\right.$ or $\left.\nu=\frac{1}{2}\right)$. Hence, these two properties determine the eigenfunction up to normalization, i.e.,

$$
\begin{array}{ll}
u_{\nu w}^{-}(t, z)=\frac{1}{\sqrt{8 \pi}} e^{-i w t} \operatorname{sgn}(z)|z|^{\frac{1}{2}-\frac{2}{q}} Z_{\nu}^{-}(|w z|), & \nu= \begin{cases}2 n+\frac{3}{2} & (n=0,1, \cdots) \\
i r & (r \geqq 0)\end{cases} \\
u_{\nu w}^{+}(t, z)=\frac{1}{\sqrt{8 \pi}} e^{-i w t}|z|^{\frac{1}{2}-\frac{2}{q}} Z_{\nu}^{+}(|w z|),, & \nu= \begin{cases}2 n+\frac{1}{2} & (n=0,1, \cdots) \\
i r & (r \geqq 0)\end{cases} \tag{C.17}
\end{array}
$$

Note that the symmetric irrep fluctuation is analogous to the singlet one.

Finally, we briefly present the integrals to evaluate the important identity in (3.27) which relate $\tilde{u}_{\nu w}^{\mp}$ to $u_{\nu w}^{\mp}$ :

$$
\begin{equation*}
\psi_{c l} \star \tilde{u}_{\nu w}^{+} \star \psi_{c l}=k_{+}(h) u_{\nu w}^{+} \quad\left(h \equiv \nu+\frac{1}{2}\right) \tag{C.18}
\end{equation*}
$$

In particular, we will show $u_{\nu w}^{+}$case explicitly because the other has been discussed in the original SYK models. We claim that

$$
\begin{equation*}
\tilde{u}_{\nu w}^{+}(t, z)=J^{2}\left[\psi_{c l}(t+z, t-z)\right]^{q-2} u_{\nu w}^{+}(t, z) . \tag{C.19}
\end{equation*}
$$

The l.h.s. of (C.18) can be written as (up to trivial factors)

$$
\begin{align*}
\text { (l.h.s. }) & \sim e^{-i w t_{0}} 2 \int d t d z \frac{e^{-i w\left|z-z_{0}\right| t} \operatorname{sgn}(1-t) \operatorname{sgn}(1+t)|z|^{-\frac{3}{2}+\frac{2}{q}} Z_{\nu}^{+}(|w z|)}{\left|t^{2}-1\right|^{\frac{2}{q}}\left|z-z_{0}\right|^{\frac{4}{q}-1}}  \tag{C.20}\\
& \sim e^{-i w t_{0}} 4 \int d z \frac{|z|^{-\frac{3}{2}+\frac{2}{q}} Z_{\nu}^{+}(|w z|)}{\left|z-z_{0}\right|^{\frac{4}{q}}-1}\left[-\int_{1}^{\infty} d t \frac{\cos \left|w\left(z-z_{0}\right)\right| t}{\left|t^{2}-1\right|^{\frac{2}{q}}}+\int_{0}^{1} d t \frac{\cos \left|w\left(z-z_{0}\right)\right| t}{\left|t^{2}-1\right|^{\frac{2}{q}}}\right]
\end{align*}
$$

where we used

$$
\begin{align*}
t & \equiv \frac{1}{2}\left(\tau_{3}+\tau_{4}\right), \quad z  \tag{C.21}\\
\equiv & \equiv \frac{1}{2}\left(\tau_{3}-\tau_{4}\right)  \tag{C.22}\\
t_{0} & \equiv \frac{1}{2}\left(\tau_{1}+\tau_{2}\right), \quad z_{0}
\end{align*}
$$

Then, using the integral formula

$$
\begin{align*}
\int_{1}^{\infty} d t\left(x^{2}-1\right)^{\nu-\frac{1}{2}} \cos a x & =-\frac{\sqrt{\pi}}{2}\left(\frac{2}{a}\right)^{\nu} \Gamma\left(\nu+\frac{1}{2}\right) Y_{-\nu}(a),  \tag{C.23}\\
\int_{0}^{1} d x\left(1-x^{2}\right)^{\nu-\frac{1}{2}} \cos a x & =\frac{\sqrt{\pi}}{2}\left(\frac{2}{a}\right)^{\nu} \Gamma\left(\nu+\frac{1}{2}\right) J_{\nu}(a) \tag{C.24}
\end{align*}
$$

we have (up to trivial factors)
(l.h.s. $) \sim \int d z|w z|^{-\frac{3}{2}+\frac{2}{q}} Z_{\nu}^{+}(|w z|)\left|w\left(z-z_{0}\right)\right|^{\frac{1}{2}-\frac{2}{q}}\left[J_{\frac{1}{2}-\frac{2}{q}}\left(\left|w\left(z-z_{0}\right)\right|\right)+Y_{\frac{2}{q}-\frac{1}{2}}\left(\left|w\left(z-z_{0}\right)\right|\right)\right]$

Now, one can consider the Fourier modes of the three Bessel functions by using the following integral formula.

$$
\begin{aligned}
\int d x e^{i p x}|x|^{\nu} J_{-\nu}(|x|)= & \frac{2^{1+\nu} \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}-\nu\right)} F\left(\frac{1}{2}, \frac{1}{2}+\nu, \frac{1}{2} ; p^{2}\right) \theta(1-|p|) \\
\int d x e^{i p x}|x|^{\nu} J_{\nu}(|x|)= & \frac{2^{1+\nu} \Gamma\left(\frac{1}{2}+\nu\right)}{\sqrt{\pi}\left|p^{2}-1\right|^{\nu+\frac{1}{2}}}[\theta(1-|p|)-\sin \pi \nu \theta(|p|-1)] \\
2 \int d x|x|^{\mu} J_{\nu}(|x|) \cos p x= & \frac{2^{1+\mu} \Gamma\left(\frac{1+\mu+\nu}{2}\right)}{\Gamma\left(\frac{\nu-\mu+1}{2}\right)} F\left(\frac{1+\mu+\nu}{2}, \frac{1+\mu-\nu}{2}, \frac{1}{2}, p^{2}\right) \theta(1-|p|) \\
& +\frac{2^{1-\nu} \Gamma(1+\mu+\nu) \cos \left[\frac{\pi}{2}(1+\mu+\nu)\right]}{\Gamma(\nu+1)|p|^{1+\mu+\nu}} \\
& \times F\left(\frac{1+\mu+\nu}{2}, \frac{2+\mu+\nu}{2}, \nu+1 ; \frac{1}{p^{2}}\right) \theta(|p|-1)
\end{aligned}
$$

Also, one can evaluate the Fourier modes of the r.h.s. of (C.18). By comparing the Fourier mode on the both sides, one can prove (C.18) with $k_{+}(h)\left(h=\nu+\frac{1}{2}\right)$ in (3.31)

## D Zero mode eigenfunctions

In section 4.1, we utilized the zero mode eigenfunctions related to the Kac-Moody algebra and the reparametrization to evaluate the chaotic behavior of the out-of-time-ordered correlators. In this appendix, we will shortly discuss the properties of the zero mode eigenfunctions given by

$$
\begin{equation*}
\Upsilon_{n}^{1, a} \sim \sin \frac{n \theta_{12}}{2}, \quad \Upsilon_{n}^{2} \sim \frac{\sin \frac{n \theta_{12}}{2}}{\tan \frac{n \theta_{12}}{2}}-n \cos \frac{n \theta_{12}}{2} \tag{D.1}
\end{equation*}
$$

where we omitted the normalization constant and $e^{\frac{i n}{2}\left(\theta_{1}+\theta_{2}\right)}$. In [5, 27], these zero eigenfunctions were normalized by $\left|\psi_{c l}\right|^{\frac{q-2}{2}}$ for the symmetric kernels:

$$
\begin{equation*}
\Upsilon_{n}^{1, a} \sim \frac{\sin \frac{n \theta_{12}}{2}}{\sin \frac{\theta}{2}}, \quad \Upsilon_{n}^{2} \sim \frac{1}{\sin \frac{\theta}{2}}\left[\frac{\sin \frac{n \theta_{12}}{2}}{\tan \frac{n \theta_{12}}{2}}-n \cos \frac{n \theta_{12}}{2}\right] . \tag{D.2}
\end{equation*}
$$

In this appendix, we are interested in the $\theta_{12}$ dependence. Hence, we define

$$
\begin{equation*}
f_{1, n}(\tau, z) \equiv e^{-i n \tau} \frac{\sin n z}{\sin z}, \quad f_{2, n}(t, z) \equiv-\frac{e^{-i n \tau}}{\sin z}\left[\frac{\sin n z}{\tan n z}-n \cos n z\right] \tag{D.3}
\end{equation*}
$$

where $\tau \equiv \frac{1}{2}\left(\theta_{1}+\theta_{2}\right)$ and $z=\frac{1}{2}\left(\theta_{1}-\theta_{2}\right)$. By the inner product given by

$$
\begin{equation*}
\langle f, g\rangle=\frac{2}{2 \pi} \int_{0}^{2 \pi} d \tau \int_{0}^{\pi} d z f^{*} g \tag{D.4}
\end{equation*}
$$

the inner product of two functions are

$$
\begin{align*}
\left\langle f_{1, m}, f_{1, n}\right\rangle & =2 \pi n \delta_{m, n}  \tag{D.5}\\
\left\langle f_{2, m}, f_{2, n}\right\rangle & =\frac{2 \pi}{3} n\left(n^{2}-1\right) \delta_{m, n}  \tag{D.6}\\
\left\langle f_{1, m}, f_{2, n}\right\rangle & =0 \tag{D.7}
\end{align*}
$$

Now one can easily see the relation between two zero mode eigenfunctions:

$$
\begin{equation*}
f_{2, n}=\partial_{z} f_{1, n} . \tag{D.8}
\end{equation*}
$$

Note that $\partial_{z}=\partial_{\theta_{1}}-\partial_{\theta_{2}}$ is not part of the $\operatorname{SL}(2, \mathcal{R})$.
We construct a function $f_{3, n}$ by acting derivatives on $f_{2, n}$ :

$$
\begin{align*}
f_{3, n} & \equiv \partial_{z} f_{2, n}+\frac{1}{3}\left(n^{2}-1\right) f_{1, n}=\partial_{z} f_{2, n}+\frac{1}{3}\left(-\partial_{\tau}^{2}-1\right) f_{1, n} \\
& =-\frac{e^{-i n \tau}}{3 \sin x}\left[\left(1-3 \frac{1+\cos ^{2} x}{\sin ^{2} x}\right) \sin n x+6 n \frac{\cos n x}{\tan x}+2 n^{2} \sin n x\right] \tag{D.9}
\end{align*}
$$

where we included the second term in order to make $f_{3, n}$ orthogonal to $f_{1, n}$. Furthermore, one can keep constructing such functions, e.g.,

$$
\begin{align*}
f_{4, n}= & \partial_{x} f_{3, n}+\frac{4}{15}\left(n^{2}-4\right) f_{2, n}=\partial_{x} f_{3, n}+\frac{4}{15}\left(-\partial_{\tau}^{2}-4\right) f_{2, n}  \tag{D.10}\\
= & -\frac{e^{-i n \tau}}{5 \sin x}\left[\left(5 \cot ^{3} x+25 \cot x \csc ^{2} x-7 \cot x\right) \sin n x\right. \\
& \left.\quad+n\left(7-15 \cot ^{2} x-15 \csc ^{2} x\right) \cos n x-12 n^{2} \cot x \sin n x+2 n^{3} \cos n x\right] \tag{D.11}
\end{align*}
$$

And, their inner products are found to be

$$
\begin{align*}
\left\langle f_{1, n}, f_{1, n^{\prime}}\right\rangle & =2 \pi n \delta_{m, n} \equiv \mathcal{N}_{n}^{1} \delta_{n, n^{\prime}}  \tag{D.12}\\
\left\langle f_{2, n}, f_{2, n^{\prime}}\right\rangle & =\frac{2 \pi}{3} n\left(n^{2}-1\right) \delta_{n, n^{\prime}} \equiv \mathcal{N}_{n}^{2} \delta_{n, n^{\prime}}  \tag{D.13}\\
\left\langle f_{3, n}, f_{3, n^{\prime}}\right\rangle & =\frac{2 \pi}{45} n\left(n^{2}-1\right)\left(n^{2}-4\right) \delta_{n, n^{\prime}} \equiv \mathcal{N}_{n}^{3} \delta_{n, n^{\prime}}  \tag{D.14}\\
\left\langle f_{4, n}, f_{4, n^{\prime}}\right\rangle & =\frac{4 \pi}{175} n\left(n^{2}-1\right)\left(n^{2}-4\right)\left(n^{2}-9\right) \delta_{n, n^{\prime}} \equiv \mathcal{N}_{n}^{4} \delta_{n, n^{\prime}}  \tag{D.15}\\
\left\langle f_{s, n}, f_{s^{\prime}, n^{\prime}}\right\rangle & =0 \quad\left(\text { for } s \neq s^{\prime} \in\{1,2,3,4\}\right) \tag{D.16}
\end{align*}
$$

Now, we will repeat a calculation performed in section 4.1 where we evaluate the long-time behavior of the out-of-time-ordered correlators from the effective action.

This construction aimed to guess a way to incorporate the larger symmetry than reparametrization into the SYK model (e.g., $\mathcal{W}$ symmetry). For now, we assume that there exists an effective action of $f_{n}^{s}$ modes with its eigenvalue of the quadratic action being $|n|$. Then, the contribution to the out-of-time-ordered correlator can be obtain from the following expression.

$$
\begin{equation*}
\mathcal{F}^{s} \equiv \sum_{|n| \geqq s} \frac{1}{|n| \mathcal{N}_{n}^{s}} f_{n}^{s}(\tau, z) f_{-n}^{s}\left(\tau^{\prime}, z^{\prime}\right) \tag{D.17}
\end{equation*}
$$

where $\mathcal{N}_{n}^{s}$ is the normalization defined in (D.12) $\sim($ D.15). As in section 4.1, we will take the particular configuration of $\theta$ 's

$$
\begin{equation*}
\tau^{\prime}=\frac{1}{2}\left(\theta_{3}+\theta_{4}\right)=\frac{\pi}{2}, \quad z^{\prime}=\frac{1}{2}\left(\theta_{3}-\theta_{4}\right)=-\frac{\pi}{2} \tag{D.18}
\end{equation*}
$$

and then perform the analytic continuation:

$$
\begin{align*}
\tau & =\frac{1}{2}\left(\theta_{1}+\theta_{2}\right)=-\frac{2 \pi i}{\beta} t  \tag{D.19}\\
z & =\frac{1}{2}\left(\theta_{1}-\theta_{2}\right)=-\pi \tag{D.20}
\end{align*}
$$

For $t \gg 1$, we have

$$
\begin{align*}
& \mathcal{F}^{1}(t) \sim t  \tag{D.21}\\
& \mathcal{F}^{2}(t) \sim e^{\frac{2 \pi}{\beta} t}  \tag{D.22}\\
& \mathcal{F}^{3}(t) \sim e^{\frac{4 \pi}{\beta} t}  \tag{D.23}\\
& \mathcal{F}^{4}(t) \sim e^{\frac{6 \pi}{\beta} t} \tag{D.24}
\end{align*}
$$

Note that $\mathcal{F}^{1}(t) \sim t$ and $\mathcal{F}^{2}(t)$ agree what we have obtained in section 4 . However, $\mathcal{F}^{3}(t) \sim t$ and $\mathcal{F}^{4}(t)$ violate the chaos bound [62]. This seems to be closely related ${ }^{17}$ to the Lyapunov exponent $2 \pi(N-1) / \beta$ of CFTs with higher spin current [70]. Hence, it would be interesting to explore a generalized SYK model with an emergent $\mathcal{W}$ symmetry and its relation to the higher spin gravity. We leave this for the future work.
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[^0]:    ${ }^{1}$ Also, a variety aspects of the SYK model have been explored: the quenched and annealed average of the complex SYK model [10], $i \epsilon$ prescription for the two point function [11] and $1 / N$ corrections [12, 13].
    ${ }^{2}$ Note that various tensor models and their $1 / N$ expanstions have been studied in early papers [36-42].
    ${ }^{3}$ Recently, the classification of the invariants in tensor models has been investigated in [57, 58], and a collective field theory for tensor models just began to be studied [58].

[^1]:    ${ }^{4}$ Although we will work on a specific $G=\mathrm{SO}(M)$ in the main text, it could be generalized to any Lie group. We analyze $\mathrm{U}(M)$ case in appendix B .
    ${ }^{5}$ For the $\mathrm{U}(1)$ case, the analogous results to the anti-symmetric channel has been found in [59].

[^2]:    ${ }^{6}$ I thank Prithvi Narayan for pointing out this.

[^3]:    ${ }^{7}$ Strictly speaking, this should be $\frac{N-1}{2} \operatorname{Tr} \log \Psi$, and the shift in large $N$ by -1 plays an important role in exact calculations $[24,63]$. However, we absorbed the shift into the measure $\mu[\Psi]$ in (2.7) because this correction does not have any effect on our calculations.

[^4]:    ${ }^{8}$ I thank Prithvi Narayan for extensive discussion and collaboration on the algebra in this subsection.

[^5]:    ${ }^{9}$ The generalization of this transformation in the higher dimension, so-called "bi-local map", has been found in $[32,33,35,64]$ in order to match the bi-local conformal generators with higher spin generators in the context of the higher spin AdS/CFT correspondence.

[^6]:    ${ }^{10}$ In this paper, we use a different notation for the conformal eigenfunction from [5, 20, 25, 59] for consistency in our notation. Hence, readers should keep in mind that $\Phi_{h}^{-}(\chi)=\Phi_{h}^{s}(\chi)$ and $\Phi_{h}^{+}(\chi)=\Phi_{h}^{a}(\chi)$.

[^7]:    ${ }^{11}$ I thank Prithvi Narayan for extensive discussion and collaboration on diagrammatics in this subsection.

[^8]:    ${ }^{12}$ Note that we do not have the cross term of the reparametrization and $\hat{s o}(M)$ zero modes at quadratic level (4.21) because the fluctuation $\boldsymbol{\rho}$ is traceless. When we consider $\mathrm{U}(1)$ symmetry with non-zero "spectral asymmetry" [27], we expect to have such a cross term.

[^9]:    ${ }^{13}$ In fact, the $\frac{a}{z}$ correction to the constant dilaton provides a strong evidence for the conjecture. But, we will not discuss in detail in this paper, and refer the readers [9] for the details.

[^10]:    ${ }^{14}$ Not all singlet channel saturate chaos bound. See $\mathrm{U}(M)$ case in appendix B.

[^11]:    ${ }^{15}$ More precisely, there would be $\frac{q!}{2^{\frac{q}{2}}\left(\frac{q}{2}\right)!}$ independent $\mathrm{SO}(M)$ invariant interactions.

[^12]:    ${ }^{16}$ For example, one can treat the original SYK model as if the only possible $\alpha$ is 1 . Then, the only possible representation is Young tableau with one row (fully symmetric one). Then, the coupling constant $J_{i_{1} \cdots \propto}$ which corresponds to Young tableau with one column (fully anti-symmetric one) will survive.

[^13]:    ${ }^{17}$ I thank Yang Lei for pointing out this.

