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1 Introduction

Finite-volume renormalization schemes have now a long history in lattice field theory

(see [1–3] or the pedagogical reviews [4, 5]). Asymptotic freedom tells us that at small

distances QCD is well described by perturbation theory, while at large scales QCD is a

strongly interacting theory. Instead of trying to accommodate these two scales in a single
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lattice simulation, the idea of finite-size scaling exploits the size of a finite volume world as

renormalization scale. A single lattice simulation can resolve only a limited range of scales,

but one can match different lattices and adopt a recursive procedure to cover a large range of

scales. In this way one can connect the perturbative and non-perturbative regimes of QCD.

Beside a successful application of the finite-size scaling technique in the case of pure

Yang-Mills theory [2, 3], the running coupling [6–10] and quark mass [11–13] have been

computed non-perturbatively in QCD with different flavour content by ALPHA and other

collaborations. Since the general idea of finite-size scaling is a very powerful tool to solve

scale dependent renormalization problems, it is not surprising that it is broadly used also

in other strongly interacting theories, even in effective theories such as HQET [14–16].

There has been a growing interest in other than QCD strongly interacting gauge theories,

especially in connection with electroweak symmetry breaking and quasi-conformal behavior

(see for example [17] and references therein). Finite-size scaling techniques are also a

powerful tool to study these systems.

Basically there are two things that are needed to perform the previously sketched

program. First one needs to define exactly what is meant by a finite-volume scheme,

i.e., one has to specify the boundary conditions of the fields. Second, one needs a non-

perturbative definition of the coupling. In principle there are many valid possibilities, but

practical considerations have to be taken into account. Good options should allow for an

easy evaluation of the coupling constant both in perturbation theory and in a numerical,

non-perturbative (lattice) simulation.

The rest of this section is mainly dedicated to explain why we choose the Schrödinger

functional (SF) scheme [2] as our finite-volume setup and the Wilson flow for a non-

perturbative definition of the coupling [18]. To simplify the following discussion we will

argue about a pure SU(N) gauge theory in 4-dimensional Euclidean space-time.

In the Schrödinger functional [2, 19] one embeds the fields in a finite volume box of

dimensions L3 × T . Gauge fields in the SF are periodic in the three spatial directions and

have Dirichlet boundary conditions in time direction (i.e. one fixes the value of the gauge

fields at x0 = 0, T ). The value of the gauge fields at the time boundaries are called boundary

fields. One can interpret the partition function of the theory as the transition amplitude

of the gauge field to propagate from the boundary value at x0 = 0 to the boundary value

at x0 = T . Such a setup has nice properties in perturbation theory. In particular with a

smart choice of the boundary fields one can guarantee that there is a unique gauge field

configuration (up to gauge transformations) that is a global minimum of the action. This

avoids some difficulties with perturbation theory [20–22]. The reader interested in this

issue will appreciate the original literature, as well as the nice discussion in [23].

Recently, the gradient flow has been used in different contexts [24–26], but it is the

proposal made in [18] to define a renormalized coupling through the gradient flow in non-

abelian gauge theories what inspires this work. The gradient flow defines a family of

gauge fields parametrized by a continuous flow time t. The flow equation brings the gauge

field towards the minimum of the Yang-Mills action, and therefore represents a smoothing

process. The key point is that correlation functions of the smoothed gauge field defined at
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t > 0 are automatically finite [27]. One can use the expectation value of the energy density,

〈E(t)〉 =
1

4
〈Gµν(t)Gµν(t)〉 , (1.1)

where Gµν(t) is the field strength of the gauge field at flow time t, to give a non-perturbative

definition of the gauge coupling. This idea was applied to set the scale in lattice simula-

tions [18, 28], to tune anisotropic lattices [29] and more recently in a similar context of this

work (finite-size scaling, but using a box with periodic boundary conditions) to compute

the step scaling function in SU(3) with four fermion species [30].

In this paper we investigate the perturbative behavior of the Wilson flow in the

Schrödinger functional. This motivates us to propose a gradient flow coupling

g2
GF(L) = N−1t2〈E(t)〉 = g2

MS +O(g4
MS), (1.2)

with a normalization factor N to be determined later, valid for an arbitrary SU(N) gauge

field coupled (or not) to fermions. Relating t and L the coupling depends only on one

scale, the size of the finite volume box, and therefore can be used for a finite-size scaling

procedure in the same way as the traditional SF coupling.

The paper is organized as follows: in the next section we investigate the perturbative

behavior of 〈E(t)〉 in the SF, both in the continuum and on the lattice. Section 3 uses this

information to define the gradient flow coupling in the SF, and to discuss some practical

issues: cutoff effects, boundary fields and fermions. In section 4 we investigate this coupling

numerically on a set of lattices in a physical volume of L ∼ 0.4 fm and finally conclude in

section 5. Details needed for the computation have been summarized in form of appendices:

a summary with some useful notation A, heat kernels B, propagators in the SF C and finally

some practical details on how to integrate the Wilson flow in numerical simulations D.

2 Perturbative behavior of the Wilson flow in the SF

We would like to start this section by recalling the original proposal of using the Wilson

flow and the energy density as a definition for a coupling in gauge theories [18]. Later it

will become clear what role the SF setup plays.

2.1 Generalities

By considering the gauge fields to be functions of an extra flow time t, not to be confused

with Euclidean time, denoted x0, the Wilson flow is defined by the non-linear equation

dBµ(x, t)

dt
= DνGνµ(x, t) , Bµ(x, 0) = Aµ(x) , (2.1)

where

Gµν = ∂µBν − ∂νBµ + [Bµ, Bν ] (2.2)

is the field strength. Due to DνGνµ ∼ − δSYM[B]
δBµ

gauge fields along the flow become

smoother, eventually reaching a local minimum of the Yang Mills action: the flow smooths

– 3 –
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the fields over a region of radius
√

8t. The somewhat surprising result of [18, 27] is that

correlation functions made of this smoothed field have a well-defined continuum limit.

In particular the energy density in SU(N) Yang-Mills theory in infinite volume has the

perturbative behavior

〈E(t)〉 =
1

4
〈GµνGµν〉 =

3(N2 − 1)g2
MS

128π2t2
(1 + c1g

2
MS +O(g4

MS)) . (2.3)

At a scale µ = 1/
√

8t, c1 is a numerical constant and gMS(µ) is the renormalized coupling

in the MS scheme. Therefore one can define a running coupling constant α(µ) from

t2〈E(t)〉 =
3(N2 − 1)

32π
α(µ) . (2.4)

These expressions are valid in infinite volume. What about the Schrödinger Functional?

The computation is completely analogous, but we have to impose the correct boundary

conditions to the gauge fields. As we have mentioned in the SF gauge fields are restricted

to a box of dimensions L3 × T . They are periodic in the three spatial directions and the

spatial components have Dirichlet boundary conditions at x0 = 0 and x0 = T . We are

going to work exclusively with zero boundary fields, which means

Bµ(x+ k̂L, t) = Bµ(x, t) , (2.5)

Bk(x, t)|x0=0,T = 0 . (2.6)

The flow equation (2.1) has to be solved maintaining these boundary conditions at all flow

times t. To apply the idea of finite-size scaling, as has previously been done in [23] in a

periodic box, one simply has to run the renormalization scale with the size of the finite

volume box given by L via

µ =
1√
8t

=
1

cL
. (2.7)

Here c is a dimensionless constant that represents the fraction of the smoothing range over

the total size of the box. In this way the flow coupling will not depend on any scale other

than L. The renormalization scheme will depend on the values of c, ρ = T/L and1 x0/T

g2
GF(L) = N−1(c, ρ, x0/T )t2〈E(t, x0)〉

∣∣∣
t=c2L2/8

, (2.8)

where N−1(c, ρ, x0/T ) will be computed in the next section in order to ensure

g2
GF = g2

0 +O(g4
0) . (2.9)

2.2 Continuum

Our computation follows the lines of [27]. First we consider the modified flow equation

dBµ
dt

= DνGνµ + αDµ∂νBν , Bµ(x, 0) = Aµ(x) . (2.10)

1Note that in the SF the boundary conditions break the invariance under time translations. Therefore

〈E(t, x0)〉 will depend explicitly on x0.
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One can transform a solution of the last equation into a solution of the canonical flow

equation (2.1) (corresponding to α = 0) by a flow-time dependent gauge transformation.

In particular, if Bµ is a solution of (2.10) one can construct a solution of (2.1) via

Bµ
∣∣
α=0

= ΛBµΛ−1 + Λ∂µΛ−1 (2.11)

as long as Λ obeys the equation

dΛ

dt
= αΛ∂µBµ ; Λ

∣∣
t=0

= 1 . (2.12)

This shows that gauge-invariant quantities are independent of α. For instance, setting

α = 1 turns out to be a very convenient choice for perturbative computations. Due to the

periodicity in the spatial directions it is natural to expand the gauge fields as

Aµ(x) =
1

L3

∑

p

eıp·xÃµ(p, x0) . (2.13)

As already mentioned, in the SF the gauge field is periodic in the three spatial directions

and its spatial components have Dirichlet boundary conditions in time, eq. (2.5) and (2.6)

respectively. On the other hand the boundary conditions of the time component of the

gauge field are not fixed but naturally emerge through the gauge fixing condition.2 To

properly derive the boundary conditions for B0 it is convenient to work in the lattice

formulation and derive the boundary conditions by taking the continuum limit. We will

postpone this derivation to the next section and simply state the result here: B0 obeys

Neumann boundary conditions at non-vanishing spatial momentum, while for zero mo-

mentum B0 obeys mixed boundary conditions. Thus in the present set-up the full set of

boundary conditions reads

∀p : B̃k(p, x0, t)|x0=0,T = 0 , (2.14a)

p 6= 0 : ∂0B̃0(p, x0, t)|x0=0,T = 0 , (2.14b)

p = 0 : B̃0(0, x0, t)|x0=0 = 0 , ∂0B̃0(0, x0, t)|x0=T = 0 . (2.14c)

The modified Wilson flow equation with α = 1 is given by

dBµ
dt

= DνGνµ +Dµ∂νBν . (2.15)

After rescaling the gauge potential with the bare coupling Aµ → g0Aµ, the flow becomes a

function of the coupling

B̃µ(p, x0, t) =

∞∑

n=1

B̃µ,n(p, x0, t)g
n
0 . (2.16)

Inserting this expression in the modified flow equation, we find that to leading order in g0

the flow equation is just the heat equation with initial condition Aµ:

dB̃µ,1(p, x0, t)

dt
= (−p2 + ∂2

0)B̃µ,1(p, x0, t) (2.17)

B̃µ,1(p, x0, 0) = Ãµ(p, x0) , (2.18)

2The authors want to thank M. Lüscher for helping us to understand this point.
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i.e., to leading order the Wilson flow is the heat flow. We also observe that different

momentum modes do not couple to each other at this order. Together with the fact that

the zero momentum mode B0(0, x0, t) does not contribute to the observable of interest,

E(t) = 1
4GµνGµν , we can safely neglect the special treatment that the boundary conditions

of the zero momentum mode B0(0, x0, t) would otherwise require in the following discussion.

We have to solve the heat equation respecting the boundary conditions (2.14). This is

easily done by using appropriate heat kernels

B̃k,1(p, x0, t) = e−p
2t

∫ T

0
dx′0K

D(x0, x
′
0, t)Ãk(p, x

′
0) , (2.19a)

B̃0,1(p, x0, t) = e−p
2t

∫ T

0
dx′0K

N (x0, x
′
0, t)Ã0(p, x′0) (p 6= 0) . (2.19b)

Since the boundary conditions of the field B̃µ,1(p, x0, t) are inherited from the boundary

conditions of the heat kernels, we have to choose them with the correct boundary condi-

tions. Heat kernels with either Dirichlet (KD(x, x′, t)) or Neumann (KN (x, x′, t)) boundary

conditions can be constructed from the basic periodic (KP (x, x′, t)) heat kernel in [0, L]

given by

KP (x, x′, t) =
1

L

∑

p

e−p
2teıp(x−x

′),

(
p =

2πn

L
; n ∈ Z

)
. (2.20)

Explicit expressions are given in appendix B.

Our observable, the energy density 〈E(t, x0)〉, has an expansion in powers of g0. The

leading contribution is given by

E0(t, x0) =
g2

0

2
〈∂µBa

ν,1∂µB
a
ν,1 − ∂µBa

ν,1∂νB
a
µ,1〉 . (2.21)

We are going to split the computation in two parts, one involving only the spatial compo-

nents of Gµν , and the other involving the mixed time-space components of Gµν

Es0(t, x0) =
g2

0

2
〈∂iBa

k,1∂iB
a
k,1 − ∂iBa

k,1∂kB
a
i,1〉 , (2.22)

Em0 (t, x0) =
g2

0

2
〈∂0B

a
k,1∂0B

a
k,1 − ∂0B

a
k,1∂kB

a
0,1〉 . (2.23)

Inserting for instance expression (2.19) into (2.22) we obtain

Es0(t, x0) = − g2
0

2L6

∑

p,q

e−t(p
2+q2)eı(p+q)x

∫ T

0
dx′0dy′0K

D(x0, x
′
0, t)K

D(x0, y
′
0, t)

×
[
piqi〈Ãak(p, x′0)Ãak(q, y

′
0)〉 − piqk〈Ãai (p, x′0)Ãak(q, y

′
0)〉
]
. (2.24)

The final result is obtained inserting the SF gluon propagator [31, 32]. Since our observable

is invariant under gauge transformations of the Aµ(x) field we will use the Feynman gauge,

where the expression for the gluon propagator turns out to be more easy (for additional

details see appendix C).3

〈Ãai (p, x0)Ãbk(q, y0)〉 = L3δabδikδp,−q
1

T

∑

p0

sp0(x0)sp0(y0)

p2 +
(p0

2

)2 +O(g2
0) . (2.25)

3We have checked that the result is independent of the gauge choice.
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To shorten notation we use

sp0(x) = sin
(p0x

2

)
, cp0(x) = cos

(p0x

2

)
, p0 =

2πn0

T
. (2.26)

After some algebraic work one arrives at the expression

t2Es0(t, x0)
∣∣∣
t=c2L2/8

=
c4(N2 − 1)g2

0

64ρ

∑

n,n0

e
−c2π2(n2+ 1

4ρ2
n2
0) n2

n2 + 1
4ρ2
n2

0

s2
n0

(x0) (2.27)

and a very similar computation leads to

t2Em0 (t, x0)
∣∣∣
t=c2L2/8

=
c4(N2 − 1)g2

0

128ρ

∑

n,n0

e
−c2π2(n2+ 1

4ρ2
n2
0) n2 + 3

4ρ2
n2

0

n2 + 1
4ρ2
n2

0

c2
n0

(x0) . (2.28)

2.3 Lattice

On the lattice one defines the Wilson flow as

a2∂tVµ(x, t) = −g2
0{T a∂ax,µSw(V )}Vµ(x, t) , Vµ(x, 0) = Uµ(x) . (2.29)

If f(Uµ(x)) is an arbitrary function of the link variable Uµ(x), the components of its Lie-

algebra valued derivative ∂ax,µ are defined as

∂ax,µf(Uµ(x)) =
df(eεT

a
Uµ(x))

dε

∣∣∣∣
ε=0

. (2.30)

In a neighborhood of the classical vacuum configuration the lattice fields Uµ(x) and Vµ(x, t)

are parametrized as follows:

Uµ(x) = exp{ag0Aµ(x)} , Vµ(x, t) = exp{ag0Bµ(x, t)} . (2.31)

2.3.1 Gauge fixing

To simplify our perturbative computations it is useful to study a modified equation with a

gauge damping term. It is easy to check that the lattice flow equation (2.29) is invariant

under flow-time independent gauge transformations. On the other hand one can consider

the modified equation

a2∂tV
Λ
µ (x, t) = g2

0

{
−
[
T a∂ax,µSw(V Λ)

]
+ a2D̂Λ

µ

[
Λ−1(x, t)Λ̇(x, t)

]}
V Λ
µ (x, t) , (2.32)

with V Λ
µ (x, 0) = Uµ(x) and the forward lattice covariant derivative D̂Λ

µ acting on Lie-algebra

valued functions according to

D̂µf(x) =
1

a

[
Vµ(x, t)f(x+ µ̂)V −1

µ (x, t)− f(x)
]
. (2.33)

With ∂̂, ∂̂∗ we denote the forward/backward finite differences respectively as defined in

appendix A.
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The solutions of the modified equation (2.32) and the original flow equation (2.29) are

related by a gauge transformation

Vµ(x, t) = Λ(x, t)V Λ
µ (x, t)Λ−1(x+ µ̂, t) (2.34)

and therefore one can freely choose the function Λ(x, t). To fix the gauge the most natural

choice is to use the same functional that is used for the conventional gauge fixing. As is

detailed in appendix C, we choose

Λ−1 dΛ

dt
=





α∂̂∗µBµ(x, t) if 0 < x0 < T ,

α a2

L3

∑
xB0(x, t) if x0 = 0

0 if x0 = T

(2.35)

with initial condition

Λ
∣∣
t=0

= 1 . (2.36)

Note Λ(x, t) does not depend on x at x0 = 0 and x0 = T , as a decent gauge transforma-

tion should be in the Schrödinger functional according to our conventions (see appendix C

for details).

We observe that on the lattice the time component of the gauge field B0(x, t) is com-

pletely free and does not obey any particular boundary conditions. To understand how the

boundary conditions for B0(x, t) arise in the continuum theory, one can extend the domain

of definition of B0(x, t) to −a ≤ x0 ≤ T and choose to fix the additional variables with

the condition

∂̂∗0B0(x, t) =

{
a2

L3

∑
xB0(x, t) if x0 = 0 ,

0 if x0 = T .
(2.37)

This equation can be interpreted as a boundary condition for the B0(x, t) field. In par-

ticular B0(x, t) has Neumann boundary conditions at x0 = 0, T , except for its spatial

momentum zero mode that has a mixture of Neumann boundary conditions at x0 = T and

Dirichlet boundary conditions at x0 = −a.

p 6= 0 : ∂̂∗0B̃0(p, x0, t)|x0=0,T = 0 , (2.38)

p = 0 : B̃0(0, x0, t)|x0=−a = 0 , ∂̂∗0B̃0(0, x0, t)|x0=T = 0 .

This justifies our previous choice of boundary conditions in the continuum, eq. (2.14). With

this useful convention in mind eq. (2.35) simply reads

Λ−1 dΛ

dt
= α∂̂∗µBµ(x, t) . (2.39)

2.3.2 Behaviour of 〈E(t)〉 in lattice perturbation theory

We again note that the value of any gauge invariant observable is independent of our

choice of α in equation (2.39). In particular, with the choice α = 1 the modified flow

equation reads

a2∂tVµ(x, t) = g2
0

{
−[T a∂ax,µSw(V )] + a2D̂µ(∂̂∗νBν)

}
Vµ(x, t) , Vµ(x, 0) = Uµ(x) ,

(2.40)

– 8 –



J
H
E
P
1
0
(
2
0
1
3
)
0
0
8

and to first order in g0

∂tBµ,1(x, t) = ∂̂ν ∂̂
∗
νBµ,1(x, t) . (2.41)

Using periodicity in the spatial directions, we expand

Bi(x, t) =
1

L3

∑

p

eıp·xeıapi/2B̃i(p, x0, t) , (2.42)

B0(x, t) =
1

L3

∑

p

eıp·xB̃0(p, x0, t) , (2.43)

and the flow equation becomes

∂tB̃µ,1(p, x0, t) = (−p̂2 + ∂̂0∂̂
∗
0)B̃µ,1(p, x0, t) , (2.44)

where p̂ is the usual spatial lattice momentum, see appendix A.

Now we have to solve a special type of heat equation in which the Laplacian is substi-

tuted by a discrete version, but the flow time remains a continuous variable. The strategy

is very similar: We find the fundamental solutions of this equation, i.e., the discrete heat

kernels given in appendix B, and write

B̃k,1(p, x0, t) = e−p̂
2t

T∑

x′0=0

K̂D(x0, x
′
0, t)Ãk(p, x

′
0) , (2.45)

B̃0,1(p, x0, t) = e−p̂
2t

T∑

x′0=0

K̂N (x0, x
′
0, t)Ã0(p, x′0) (p 6= 0) . (2.46)

Then we have to insert this in our lattice observable 〈E〉. We use the clover definition for

Gµν that to leading order in g0 reads

Gµν =
g0

2
∂̃µ [Bν,1(x) +Bν,1(x− ν̂)]− g0

2
∂̃ν [Bµ,1(x) +Bµ,1(x− µ̂)] +O(g2

0) , (2.47)

where ∂̃µ = 1
2(∂̂µ+∂̂∗µ). The computation is completed by using the lattice gluon propagator

〈Ãai (p, x0)Ãbk(q, y0)〉 = L3δabδikδp,−q
1

T

∑

p0

ŝp0(x0)ŝp0(y0)

p̂2 + p̌2
0

+O(g2
0) . (2.48)

For the spatial part of the contribution to the energy density we arrive at

t2Ês0(t, x0)
∣∣∣
t=c2L2/8

=
(N2 − 1)c4g2

0

128ρ

∑

p,p0

e−
L2c2

4
(p̂2+p̌20) ×

p̊2 cos2(api/2)− (p̊i cos(api/2))2

p̂2 + p̌2
0

ŝ2
p0(x0) , (2.49)

while for the mixed part we obtain

t2Êm0 (t, x0)
∣∣∣
t=c2L2/8

=
(N2 − 1)c4g2

0

128ρ

∑

p,p0

e−
L2c2

4
(p̂2+p̌20) ×

p̊2 cos2(ap0/4) + 1
4 p̂

2
0 cos2(api/2)

p̂2 + p̌2
0

ĉ2
p0(x0 − a/2) . (2.50)

The definitions of the lattice momenta p̂, p̌, p̊ and the functions ŝp(x), ĉp(x) are summarized

in appendix A.
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2.4 Tests

There are several tests that can be performed to check the previous computations. Let

us first concentrate on the continuum computation. At fixed t, the infinite volume limit

L → ∞ (with ρ kept constant) is taken through c → 0. For this case the continuum

expression transforms into an integral via

cn −→ p ,
c

ρ
k −→ p0 ,

c4

ρ

∑

n,k

−→
∫

d4p ,

and we obtain

lim
c→0

[
t2Es0(t, T/2) + t2Em0 (t, T/2)

]
=
g2

0(N2 − 1)

128

∫
d4p e−π

2(p2+p20) 2p2 + p2 + 3p2
0

p2 + p2
0

=
3g2

0(N2 − 1)

128π2
(2.51)

thus recovering the infinite volume result of [27].

Another rather obvious check is that one should recover the continuum result from

the lattice expression in the limit a/L→ 0. This can be easily checked by noting that the

sums (2.49) and (2.50) are dominated by terms with small lattice momenta apµ → 0.

Finally we have performed some simulations with the openQCD code [33] at small values

of the bare coupling in a pure SU(3) gauge theory. Using a 83 × 7 lattice and varying

the value of the bare coupling (β = 60, 120, 240, 360, 480, 600, 720, 840, 960, 1080, 1200) we

compare the analytical lattice prediction and the numerical results after collecting 10000

measurements of the gradient flow coupling for each value of β. We use the clover definition

for Gµν to compute the value of

t2〈E(t, x0)〉|t=c2L2/8 . (2.52)

The lattice computation of

t2Ê0(t, x0) = t2
[
Ês0(t, x0) + Êm0 (t, x0)

]
(2.53)

can be checked in the following way: plotting

〈E(t, x0)〉 − Ê0(t, x0)

Ê0(t, x0)

∣∣∣
t=c2L2/8

= O(g2
0) (2.54)

versus g2
0 one expects a linear behavior with zero intercept for all values of c and x0. A

couple of typical cases are shown in figure 1, while table 1 shows the results of the χ2/dof

of the fits and the intercepts for all values of c and x0.

All intercepts are of the order 10−4 and compatible with zero within errors. The

difference in Ê0(t, x0) for different values of c, x0 or between the continuum and the lattice

result varies between 5% and 10%. We note that this last test is highly non-trivial since it

is done for arbitrary x0 at ρ 6= 1 on a small lattice where cutoff effects tend to be larger.
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(a) c = 0.3 and x0/a = 6.

-0.01
 0

 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0.07
 0.08
 0.09

 0  0.02  0.04  0.06  0.08  0.1

g0
2

Data
Fit

(b) c = 0.4 and x0/a = 4.

Figure 1: Two examples of the perturbative prediction versus a large β pure gauge sim-

ulation. The fit to a linear behavior in g2
0 intercepts at zero with a precision of about

10−4.

c x0 = 1 x0 = 2 x0 = 3 x0 = 4 x0 = 5 x0 = 6

0.3
1.77 1.53 1.31 1.68 2.10 1.70 χ2/ndof

5(7) −2(5) −6(5) −8(5) −4(6) 4(6) Intercept×104

0.4
1.37 0.98 0.89 1.35 1.34 0.91 χ2/ndof

0(1) 0(7) −4(5) −7(6) −3(8) 5(8) Intercept×104

Table 1: Parameters of the fits to the large β simulations. All the fits have a good quality

and the intercepts are zero within errors, with uncertainties of the order of 10−4.

3 Definition of the flow coupling

Using our continuum result

N (c, ρ, x0/T ) =
c4(N2 − 1)

128ρ

∑

n,n0

e
−c2π2(n2+ 1

4ρ2
n2
0)

×
2n2s2

n0
(x0) + (n2 + 3

4ρ2
n2

0)c2
n0

(x0)

n2 + 1
4ρ2
n2

0

(3.1)

we define the gradient flow coupling for non-abelian gauge theories in the SF by means of

g2
GF(L) =

[
N−1(c, ρ, x0/T ) · t2〈E(t, x0)〉

]
t=c2L2/8

. (3.2)

This definition of the coupling is valid if the gauge field is coupled to fermions in arbitrary

representations. As the reader may have noticed the scheme that defines the coupling

depends not only on the quantities c, ρ, x0, but also on the value of the fermionic phase

angle and the background field. In the simulations of the Schrödinger functional it is

customary to include a phase angle θ in the fermionic spatial boundary conditions. In

principle different values of θ are different schemes, although we have observed in some
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[
N̂−1(c, ρ, x0, a/L)−N−1(c, ρ, x0)

]/
N−1(c, ρ, x0)
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0
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0.06

0.08

c

L/a = 6

L/a = 8

L/a = 10

L/a = 12

L/a = 14

L/a = 16

L/a = 18

L/a = 20

L/a = 22

L/a = 24

Figure 2: Leading order relative cutoff effects of the gradient flow coupling as a function

of the smoothing ratio c for different L/a at ρ = 1 and x0 = T/2.

practical situations that the difference of the gradient flow coupling between θ = 0 and

θ = 0.5 is below the 2%.

Up to now we have worked exclusively with zero background fields, but the generaliza-

tion to other values is straightforward. It only requires the modification of the heat kernels

to preserve the value of the boundary fields and a modified form of the propagator [32].

Nevertheless common wisdom suggests that cutoff effects are reduced for zero background

field, therefore we prefer to work in this scheme. In this case the definition of the coupling

is also symmetric about x0 = T/2 and we choose that value to minimize boundary effects.

Also choosing ρ = T/L = 1 seems reasonable and leaves us with a one-parameter family of

couplings, parametrized by the smoothing ratio c.

By comparing the lattice and continuum behavior of the energy density as a function

of c we can compute the leading order size of cutoff effects in the gradient flow coupling.

As the reader can see in figure 2, the cutoff effects are large for small values of c, reach a

minimum around c ∼ 0.5 and then grow again. We recall that with c = 0.5 the smoothing

radius is equal to L/2, and therefore one is effectively smoothing over all the lattice. For

c = 0.3 cutoff effects are smaller than 10% for a lattice of size L/a ≥ 8, while for c = 0.4

even the L/a = 6 lattice has cutoff effects of about 10%.

This figure suggests using c = 0.5 as a preferred scheme, but later, when lattice simu-

lations enter into the game, we will see that the statistical errors of the coupling also grows

with c, and therefore in practice it is better to stay with c ∈ [0.3, 0.5], probably depending

on the particular case, but this is the subject of the next section.

We would also like to comment that if one is performing numerical simulations with

the Wilson gauge action, one can benefit from smaller cutoff effects by using the lattice
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c

Figure 3: The gradient flow coupling as function of the flow time through c =
√

8t/L for

our lattices L1/a = 6, 8, 10, 12, 16 defined by a line of constant physics as described in the

text. The right plot is a zoom of the dashed box in the left plot. The uncertainties are

barely visible at this scale.

prediction to normalize the coupling. Defining

N̂ (c, ρ, x0/T, a/L) =
(N2−1)c4

128ρ

∑

p,p0

e−
L2c2

4
(p̂2+p̌20)

{
p̊2 cos2(api/2)−(p̊i cos(api/2))2

p̂2 + p̌2
0

ŝ2
p0(x0)

+
p̊2 cos2(ap0/4) + 1

4 p̂
2
0 cos2(api/2)

p̂2 + p̌2
0

ĉ2
p0(x0 − a/2)

}
(3.3)

the coupling is given by

g2
GF(L) =

[
N̂−1(c, ρ, x0/T, a/L) · t2〈E(t, x0)〉

]
t=c2L2/8

. (3.4)

Obviously both definitions of the coupling differ only by cutoff effects.

We finally want to mention that it is possible to define analogous couplings by using

only the spatial components 〈Gik(t)Gik(t)〉. In a lattice simulation one stays further away

from the boundaries by not including plaquettes with links in the time direction. This may

result in smaller cutoff effects, although this point needs further investigations.

4 Non-perturbative tests

In this section we would like to analyze the gradient flow coupling numerically. We want

to estimate both the size of cutoff effects and the numerical cost of evaluating the new

gradient flow coupling. The main result of this section is that both quantities depend on

the particular scheme via the parameter c. When c is increased cutoff effects decrease, but

the numerical cost increases. We find that the window of values c ∈ [0.3, 0.5] allows a very

precise determination with a mild continuum extrapolation.

4.1 Line of constant physics

As framework for our tests we choose a set of Nf = 2 Schrödinger functional simulations

at a line of constant physics as given through

g2
SF(L1) ≡ u = 4.484 and m(L1) = 0 , (4.1)
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Figure 4: A global view on the gradient flow coupling results for all five ensembles and

c ≥ cmin = max({a/L}). The connecting lines are drawn to guide the eye along results at

constant smoothing ratio with values given in the plot.

where g2
SF is the traditional SF coupling and m the renormalized PCAC mass. From

reference [34] we know that the physical volume is roughly L1 ∼ 0.4 fm. The available

five different ensembles are lattices with L/a ∈ {6, 8, 10, 12, 16} at T = L with vanishing

boundary gauge fields and a fermionic phase angle θ = 0.5. Each ensemble consists of at

least 8000 configurations separated by τmeas = 10 molecular dynamic units (MDU). We

refer the reader to the appendices in [35] for any unexplained detail concerning the physics

and run parameters.

We would like to measure the value of the gradient flow coupling in these ensembles.

Since they have been tuned to have constant SF coupling, equivalent to constant volume

in the continuum, we define the function

Ω(u; c, a/L) =
[
N̂−1(c, 1, 1/2, a/L) · t2〈E(t, T/2)〉

]u=4.484,msea=0, θ=0.5

t=c2L2/8
(4.2)

that at fixed c has the gradient flow coupling as continuum limit

g2
GF(L) = ω(u; c) ≡ lim

a/L→0
Ω(u; c, a/L) . (4.3)

We will also use some ensembles with larger lattices (L1/a = 24, 32, 40) but lower

statistics. These have been defined by a slightly different line of constant physics:

g2
SF(L1/2) ≡ ũ = 2.989 and m(L1/2) = 0 , (4.4)

that is, at a fixed SF coupling corresponding to half the scale L1. Both LCP’s are related

through the step scaling function in two-flavour QCD [8],

g2
SF(L1) = σ(2.989) = 4.484(48) , (4.5)

and thus differ only by cutoff effects. The statistics for this second set of ensembles is

smaller (∼ 800 measurements). For these additional lattices we define a function similar
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L/a 6 8 10 12 16 12*

β 5.2638 5.4689 5.6190 5.7580 5.9631 5.8120

κsea 0.135985 0.136700 0.136785 0.136623 0.136422 0.136617

Nmeas 12160 8320 8192 8280 8460 2392

g2SF(L1) 4.423(75) 4.473(83) 4.49(10) 4.501(91) 4.40(10) 4.218(49)

Ω(u; 0.3, a/L) 4.818(55) 4.728(61) 4.627(73) 4.518(67) 4.441(74) –

g2GF 4.8178(46) 4.7278(46) 4.6269(47) 4.5176(47) 4.4410(53) 4.310(8)

τint 0.57(2) 0.51(2) 0.62(3) 0.66(3) 0.92(6) 0.67(6)

RNS × 103 0.95(2) 0.97(2) 1.02(3) 1.04(3) 1.20(4) –

Ω(u; 0.4, a/L) 6.009(80) 5.699(88) 5.60(11) 5.484(96) 5.41(11) –

g2GF 6.0090(86) 5.6985(86) 5.5976(97) 5.4837(97) 5.410(12) 5.182(16)

τint 0.55(2) 0.52(2) 0.70(4) 0.76(4) 1.24(9) 0.73(7)

RNS × 103 1.43(3) 1.51(4) 1.73(5) 1.77(5) 2.23(9) –

Ω(u; 0.5, a/L) 7.11(12) 6.82(13) 6.76(15) 6.66(14) 6.60(15) –

g2GF 7.106(14) 6.817(15) 6.761(19) 6.658(19) 6.602(24) 6.223(29)

τint 0.54(2) 0.57(2) 0.82(5) 0.89(5) 1.49(12) 0.82(9)

RNS × 103 1.97(4) 2.26(5) 2.85(9) 2.81(9) 3.6(2) –

Table 2: Lattice run parameters (see [35] for more details) and results for the gradient

flow coupling at smoothing ratio c ∈ {0.3, 0.4, 0.5}. Errors are computed using the Γ-

method [36]. We show the values of the gradient flow coupling g2
GF(L1) and of the function

Ω(u; c, a/L). Furthermore, we quote the integrated auto-correlation time τint of g2
GF(L1),

estimated in units of the measurement frequency τmeas = 10 MDU (which is the same for

each lattice), and the noise-to-signal ratio RNS. The lattice labeled 12* is used to estimate

(∂Ω/∂u).

to Ω according to

Ω̃(u; c, a/L) =
[
N̂−1(c, 1, 1/2, a/L) · t2〈E(t, T/2)〉

]u=σ(ũ),msea=0, θ=0.5

t=c2L2/8
, (4.6)

that also has the same continuum limit.

All ensembles have been tuned to have constant SF coupling only with some statis-

tical accuracy. This propagates into an uncertainty in the determination of the functions

Ω(u; c, a/L) and Ω̃(u; c, a/L). This error can be estimated by simple propagation of errors,

for example applied to Ω(u; c, a/L) we have

δΩ(u; c, a/L) =

∣∣∣∣
∂Ω

∂u

∣∣∣∣ δu . (4.7)

To evaluate this uncertainty we use another ensemble (labeled 12∗ in table 2) with a

slightly different value of β but also tuned to have vanishing quark mass. By evaluating

both the SF coupling and Ω on this ensemble we can numerically estimate the derivative

in equation (4.7).4 This source of error in fact dominates the error budget of Ω(u; c, a/L),

which anticipates that the new coupling is numerically more precise.

4For c = 0.3, 0.4, 0.5 we obtain (∂Ω/∂u) = 0.7, 1.1, 1.5 respectively.
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L/a 24 32 40

β 6.2483 6.4574 6.6380

κsea 0.1359104 0.1355210 0.1351923

Nmeas 632 800 850

τmeas 10 MDU 10 MDU 4 MDU

g2SF(L1/2) 2.989(30) 2.989(35) 2.989(43)

Ω̃(u; 0.3, a/L) 4.405(45) 4.402(53) 4.335(71)

g2GF 4.405(28) 4.402(40) 4.335(62)

τint/τmeas 2.0(5) 3.9(1.2) 12(5)

Ω̃(u; 0.4, a/L) 5.39(8) 5.46(12) 5.34(16)

g2GF 5.39(6) 5.46(11) 5.34(15)

τint/τmeas 2.5(7) 6.1(2.1) 19(9)

Ω̃(u; 0.5, a/L) 6.64(14) 6.87(25) 6.67(30)

g2GF 6.62(12) 6.87(24) 6.67(29)

τint/τmeas 2.9(9) 7.4(2.8) 21(10)

Table 3: Same as table 2 but for the second line of constant physics, eq. (4.4).

4.2 Numerical results and computing cost

Figure 3 shows the gradient flow coupling as a function of c for the different ensembles.

For c ∈ [0.3, 0.5] we observe a monotonic behavior of g2
GF with a/L. As figure 4 shows this

seems to be the scaling region of the gradient flow coupling for lattices with L/a > 8, and

therefore this is the region on which we will focus from now on.

In figure 5 we present the noise-to-signal ratio

RNS =
∆g2

GF

g2
GF

(4.8)

as obtained in our analysis as function of c for the individual lattices. We observe that the

noise-to-signal ratio increases with increasing c (see table 2). Although our statistics does

not allow us to draw definite conclusions, we observe a behavior compatible with a power-

like scaling of RNS with c. The behavior seems to be universal and independent of a/L in

contrast to the traditional SF coupling, that has a divergent variance when approaching the

continuum [37]. The product
√
NmeasRNS can directly be translated in the cost of obtaining

the new gradient flow coupling with some precision. 8000 measurements are enough to

achieve a precision of 0.1% for c = 0.3, while for c = 0.5 the precision decreases to 0.35%.

In figure 6 we plot the integrated auto-correlation time τint for the different ensembles.

The lattices L/a = 6, 8 have τint ∼ 0.5 which means that the available configurations are too

far separated in Monte Carlo simulation time to detect any auto-correlations in the chain.

The L/a = 10, 12, 16 lattices show a clear increase of auto-correlations with increasing L/a.

As can be inferred from figure 6 this increase is compatible with a scaling ∼ 1/a2 towards
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Figure 5: Numerical cost of evaluating the gradient flow coupling. In the plot we show√
NmeasRNS as a function of c. For the interesting values of c ≥ 0.3 there seem to be a

power law scaling roughly universal for all values of L/a.
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Figure 6: (Left) Integrated auto-correlation time as a function of c for the lattices L/a =

6, 8, 10, 12, 16. (Right) (a/L)2τint as a function of L/a for three representative cases c =

0.3, 0.4, 0.5 and all lattices up to L/a = 40.

the continuum. This is much in accordance with the conjecture of [38, 39] for the scaling

behaviour of the HMC algorithm in an interacting theory, since we do not expect non-zero

topological charge sectors to contribute significantly at this small physical volume.

4.3 Cutoff effects

For the continuum approach of the function Ω(u; c, a/L) (and also of Ω̃(u; c, a/L)) we

observe a behaviour dominated by a linear scaling in (a/L)2. Hence, we choose

Ω(u; c, a/L) = ω(u; c)
{

1 +A(u; c) · (a/L)2
}

(4.9)

as fit ansatz to extract the continuum limit ω(u; c) = g2
GF(L) and the leading cutoff effects

A(u; c). Figure 7 shows examples of these extrapolations for three representative cases

c = {0.3, 0.4, 0.5}. We observe that cutoff effects decrease with increasing c. Quantitatively

this can be estimated by looking at the relative size of cutoff effects through the ratio

R(u; c; a/L) =
Ω(u; c, a/L)− ω(u; c)

ω(u; c)
, (4.10)
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Figure 7: (Left) Continuum extrapolations of Ω(u; c, a/L) for three different values of c =

0.3, 0.4, 0.5. Only the lattices with L/a = 8, 10, 12, 16 are used for the fit, but the L/a = 6

lattice as well as the larger lattices L/a = 24, 32, 40 are in the plot. (Top right) The value

of the gradient flow coupling in the continuum as a function of c. (Bottom right) Relative

size of the continuum extrapolation for the three representative cases c = 0.3, 0.4, 0.5.

that decreases by a factor 2 when c is increased from 0.3 to 0.5 (see figure 7).

Since in general cutoff effects of the SF step scaling function are very small, and given

the fact that cutoff effects of Ω(u; c, a/L) change with c, we think that the cutoff effects

in Ω(u; c, a/L) and Ω̃(u; c, a/L) are dominated by the lattice spacing dependence of the

new gradient flow coupling. Therefore we expect both functions to show roughly the same

scaling behavior. Although the points corresponding to Ω̃(u; c, a/L) have not been used for

the previous continuum extrapolations, we have added the points to the plots in figure 7.

The data fits well into the expected scaling behavior.

Summarizing figure 7 and table 2 we can say that when c is increased from c = 0.3

to c = 0.5 the relative cutoff effects decrease by about a factor of 2. We remember from

previous sections that this decrease of cutoff effects comes at the expense of an increased

relative statistical error (about three times larger when going from c = 0.3 to c = 0.5).

4.4 Mass dependence

Last but not least we have studied the mass dependence of the gradient flow coupling g2
GF as

it was done for g2
SF in [35]. For this purpose we have generated an ensemble with L/a = 8

at the same value of the bare coupling as the available one, but with a non-zero quark

mass. Actually the bare parameters of the simulation correspond to the lattice labeled as
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8∗ in [35], and the interested reader is encouraged to consult the original work for more

details. Defining the dimensionless PCAC quark mass z = Lm, we obtain

∂g2
GF

∂z

∣∣∣∣
u=4.484

=

{
0.19(7) for c = 0.3

0.17(9) for c = 0.4
, (4.11)

to be compared to the corresponding value of 1.4(4) for the Schrödinger functional coupling.

The mass dependence of the gradient flow coupling as defined in the present paper is smaller

by an order of magnitude.

5 Conclusions

The gradient flow can be used to define a renormalized coupling at a scale µ = 1/
√

8t. In

this work we have studied the perturbative behavior of the gradient flow in the Schrödinger

functional. By setting the renormalization scale proportional to the linear size of the SF

box, µ = 1/
√

8t = 1/cL, we have defined a family of running coupling constants valid for

an arbitrary SU(N) gauge field coupled to arbitrary fermions. Since this coupling defi-

nition does not depend on any scale but the finite volume, it can be used for finite-size

scaling purposes.

The coupling constant can be defined for different values of the background field in

the SF. Since one expects cutoff effects to be smaller for the case of vanishing background

field this is the case that we have studied in more detail. From our perturbative analysis

we have been able to study the size of cutoff effects to leading order. Cutoff effects tend

to be relatively large for either small or large values of c, but very mild for c ∈ [0.3, 0.5].

As an example for c = 0.3 the difference between the coupling in a L/a = 8 lattice and the

continuum is around 10%, while for c = 0.5 the difference between the continuum and the

value in an L/a = 6 lattice is below 4%.

We have analyzed a total of five ensembles tuned to have a constant SF coupling in

a physical volume of L ∼ 0.4 fm. The cutoff effects observed in the gradient flow coupling

on these ensembles shows a similar overall behavior as expected from earlier perturbative

considerations. Provided that the smoothing ratio c is choosen wisely we can conclude that

the gradient flow coupling has mild cutoff effects even for small lattices.

We have analyzed the numerical cost of evaluating the gradient flow coupling, and see

that it increases with c. Nevertheless it can be computed very precisely with a modest

numerical effort. For the case studied in detail, a box of size L ∼ 0.4 fm, we find that

roughly 8000 measurements are enough to obtain a precision of 0.1% for c = 0.3, even on

our larger lattice L/a = 16. The worst analyzed case at, c = 0.5, this precision drops to

the still very good figure of about 0.35%.

What is the most convenient scheme? From a practical point of view there is no need

to settle this discussion — and thus the unique definition of the scheme — immediately

since one measures the gradient flow coupling at different values of c in any case while

integrating the Wilson flow.

In summary we conclude that the gradient flow coupling in the SF has several prac-

tical advantages. It is valid for arbitrary SU(N) gauge fields coupled to fermions in any
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representation, having the universal two loop beta function. It has mild cutoff effects and

can be cheaply evaluated numerically with high precision. It has a very small dependence

on quark masses and is naturally defined with vanishing background field, avoiding the

generation of new ensembles just to compute the running coupling.

We think that the computation of the next order in the perturbative behavior of the

gradient flow coupling in the SF is very interesting, in particular in connection with the

determination of the Lambda parameter. This computation can also shed some light on an

optimal value of c for the matching between different schemes. There are many applications

for this new coupling, but we are particularly interested in using it to compute the step

scaling function of QCD. We believe that this can be achieved with a very high accuracy

with a modest computational effort.
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A Notation

Momenta are always defined to be

pi =
2πni
L

(A.1)

for the periodic, spatial directions and

p0 =
2πn0

T
(A.2)

in the time direction (x0). In the continuum sum over momenta are abbreviated by

∑

p

=

∞∑

n=−∞
, with p =

2πn

L
or p =

2πn

T
(A.3)
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while in the lattice we have finite sums

∑

pi

=

L/2a−1∑

ni=−L/2a
, with pi =

2πni
L

, (A.4)

∑

p0

=

T/a−1∑

n0=−T/a
, with p0 =

2πn0

T
. (A.5)

If we impose Dirichlet/Neumann boundary conditions on the interval x0 ∈ [0, T ]

f(x0)|x0=0,T = 0 Dirichlet, (A.6)

∂x0f(x0)|x0=0,T = 0 Neumann, (A.7)

the Laplacian has eigenfunctions and eigenvalues given by

sp0(x0) = sin(p0x0/2) = sin
(πn0x0

T

)
, (A.8)

cp0(x0) = cos(p0x0/2) = cos
(πn0x0

T

)
, (A.9)

respectively. The corresponding eigenvalues are given through

∂2
x0sp0(x0) = −

(p0

2

)2
sp0(x0) , (A.10)

∂2
x0cp0(x0) = −

(p0

2

)2
cp0(x0) , (A.11)

and these functions obey the completeness relations

1

2T

∑

p

sp(x)sp(x
′) = δxx′ , (A.12)

1

2T

∑

p

cp(x)cp(x
′) = δxx′ , (A.13)

1

T

∫ T

0
dx sp(x)sq(x) =

1

2
(δpq − δp,−q) , (A.14)

1

T

∫ T

0
dx cp(x)cq(x) =

1

2
(δpq + δp,−q) . (A.15)

On the lattice derivatives are substituted by finite differences

∂̂xf(x) =
1

a
(f(x+ a)− f(x)) , (A.16)

∂̂∗xf(x) =
1

a
(f(x)− f(x− a)) , (A.17)

and defining the family of lattice momenta

p̂µ =
2

a
sin
(
a
pµ
2

)
, p̊µ =

1

a
sin (apµ) , p̌µ =

2

a
sin
(
a
pµ
4

)
, (A.18)
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the discrete Laplacian ∂̂x∂̂
∗
x has eigenvalues/eigenfunctions with periodic boundary condi-

tions

∂̂∂̂∗eıpx = −p̂2eıpx , (A.19)

where p = 2πn/L. With Dirichlet/Neumann boundary conditions one has

∂̂∂̂∗ŝp(x) = −p̌2ŝp(x) Dirichlet , (A.20)

∂̂∂̂∗ĉp(x) = −p̌2ĉp(x) Neumann , (A.21)

where now

ŝp(x) = sin
(px

2

)
, (A.22)

ĉp(x) = cos

[
p(x+ a/2)

2

]
, (A.23)

satisfy similar completeness relations

1

2T

∑

p

ŝp(x)ŝp(x
′) = δxx′ , (A.24)

1

T

T−1∑

x=0

ŝp(x)ŝq(x) =
1

2
(δpq − δp,−q) , (A.25)

1

2T

∑

p

ĉp(x)ĉp(x
′) = δxx′ , (A.26)

1

T

T−1∑

x=0

ĉp(x)ĉq(x) =
1

2
(δpq + δp,−q) . (A.27)

B Heat kernels

Here we will review some known properties of heat kernels. The interested reader will like

to read appendix C of [40], with more information of heat kernels and the SF.

B.1 Continuum heat kernels

Heat kernels are fundamental solutions (i.e. a solution that is a delta source at t = 0) to

the heat equation, that in one dimension reads

∂

∂t
f(x, t) =

∂2

∂x2
f(x, t) . (B.1)

To obtain a solution to a given problem one has to choose appropriate boundary conditions.

In the case of Euclidean space the heat kernel is well known to be

K(x, x′, t) = (4πt)−1/2 exp

[
−(x− x′)2

4t

]
. (B.2)
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Since the heat equation is a linear equation one can construct heat kernels with different

boundary conditions with a linear combinations of the heat kernel in Euclidean space. In

particular

KP (x, x′, t) = (4πt)−1/2
∞∑

n=−∞
exp

[
−(x− x′ + nL)2

4t

]
(B.3)

is, by construction, both a solution to the heat equation and is periodic in x with period

L. Therefore it corresponds to the heat kernel on S1. Following a similar reasoning it is

easy to see that

KD(x, x′, t) = (4πt)−1/2
∞∑

n=−∞

{
exp

(
−(x− x′ + 2nT )2

4t

)
− exp

(
−(x+ x′ + 2nT )2

4t

)}

(B.4)

and

KN (x, x′, t) = (4πt)−1/2
∞∑

n=−∞

{
exp

(
−(x− x′ + 2nT )2

4t

)
+ exp

(
−(x+ x′ + 2nT )2

4t

)}

(B.5)

are heat kernels with Dirichlet and Neumann boundary conditions on the interval [0, T ]

respectively. It is worth mentioning that, via the Jacobi imaginary transformation, the

periodic heat kernel is nothing more than the third Jacobi theta function5

KP (x, x′, t) =
1

L
ϑ3

(
π

L
(x− x′)|ı4π

L2
t

)
=

1

L

∞∑

n=−∞
e−( 2πn

L )
2
te

2ıπn
L

(x−x′) . (B.6)

This last expression, that can also be obtained using Poisson summation formula, turns

out to be convenient for our computations.

B.2 Discrete heat kernels

When performing computations of the Wilson flow on the lattice we find a type of heat

equation in which the time variable is continuous but the Laplacian is substituted by a

discrete version

∂tf(x, t) = ∂̂x∂̂
∗
xf(x, t) . (B.7)

Taking appropriate boundary conditions into account, we call fundamental solutions of this

equation discrete heat kernels. The most easy way to construct them is by noting that one

can formally write

K̂ = exp
{
t∂̂x∂̂

∗
x

}
(B.8)

and now the task of finding the heat kernels is reduced to finding eigenvalues/eigenfunctions

of the discrete Laplacian with the correct boundary conditions. By recalling the notions of

5A standard reference with the same conventions used here is [41].

– 23 –



J
H
E
P
1
0
(
2
0
1
3
)
0
0
8

appendix A one can immediately write

K̂P (x, x′, t) =
1

L

∑

p

e−p̂
2teıp(x−x

′) , (B.9)

K̂D(x, x′, t) =
1

T

∑

p

e−p̌
2tŝp(x)ŝp(x

′) , (B.10)

K̂N (x, x′, t) =
1

T

∑

p

e−p̌
2tĉp(x)ĉp(x

′) . (B.11)

B.3 Properties

The following properties are straightforward, but fundamental to easily reproduce our

results:

∫ L

0
dx′KP (x, x′, t)eıpx

′
= e−p

2teıpx , (B.12)

∫ T

0
dx′KD(x, x′, t)sp(x′) = e−( p2 )

2
tsp(x) , (B.13)

∫ T

0
dx′

∂KD(x, x′, t)
∂x

cp(x
′) = ıpe−( p2 )

2
tcp(x) , (B.14)

∫ T

0
dx′KN (x, x′, t)cp(x′) = e−( p2 )

2
tcp(x) . (B.15)

These relations have discrete analoga

a
L−a∑

x′=0

K̂P (x, x′, t)eıpx
′

= e−p̂
2teıpx , (B.16)

a
T∑

x′=0

K̂D(x, x′, t)ŝp(x′) = e−p̌
2tŝp(x) , (B.17)

a
T∑

x′=0

∂K̂D(x, x′, t)
∂x

ĉp(x
′) = ıp̊ cos(ap/2)e−p̌

2tĉp(x) , (B.18)

a
T∑

x′=0

K̂N (x, x′, t)ĉp(x′) = e−p̌
2tĉp(x) . (B.19)

Finally we note that the construction of heat kernels in more than one dimension is done

simply by multiplying one-dimensional heat kernels. For example

K̂SF(x, x′, t) =

[
3∏

i=1

K̂P (xi, x
′
i, t)

]
K̂D(x0, x

′
0, t) (B.20)

is a 4-dimensional heat kernel with periodic b.c. in the three space dimensions and Dirichlet

b.c. in the time dimension.
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C Gauge fixing and gluon propagator in the SF

C.1 Gauge fixing and boundary conditions

Here we will deal with gauge fixing in the lattice formulation of the SF. Basically we adapt

the contents of section 6 of [2] to our specific problem of zero background field. In the SF

admissible gauge transformations must leave the boundary conditions of the gauge field

invariant. In our particular case of zero background field this means that

Ui(x)|x0=0,T = 1 , i = 1, 2, 3 , (C.1)

implying that the gauge functions have to be spatially constant at x0 = 0, T . Moreover

functions that are constant everywhere do not change the vacuum configuration Uµ(x) =

1 at all. Therefore the gauge directions that have to be fixed can be identified with

SU(N) valued functions that are constant at x0 = 0 and equal to 1 at x0 = T . The

Lie algebra of this group of transformations consists of su(N) valued functions w(x) with

boundary conditions

w(x)|x0=0 = constant , (C.2)

w(x)|x0=T = 0 . (C.3)

Accordingly, the quantum fluctuations of the gauge fields are su(N) valued functions, with

the time component defined for 0 ≤ x0 < T and the spatial ones for 0 ≤ x0 ≤ T . The

boundary conditions for these fields are

Ak(x)|x0=0,T = 0 . (C.4)

One can define a scalar product in these Lie algebras

(w, u) = a4
∑

x,a

wa(x)ua(x) , (C.5)

(Aµ, Bµ) = a4
∑

x,a,µ

Aaµ(x)Ba
µ(x) . (C.6)

The lattice forward derivative ∂̂µ maps any infinitesimal gauge transformation w(x) to the

gauge field ∂̂µw(x). As the reader can check the boundary conditions for w(x) imply the

correct boundary conditions for the gauge field ∂̂µw(x). The corresponding operator is

denoted by d. Its adjoint maps any gauge field into an infinitesimal gauge transformation

and is defined by

(d∗A,w) = −(A, dw) . (C.7)

The explicit transformation done by d∗ is

d∗A(x) =





∂̂∗µAµ(x) if 0 < x0 < T ,
a2

L3

∑
xA0(x) if x0 = 0 ,

0 if x0 = T .

(C.8)
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This is precisely the gauge fixing function that we have to add to the action. In explicit

form it is given by

Sgf =
a4

2ξ

∑

x,0<x0<T,b

[
∂̂∗µA

b
µ(x, x0)

]2
+
a4

L6


∑

x,b

Ab0(x, 0)




2

. (C.9)

To understand how the boundary conditions of A0(x) arise in the continuum, one can

extend the domain of definition of A0(x) to −a ≤ x0 ≤ T and choose to fix the additional

variables with the condition

∂̂∗0A0(x) =

{
a2

L3

∑
xA0(x) if x0 = 0 ,

0 if x0 = T .
(C.10)

Now the gauge fixing function is simply given by

d∗A = ∂̂∗µAµ(x) . (C.11)

Note that the additional variables are not dynamical, but completely determined by the

previous condition. The trick is purely a matter of convention, but now equation (C.10)

can be interpreted as a boundary condition for A0(x). Our gauge fields have therefore

Neumann boundary conditions at x0 = 0, T , except for the zero momentum mode that has

mixed boundary conditions.

C.2 Gluon propagator

In the SF the free gluon propagator on the lattice is defined as

〈Ãaµ(p, x0)Ãbν(q, y0)〉 = L3δabδp,−qDµν(p, x0, y0) (C.12)

where [31, 32]

Dik(p, x0, y0) = δikd(p, x0, y0) + p̂ip̂k(ξ − 1)b(p, x0, y0) , (C.13)

Dk0(p, x0, y0) = +ıpk(ξ − 1)c(p, x0, y0) , (C.14)

D0k(p, x0, y0) = −ıpk(ξ − 1)c(p, y0, x0) , (C.15)

D00(p, x0, y0) = n(p, x0, y0) + (ξ − 1)e(p, x0, y0) . (C.16)

The relevant functions, for p 6= 0 are given by

d(p, x0, y0) =
1

T

∑

p0

ŝp0(x0)ŝp0(y0)

p̂2 + p̌2
0

, (C.17)

b(p, x0, y0) =
1

T

∑

p0

ŝp0(x0)ŝp0(y0)

[p̂2 + p̌2
0]2

, (C.18)

c(p, x0, y0) =
1

T

∑

p0

p̌0ŝp0(x0)ĉp0(y0)

[p̂2 + p̌2
0]2

, (C.19)

n(p, x0, y0) =
1

T

∑

p0

ĉp0(x0)ĉp0(y0)

p̂2 + p̌2
0

, (C.20)

e(p, x0, y0) =
1

T

∑

p0

p̌2
0ĉp0(x0)ĉp0(y0)

[p̂2 + p̌2
0]2

, (C.21)
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while for p = 0 the only functions that change are

n(p, x0, y0) = e(p, x0, y0) = a+ min(x0, y0) . (C.22)

Note that in the continuum limit D00(p, x0, y0) obeys Neumann boundary conditions

for p 6= 0, while the spatial zero momentum mode has mixed boundary conditions.

D Adaptive size integrators for the Wilson flow

On the lattice the flow equation has the form

a2 dVµ(x, t)

dt
= Z(V )Vµ(x, t) . (D.1)

Following the advice in [27], we use the third order Runge-Kutta scheme given by

W0 = Vµ(x, t) , (D.2)

W1 = exp

{
1

4
Z0

}
W0 , (D.3)

W2 = exp

{
8

9
Z1 −

17

36
Z0

}
W1 , (D.4)

Vµ(x, t+ a2ε) = exp

{
3

4
Z2 −

8

9
Z1 +

17

36
Z0

}
W2 , (D.5)

where

Zi = εZ(Wi) . (D.6)

We simply want to point out that with one extra computation, one can get a second

estimate of Vµ(x, t+ a2ε)

V ′µ(x, t+ a2ε) = exp {−Z0 + 2Z1}W0 . (D.7)

This last scheme is of second order, as the reader can easily check. Given two N × N

complex matrices A,B, one can define a distance between them as follows

dist(A,B) =
1

N2

√∑

i,j

|Aij −Bij |2 . (D.8)

This distance can be used to estimate the error made by the lower order integrator

d = max
x,µ

{
dist(Vµ(x, t+ a2ε), V ′µ(x, t+ a2ε))

}
. (D.9)

With this information one can adjust the step size so that the error in the integration

does not exceed certain tolerance δ. After each integration step ε is updated according to

ε −→ ε0.95
3

√
δ

d
(D.10)

and if d > δ the integration step is repeated.
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The reason why this scheme is efficient for the particular case of the Wilson flow is

related to its smoothing properties. Close to t = 0 the configuration is rough and therefore

a very fine integration is needed. But as t increases the configuration is more and more

smooth, and one can have a very precise integration with a large ε. In practical cases it has

saved us around a factor 4 in the number of integration steps. It also has the advantage

that ε is tunned automatically, and one does not need to worry about the step size, but

only plug in the desired tolerance.

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License which permits any use, distribution and reproduction in any medium,

provided the original author(s) and source are credited.
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[11] ALPHA collaboration, S. Capitani, M. Lüscher, R. Sommer and H. Wittig, Nonperturbative

quark mass renormalization in quenched lattice QCD, Nucl. Phys. B 544 (1999) 669

[hep-lat/9810063] [INSPIRE].

[12] ALPHA collaboration, M. Della Morte et al., Non-perturbative quark mass renormalization

in two-flavor QCD, Nucl. Phys. B 729 (2005) 117 [hep-lat/0507035] [INSPIRE].

– 28 –

http://dx.doi.org/10.1016/0550-3213(91)90298-C
http://inspirehep.net/search?p=find+J+Nucl.Phys.,B359,221
http://dx.doi.org/10.1016/0550-3213(92)90466-O
http://arxiv.org/abs/hep-lat/9207009
http://inspirehep.net/search?p=find+EPRINT+hep-lat/9207009
http://dx.doi.org/10.1016/0550-3213(94)00478-W
http://arxiv.org/abs/hep-lat/9407028
http://inspirehep.net/search?p=find+EPRINT+hep-lat/9407028
http://arxiv.org/abs/hep-lat/9802029
http://inspirehep.net/search?p=find+EPRINT+hep-lat/9802029
http://arxiv.org/abs/hep-ph/9711243
http://inspirehep.net/search?p=find+EPRINT+hep-ph/9711243
http://dx.doi.org/10.1016/0550-3213(93)90292-W
http://arxiv.org/abs/hep-lat/9207010
http://inspirehep.net/search?p=find+EPRINT+hep-lat/9207010
http://dx.doi.org/10.1016/0550-3213(94)90629-7
http://arxiv.org/abs/hep-lat/9309005
http://inspirehep.net/search?p=find+EPRINT+hep-lat/9309005
http://dx.doi.org/10.1016/j.nuclphysb.2005.02.013
http://arxiv.org/abs/hep-lat/0411025
http://inspirehep.net/search?p=find+EPRINT+hep-lat/0411025
http://dx.doi.org/10.1088/1126-6708/2009/10/053
http://arxiv.org/abs/0906.3906
http://inspirehep.net/search?p=find+EPRINT+arXiv:0906.3906
http://dx.doi.org/10.1016/j.nuclphysb.2010.07.002
http://arxiv.org/abs/1006.0672
http://inspirehep.net/search?p=find+EPRINT+arXiv:1006.0672
http://dx.doi.org/10.1016/S0550-3213(98)00857-8
http://arxiv.org/abs/hep-lat/9810063
http://inspirehep.net/search?p=find+EPRINT+hep-lat/9810063
http://dx.doi.org/10.1016/j.nuclphysb.2005.09.028
http://arxiv.org/abs/hep-lat/0507035
http://inspirehep.net/search?p=find+EPRINT+hep-lat/0507035


J
H
E
P
1
0
(
2
0
1
3
)
0
0
8

[13] PACS-CS collaboration, S. Aoki et al., Non-perturbative renormalization of quark mass in

Nf = 2 + 1 QCD with the Schroedinger functional scheme, JHEP 08 (2010) 101

[arXiv:1006.1164] [INSPIRE].

[14] ALPHA collaboration, J. Heitger and R. Sommer, Nonperturbative heavy quark effective

theory, JHEP 02 (2004) 022 [hep-lat/0310035] [INSPIRE].

[15] R. Sommer, Non-perturbative QCD: Renormalization, O(a)-improvement and matching to

Heavy Quark Effective Theory, hep-lat/0611020 [INSPIRE].

[16] R. Sommer, Introduction to Non-perturbative Heavy Quark Effective Theory,

arXiv:1008.0710 [INSPIRE].

[17] E.T. Neil, Exploring Models for New Physics on the Lattice, PoS(LATTICE2011)009

[arXiv:1205.4706] [INSPIRE].
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[28] S. Borsányi et al., High-precision scale setting in lattice QCD, JHEP 09 (2012) 010

[arXiv:1203.4469] [INSPIRE].
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